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Abstract: In this paper, an improved version of the particle swarm optimization algorithm is proposed
for the online tuning of power system stabilizers in a standard four-machine two-area power system
to mitigate local and inter-area mode oscillations. Moreover, an innovative objective function is
proposed for performing the optimization, which is a weight function of two functions. The first part
of fitness is the function of the angular velocity deviation of the generators, and the other part is a
function based on the percentage of undershoot and maximum overshoot, and also the damping
time of the power system oscillations. The performance of the proposed stabilization method is
compared with the genetic algorithm and bacteria foraging algorithm results. Simulations are made
in three different power system operation conditions by changing the system load. The simulation
results indicate the superiority of the proposed method over the genetic algorithm and bacteria
foraging algorithm. In all the scenarios, power system oscillations are damped faster and with lower
amplitude when the power system stabilizers coordinate with the proposed optimization method.

Keywords: PSS; improved particle swarm optimization; online coordination

1. Introduction

Improving dynamic stability is one of the most important issues for power system
researchers. In recent years, by power systems and transmission line development, stability
importance has increased [1]. Therefore, a power system stabilizer (PSS) is used to improve
dynamic stability. The PSS dampens power system oscillations by applying the appropriate
control signal. Although PSS is an applicable device to improve the stability of a power
system, if an unsuitable PSS is used or designed incorrectly, the PSS not only fails to help to
improve stability, but may also cause instability [2–4]. Various PSSs and different design
methods have been used in research articles, and some of them are briefly reviewed here.

In [5], sine cosine algorithm (SCA) and the optimal control theory are used in order to
find the parameters of the traditional pre-phase-post-phase stabilizer. First, the participation
coefficients are used to find the best location for PSSs, and after that the optimal model of
the stabilizer is presented by the SCA algorithm. Another pattern used to design power
system stabilizers is the moth search algorithm (MSA) [6]. This algorithm was presented
and used in 2018. It has been claimed that this MSA has high convergence accuracy and
speed. Therefore, it is used for the design of a lead-lag stabilizer in power systems. Another
new algorithm used for stabilizer design is the whale optimization algorithm. In [7,8],
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the whale algorithm is used to optimally estimate stabilizers’ parameters. The simulation
was performed on the standard system of a two-area, four-machine power system. In [9],
coordination between power system stabilizers was performed by a modified version of
the atom search optimization (ASO) algorithm. Finally, by creating coordination between
the stabilizers in the power system, they achieved an acceptable range of the oscillation
damping ratio. In [10], the dominant pole spectrum eigen solver algorithm, and integral
of square time multiplied square error (ISTSE) criterion as the objective function were
used for the optimal design of the power system stabilizer in a two-area standard power
system. This article claims that the algorithm proposed in the paper has more accuracy and
also a greater convergence speed than other algorithms. In [11], an innovative algorithm
called hybrid pattern search–sine cosine algorithm (hPS-SCA) is proposed to determine the
lead-lag stabilizer parameters online. In this paper, the fitness is the function of eigenvalue
displacement. The optimization algorithm determines the decision variables in such a
way as to ensure that the eigenvalues are within the allowable range in different operating
conditions. In [12], a local search-based non-dominated sorting genetic algorithm (GA) is
proposed for the optimal design of a power system stabilizer and to coordinate the PSSs
with each other. In [13], the coordination of power system stabilizers was performed in
order to reduce inter-area oscillations by a combined method of a metaheuristic-based
optimization algorithm and eigenvalue sensitivity analysis. This combination allowed the
design of a different PSS stabilizer in which the objective function was minimized. In this
reference, it was proven that the power system stabilizer optimized by the proposed fitness
objective function had a more accurate performance than other PSSs. In [14], a modified
version of multi-objective particle swarm (MOPSO) is proposed for the optimal design
of the stabilizer of a lead-lag PSSs. The ITAE function, along with the weighted fitness
function of percentage of undershoot and overshoot and damping time of the oscillations,
were used as the two objective functions of the problem. The simulation results proved
the robustness of the proposed power system stabilizers to dampen oscillations in the
power system. In [15], amended gray wolf optimization (GWO) was used for PSSs optimal
coordination. In this paper, the ISTSE criterion was considered as the objective function.
In [16], an improved Harris Hawk Optimizer for the robust design of PSSs is proposed.
Simulations were performed in several operation conditions in a standard 10 machines.
The results of the simulations proved the robustness of the designed stabilization method
in this paper. In [17], damped Nyquist is presented to select the optimal parameters of
the PSSs. In this reference, first the participation coefficients are used for PSSs placement
and then the proposed damped Nyquist presents a model of stabilizers. The results are
compared with several metaheuristic algorithms. In [18], an explicit adaptive controller is
proposed for the single machine connected to infinite bus (SMIB). The presented controller
is a combination of an on-line identifier and a PID controller. Moreover, particle swarm
optimization (PSO) algorithm is used for optimizing the PID coefficients. In [19], the PSO
algorithm is proposed for the optimal design of the power system stabilizers and also their
placement in the multi-area power system in order to reduce the inter-area oscillations in
the power system in the presence of a wind farm with a high penetration. In [20], state
space (SS) analysis is performed for the PSSs coordination in a multi-area power system.
Although the SS analysis presented in this article is a fast and easy method, it is not very
accurate. In [21], the optimal estimation parameters of automatic voltage regulator (AVR)
and PSS are performed by a modified PSO algorithm. The simulation is performed on the
SMIB and a nine-bus power system. The simulation results proved the efficiency of the
proposed stabilization method.

The main weakness of the controllers used in the reviewed articles is that they were
not online. Moreover, a suitable and accurate objective function has not been used to design
PSSs. Therefore, in this paper, an online optimized lead-lag power system stabilizer is
proposed. Moreover, an innovative objective function is presented. The fitness function is a
function of weighting coefficients of the integral time absolute error (ITAE) and a combina-
tion function of settling time (Ts), overshoot (OV), and undershoot (US). The proposed PSS



Electronics 2022, 11, 946 3 of 15

parameters are optimized online by an innovative modified particle swarm optimization
(PSO) algorithm, according to the power system conditions. The main contributions of this
paper are presented in the below bullet points.

• Proposed online optimized PSS for power system oscillation mitigation;
• A modified PSO algorithm is presented for performing optimization;
• An innovative objective function is proposed.

This paper is formulated in six sections. Section 2 reviews the studies in this context.
Section 3 describes the PSO algorithm. Section 4 explains the smart design of the PSS.
In Section 5, the proposed method is applied to a sample network, and the proposed
method is validated through comparison with other methods using the simulation results
of each scenario.

2. The Proposed PSO Algorithm

Eberhart and Kennedy first presented PSO in 1995 as a new optimization method.
A key aspect of the PSO is its simplicity, such that it includes two velocity and position
equations. The position vector and particle velocity vector are dependent vectors for particle
i in the N-dimensional search area, which can be described as Xi = [xi1, xi2, . . . , xiN ]
and Vi = [vi1, vi2, . . . , viN ], respectively. A community of birds comprises a number of
particles that move in a limited band search area to find the optimal results. All the particles’
positions are updated according to the global and local best particle positions by following
equations [22].

Vk+1
i = WVk

i + c1r1(pbestk
i − Xk

i ) + c2r2(gbestk − Xk
i ) (1)

Xk+1
i = Xk

i + Vk+1
i (2)

where c1 and c2 are two positive constants and K is the iteration index. Moreover, r1 and r2
are random in the interval of 0 to 1 and w is the inertial weight selected as follows [22].

W = Wmax −
Wmax −Wmin

itermax
× iter (3)

where itermax is the maximum iteration of the PSO algorithm and iter shows the current
iteration number. Moreover, in Equation (1), pbestk

i is the best position of the ith particle
and gbestk is the best solution among all particles. Figure 1 shows the searching orientation
of the ith particle in PSO.

Figure 1. Searching orientation of the ith particle in PSO.

Despite the simple concept and easy implementation of the proposed method, its su-
periority over other methods is proven in many applications. In the following, considering
the impact of velocity and movement equations on the performance of the PSO, each one
is described in detail. For the PSO, the most important section to improve the efficiency
is to find algorithm coefficients exactly to increase the local and global optimal search.
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For the proposed PSO algorithm, w, c1 and c2 are the spring constants of the hook or the
acceleration constant, which are obtained using the following equations:

ω = (ωmax −ωmin)
kmax − k

kmax
×ωmin (4)

C =
2∣∣∣2− ϕ−
√

ϕ2 − 4ϕ
∣∣∣ , where : 4.1 ≤ ϕ ≤ 4.2 (5)

vk+1
pd = C×

{
ω× vk

pd +
(
(c1 f − c1i)

k
kmax

+ c1i

)
× rand1 × (pbestpd − xpd)+(

(c2 f − c2i)
k

kmax
+ c2i

)
× rand2 × (gbestgd − xpd)

}
t

(6)

where k is the current iteration, kmax is the total number of iterations, c is the tightness
coefficient, c1f and c1i are the initial and final values of c1, and c2f and c2i are the initial
and final values of c2. Table 1 represents the values selected for these coefficients in the
proposed algorithm.

The coefficients given in Table 1 were determined by a trial-and-error method. Figure 2
shows the flowchart of the proposed algorithm.

Figure 2. Flowchart of the proposed algorithm.
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Table 1. Values selected for the proposed algorithm.

C1f 0.2 wmin 0.4

C1i 2.5 wmax 0.9

C2f 2.5 population 20

C2i 0.2 iteration 50

ϕ 4.1

3. Power System Stabilizer

The main operation of a PSS is to generate a proper torque on the machine rotor, such
that the phase lag between the excitation input and the electric torque is compensated.
The output signal of the PSS is proportional to the rotor speed. In Figure 3, a lead-lag PSS
is shown.

Figure 3. Lead-lag PSS.

The transfer function of the PSS of the ith machine is as follows [23]:

Ui = Ki
sTw

1 + sTw

[
(1 + sT1i)(1 + sT3i)

(1 + sT2i)(1 + sT4i)

]
∆ωi(s) (7)

In this structure, a high-pass filter is used so that its time constant is adjusted in the
range of 0.5 to 20 s and TW is 10 s [23]. The adjustable parameters of PSS are Ki, and time
constant T1i–T4i. The lead-lag block in the above structure provides a sufficient phase to
compensate for the phase difference between the excitation input and the electric torque.
The PSS should be adjusted online to operate under all operating conditions, and sufficient
damping is achieved for critical modes. In this paper, the proposed PSO (IPSO) is used to
find the optimal design.

4. Proposed Objective Function and Constraints

In this study, an innovative objective function based on the time-domain and various
operating conditions of the system is used to adjust the parameters of the PSS. A perfor-
mance index is defined based on the system dynamics after creating a periodic disturbance
in the system, and it is organized for a wide range of operating conditions and to form
the measure function of the problem. Since the operating condition of the power system
is changing, the proposed objective function for a wide range of operating conditions is
defined as follows:

J = ω1 × J1 + ω2 × J2 (8)

where ω1 and ω1 are weighting coefficients and J1 and J2 are the two mail parts of objective
functions which are calculated by Equations (9) and (10).

J1 =
Np

∑
i=1

∫ tsim

0
t(|ω1 −ω2|+ |ω1 −ω3|+ |ω1 −ω4|+ |ω3 −ω4|)dt (9)

J2 = (500×OS)2 + (8000×US)2 + 0.0001× T2
i (10)

The J1 is based on local and inter-area frequency difference and J2 is based on overshoot,
undershoot, and settling time of the oscillations. In Equation (9), tsim is the simulation
time, NP is the number of operating conditions for the optimization process, t is time
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operator and ω1 to ω1 are generators of angular velocity. Moreover, in Equation (10), OV
is overshoot, US is undershoot, and Ti is settling time. The PSS design is formulated as a
constrained optimization problem with the following constraints [24]:

Kmin ≤ K ≤ Kmax

Tmin
1 ≤ T ≤ Tmax

1
Tmin

2 ≤ T2 ≤ Tmax
2

Tmin
3 ≤ T3 ≤ Tmax

3
Tmin

4 ≤ T4 ≤ Tmax
4

(11)

5. Simulation and Analysis of the Results

In this section, the proposed algorithm is applied to adjust the PSS parameters of the
four-machine power system, and its single-line diagram is shown in Figure 4. This system
has two areas that are connected via a weak connection line. There is one local oscillation
mode in this system in each area, and there is one inter-area oscillation mode. The stress
imposed on this system is evaluated using the real power exchanged between the two
areas [25].

Figure 4. The two-area four-machine power system.

All generators are equipped with PSS and an automatic voltage regulator (AVR). The
PSS structure includes one filter and two lead-lag blocks. The output signal of the PSS is
proportional to the rotor speed of the generators. In this structure, a high-pass filter is used
so that its time constant is adjusted in the range of 0.5 to 20 s. In this design, TW is 10 s. The
adjustable parameters of PSS are Ki, and time constant T1i–T4i. Thus, 20 parameters are
considered as the controllable parameters. The adjustment range of these parameters is
given in Table 2 [26–43].

Table 2. The range determined for PSS parameters of the four-machine power system.

Kpss T1 T2 T3 T4

Min value 1 0 0 0 0

Max value 100 2 2 10 10

To design a robust PSS, the system’s operating conditions are described based on
active power (P), and reactive power (Q) at the terminal of the generators, and the load
points of C1, C2, L1, and L2. To this end, the operating conditions are considered as follows:

• The system with rated loading;
• The system under heavy loading (20% increase in the rated value);
• The system under low loading (20% decrease in the rated value).

The proposed algorithm solves the constrained nonlinear optimization problem to
calculate the optimal set of PSS parameters. In the following, the proposed PSS is applied to
the sample four-machine power system to represent its robust performance, and its results
are compared with the classical adjusted PSS in two scenarios.

• Scenario 1
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In this scenario, as mentioned, PSS is installed on all four machines. The results
obtained from this algorithm are compared with those of the methods given in Table 3.
Figure 5 shows convergence variations of the system of study. Figures 6–9 shows the
changes in the generator speeds. The genetic algorithm (GA) and the bacteria foraging
algorithm (BFA) were also used to design the PSSs. The optimal parameters obtained for
the PSS are given in Table 3.

Table 3. The results obtained for the four-machine PSS.

Method Num—Gen Kpss T1 T2 T3 T4

CPSS

G1 20.00 0.05 0.02 3.00 5.40

G2 20.00 0.05 0.02 3.00 5.40

G3 20.00 0.05 0.02 3.00 5.40

G4 20.00 0.05 0.02 3.00 5.40

BFA

G1 23.84 2.00 1.00 6.16 8.25

G2 21.48 2.00 1.00 4.93 8.19

G3 18.22 2.00 1.00 4.87 7.24

G4 20.71 2.00 1.00 4.74 8.92

GA

G1 20.16 2.22 1.21 6.16 8.12

G2 21.61 2.00 1.20 2.98 6.21

G3 19.54 2.01 0.98 4.21 6.16

G4 17.81 2.00 0.89 4.12 7.15

Proposed

G1 21.22 2.12 1.15 6.23 7.32

G2 20.76 1.78 1.00 3.12 6.32

G3 19.09 1.99 0.96 4.43 6.37

G4 18.54 2.22 0.95 4.13 7.65

Figure 5. Convergence changes of the four-machine system in the first scenario.
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Figure 6. Angular velocity deviation for the first scenario for the rated load. Proposed (red line), BFA
(blue dashed line), GA (green dash–dotted line), classic (black dots).

Figure 7. Angular velocity deviation for the first scenario for heavy load; proposed (red line), BFA
(blue dashed line), GA (green dash–dotted line), classic (black dots).
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Figure 8. Angular velocity deviation for the first scenario for low load; proposed (red line), BFA (blue
dashed line), GA (green dash–dotted line), classic (black dots).

Figure 9. Angular velocity deviation for the first scenario for rated load and line disconnection;
proposed (red line), BFA (blue dashed line), GA (green dash–dotted line), classic (black dots).

Considering the simulation results, it is seen that all four PSSs can damp the oscillations
or stabilize the system at all operating points. As can be seen, although the genetic
and classic PSSs reduce the oscillation amplitude, the PSO-based PSS converges faster
and achieves the solution faster. In this method, the system performance under various
uncertainties is desired with proper efficiency. Countering the changes of the system, this
PSS reduces the oscillation amplitudes compared to genetic and classic methods. Moreover,
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it reduces the overshoot of the system with a proper settling time. Table 4 compares these
methods numerically. Table 5 represents the operating conditions of interest.

Table 4. The numerical comparison between the proposed methods.

Algorithm Scenario
Compare Index

ITAE FD IAE ISE

Propose

Base Case 17.891 13.874 7.2581 1.5951

20% increase 19.726 20.398 8.9785 2.8192

20% decrease 28.726 26.254 10.267 3.2651

2 line tripe 17.984 17.221 7.6275 1.6276

GA

Base Case 24.942 36.276 12.423 2.3995

20% increase 23.817 22.245 9.8981 3.0291

20% decrease 31.029 28.929 11.927 4.1783

2 line tripe 18.782 20.254 8.4245 1.8728

BFA

Base Case 36.342 41.892 15.498 3.3954

20% increase 39.288 29.425 13.287 4.9281

20% decrease 40.245 34.189 16.209 6.1552

2 line tripe 22.177 23.928 10.002 2.3091

CPSS

Base Case 61.029 106.27 37.287 9.7363

20% increase 69.267 145.28 48.278 15.039

20% decrease 79.266 100.93 57.245 20.516

2 line tripe 62.287 138.27 40.398 10.454

Table 5. The numerical comparison between the proposed methods.

Operating Condition
G1 G2 G3 G4

P Q P Q P Q P Q

Base Case 0.7778 0.1021 0.7777 0.1308 0.7879 0.0913 0.7778 0.0918

20% increase for load 1.084 0.3310 0.7778 0.4492 0.7879 0.1561 0.7778 0.2501

20% decrease for load 0.7778 0.0502 0.2333 0.0371 0.7989 0.0794 0.7778 0.0704

trip 2 line 0.7778 0.1021 0.7777 0.1308 0.7989 0.0903 0.7778 0.0981

• Scenario 2

In this scenario, the optimal location of the PSS is studied. The results are shown in
the following figures. Table 6 shows the optimal values obtained for the PSS parameters of
the studied system. Figure 10 shows the convergence variations of the studied system for
locating the PSS using the proposed algorithm. Figures 11 and 12 show the speed variations
of the generators.

As the results show, the proposed algorithm found the optimal location of PSS in
generators 2 and 4, while the other algorithms located the PSSs in generators 1 and 4. The
results demonstrate stability improvement of the multi-machine system by locating the
PSSs in the locations of interest. The results for rated and heavy loads are represented. As
can be seen, the PSS based on the proposed algorithm performs favorably and decreases
the oscillation amplitude compared to the BFA-based PSS with excellent settling time.
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Table 6. The optimal parameters obtained for locating the PSS of the four-machine power system.

Methods Kpss T1 T2 T3 T4 VSMax

Propose
G2 41 0.001 0.002 8.4 11.8 0.36

G4 40 0.002 0.002 9.1 12.6 0.37

BFA
G1 45 0.26 0.01 4.2 10 0.33

G4 45 0.26 0.01 4.2 10 0.33

GA
G1 100 0.52 0.04 0.65 5.8 0.31

G4 100 0.52 0.04 0.65 5.8 0.31

Figure 10. Convergence changes of the PSO in locating the PSS of the four-machine power system in
the second scenario.

Figure 11. Angular velocity deviation for the second scenario for the rated load; proposed (red line),
BFA (blue dashed line), GA (green dash–dotted line).
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Figure 12. Angular velocity deviation the second scenario for the heavy load; proposed (red line),
BFA (blue dashed line), GA (green dash–dotted line).

As the results show, the proposed algorithm found the optimal location of PSS in
generators 2 and 4, while the other algorithms located the PSSs in generators 1 and 4. The
results demonstrate stability improvement of the multi-machine system by locating the
PSSs in the locations of interest. The results for rated and heavy loads are represented. As
can be seen, the PSS based on the proposed algorithm performs favorably and decreases
the oscillation amplitude compared to the BFA-based PSS with excellent settling time.

In order to more accurately evaluate the performance of the proposed algorithm, the
results obtained from the optimization by this algorithm are compared with the results of
the whale optimization algorithm (WOA) [44]. The performance of the designed PSSs has
been evaluated by applying a symmetrical fault. The simulation results are accumulated in
Table 7.

Table 7. Time domain response results.

Methods G1 G2 G3 G4

Propose
%Peak

overshoot 501.65 676.75 1344.60 2252.91

Settling time
(s) 1.6267 1.4812 3.8947 2.7110

BFA
%Peak

overshoot 553.30 687.71 1471.92 2405.92

Settling time
(s) 1.8019 1.6418 4.0428 2.7992

GA
%Peak

overshoot 527.29 701.76 1415.68 2355.68

Settling time
(s) 1.7497 1.5964 3.9155 2.8752

WOA [44]
%Peak

overshoot 518.55 680.21 1379.5 2278.3

Settling time
(s) 1.6879 1.5374 3.9100 2.7717

Figure 12. Angular velocity deviation the second scenario for the heavy load; proposed (red line),
BFA (blue dashed line), GA (green dash–dotted line).

In order to more accurately evaluate the performance of the proposed algorithm, the
results obtained from the optimization by this algorithm are compared with the results of
the whale optimization algorithm (WOA) [44]. The performance of the designed PSSs has
been evaluated by applying a symmetrical fault. The simulation results are accumulated in
Table 7.

Table 7. Time domain response results.

Methods G1 G2 G3 G4

Propose
%Peak overshoot 501.65 676.75 1344.60 2252.91

Settling time (s) 1.6267 1.4812 3.8947 2.7110

BFA
%Peak overshoot 553.30 687.71 1471.92 2405.92

Settling time (s) 1.8019 1.6418 4.0428 2.7992

GA
%Peak overshoot 527.29 701.76 1415.68 2355.68

Settling time (s) 1.7497 1.5964 3.9155 2.8752

WOA [44]
%Peak overshoot 518.55 680.21 1379.5 2278.3

Settling time (s) 1.6879 1.5374 3.9100 2.7717

The simulation results indicate the better performance of the proposed method than
other algorithms. The percent of maximum overshoot and settling time for all the genera-
tors’ speed deviation for the power system with the proposed PSSs are less than others.

6. Conclusions

In this paper, a modified version of particle swarm optimization and innovative
objective function was proposed for the optimal coordination of power system stabilizers.
The proposed objective function was a weighted function of two separated functions, one



Electronics 2022, 11, 946 13 of 15

based on the difference in angular velocity of the generators and the other based on the
maximum overshoot, undershoot, and settling time of the oscillations. The performance
of the designed PSSs was tested on the standard four-machine power system and its
results were compared with the results of BFA and GA algorithms. The simulation results
indicated that the proposed algorithm converged faster and achieved the desired response
faster. In this method, the system performance in the presence of various uncertainties
was satisfactory with proper efficiency. This PSS reduced the amplitude of the oscillations
compared to GA and classic methods, and reduced the overshoot of the system response
with an excellent settling time. In scenario 2, the optimal location of the PSS was studied.
Considering the simulation results of the algorithm, the proposed algorithm located the
PSS in generators 2 and 4, while in other methods, the PSS was located in generators 1 and 4.
The results showed that by locating the PSS in the determined generators, the stability of
the multi-machine system improved. The results of rated and heavy load scenarios were
evaluated, indicating the desired performance of the proposed algorithm. Moreover, the
results showed that the proposed PSS decreased the oscillation amplitude well compared
to the GA-based PSS with an excellent settling time. For future research, it is suggested
that the PSS design be performed in conditions of uncertainty in power systems. PSS
designed online can be a good tool to improve the stability of a power system in conditions
of uncertainty.
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