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Abstract: Drones are increasingly used in several industries, including rescue, firefighting, and
agriculture. If the motor connected to a drone’s propeller is damaged, there is a risk of a drone crash.
Therefore, to prevent such incidents, an accurate and quick prediction tool of the motor vibrations in
drones is required. In this study, normal and abnormal vibration data were collected from the motor
connected to the propeller of a drone. The period and amplitude of the vibrations are consistent in
normal vibrations, whereas they are irregular in abnormal vibrations. The collected vibration data
were used to train six recurrent neural network (RNN) techniques: long short-term memory (LSTM),
attention-LSTM (Attn.-LSTM), bidirectional-LSTM (Bi-LSTM), gated recurrent unit (GRU), attention-
GRU (Attn.-GRU), and bidirectional GRU (Bi-GRU). Then, the simulation runtime it took for each
RNN technique to predict the vibrations and the accuracy of the predicted vibrations were analyzed
to compare the performances of the RNN model. Based on the simulation results, the Attn.-LSTM
and Attn.-GRU techniques, incorporating the attention mechanism, had the best efficiency compared
to the conventional LSTM and GRU techniques, respectively. The attention mechanism calculates the
similarity between the input value and the to-be-predicted value in advance and reflects the similarity
in the prediction.

Keywords: deep learning; recurrent neural network (RNN); time series vibration; vibration predic-
tion; long short-term memory (LSTM); gated recurrent unit (GRU); attention mechanism;
bidirectional RNN

1. Introduction

In recent years, drone technology has attracted significant attention as one of the
pillars of the fourth industrial revolution. Drones are a type of unmanned aerial vehicle
that can be flown without a pilot on board. They are used in a variety of industries, such as
search and rescue [1,2], shipping and transportation [3], and agriculture [4,5]. According to
the drone market forecast report by Drone Industry Insights, the drone market size was
26.3 billion dollars in 2021 and is projected to grow up to 41.3 billion dollars by 2026 [6].

Although drones are widely used in various fields, there is a risk of drone crash
due to damage to the motor or propeller driving system, which may result in human
casualties and damage or the destruction of the drone. According to the report of the drone
safety survey results published by the Korea Consumer Agency in 2017, the number of
human casualties caused by drones is increasing each year. The causes of human casualties
due to drone-related incidents include drone crashes, battery explosions, and catching
fire, as well as people getting hit by a drone’s propeller [7]. Therefore, it is essential
to conduct studies on predicting vibrations to prevent drone crashes. Previous studies
have been conducted to predict time series vibration data using various recurrent neural
network (RNN) techniques: long short-term memory (LSTM) [8–16], attention-LSTM (Attn.-
LSTM) [17,18], bidirectional-LSTM (Bi-LSTM) [19–22], gated recurrent unit (GRU) [23–27],
attention-GRU (Attn.-GRU) [28], and bidirectional GRU (Bi-GRU) [29–31]. Table 1 below
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lists the studies in the existing literature that have used two or more RNN techniques to
predict time series data and compare the prediction performances.

Table 1. The literature using more than two RNN techniques.

Studies Purpose Methods Evaluation Criteria

Wang et al. [32] Vibration prediction of turbine LSTM, GRU RMSE, MAPE, MSE, and
convergence time

Yuan et al. [33] Fault diagnosis of aircraft engine RNN, LSTM, GRU MSE and relative errors

Demidova [34] Predictive maintenance of aircraft
engine RNN, LSTM, GRU Train and test accuracies and

simulation time

Naren et al. [35] Predictive maintenance of aircraft
engine RNN, LSTM, GRU Simulation time and R2

Chen et al. [36] Fault detection of drone LSTM, GRU RMSE

Hong [37] Prediction of vibration LSTM, GRU RMSE, simulation time, and
R2

Zhang et al. [38] Prediction of air pollution LSTM, Bi-LSTM RMSE, MAE, MAPE and R2

Tao et al. [39] Prediction of air pollution RNN, LSTM, GRU, Bi-GRU RMSE, MAE and SMAPE

Qin [40] Prediction of dissolved oxygen LSTM, Bi-LSTM, GRU,
Bi-GRU RMSE, MAE and R2

Althelaya et al. [41] Forecasting of stock market LSTM, Bi-LSTM RMSE, MAE and R2

Siami-Namini et al. [42] Forecasting of stock market LSTM, Bi-LSTM RMSE

Hollis et al. [43] Forecasting of stock market LSTM, Attn.-LSTM MSE and accuracy

This work Prediction of vibration LSTM, Attn.-LSTM, Bi-LSTM,
GRU, Attn.-GRU, Bi-GRU Simulation time and R2

According to Table 1, there have been studies that have incorporated the attention
mechanism and bidirectional techniques into the existing LSTM and GRU techniques to
predict air pollution [38,39], dissolved oxygen [40], and the stock market [41–43].

However, to our knowledge, no studies have conducted a comparative analysis of the
prediction performance of conventional LSTM and GRU techniques and LSTM and GRU
techniques incorporating the attention mechanism and bidirectional techniques for the time
series vibration data of drones. Therefore, this study compares the prediction performance
and simulation runtime of different RNN techniques: LSTM, Attn.-LSTM, Bi-LSTM, GRU,
Attn.-GRU, and Bi-GRU. Furthermore, the benefit of comparing the performance of vibra-
tion prediction by using RNN techniques in this study is that it can verify the most efficient
RNN technique among LSTM, Attn.-LSTM, GRU, Attn.-GRU, and Bi-GRU. Furthermore,
the best-performing RNN technique validated in this study can be used as a guide for
future studies relating to vibration prediction.

The remainder of this paper is organized as follows: Section 2 describes the compar-
ative analysis framework and the collected time series vibration data. Section 3 explains
the LSTM, GRU, Attn.-LSTM, Bi-LSTM, Attn.-GRU, and Bi-GRU techniques. Section 4 ana-
lyzes the predicted vibration data and compares the prediction performance and runtime
efficiency of the LSTM, Attn.-LSTM, Bi-LSTM, GRU, Attn.-GRU, and Bi-GRU techniques.
Section 5 summarizes the conclusions.

2. Materials and Methods
2.1. Comparative Analysis Framework

This subsection explains the analysis framework used to compare the prediction
performance and runtime efficiency of the LSTM, Attn.-LSTM, Bi-LSTM, GRU, Attn.-GRU,
and Bi-GRU techniques for drone time series vibration data. This subsection also explains
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the coefficient of determination used to evaluate the accuracy of the predicted vibrations.
Figure 1 below shows the flowchart of the analysis framework.
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According to Figure 1, normal and abnormal motor vibration data are collected from
the drones. Next, training datasets are built using 40%, 60%, and 80% of the collected
normal and abnormal time series data. Then, the LSTM, Attn.-LSTM, Bi-LSTM, GRU,
Attn.-GRU, and Bi-GRU techniques are used to predict vibrations in the remaining 60%,
40%, and 20% segments. Lastly, the prediction accuracies and runtime efficiencies of the six
investigated RNN techniques are compared and analyzed to determine the technique most
suitable for predicting the motor vibrations of drones.

2.2. Collection of Vibration Data

Normal and abnormal vibration time series data are collected from the motor con-
nected to the drone’s propeller to predict vibrations using different RNN techniques.

Figure 2 demonstrates the configuration of the collection of time series vibration data
from the acceleration sensor, which is connected to the motor. Then, the vibration data
in the 1 kHz band of 100 ms is collected through the acceleration sensor mounted on the
motor of the drone.

Normal vibration data are collected from the motor without damage, as shown in
Figure 3a, whereas abnormal vibration data are collected from the motor with a damaged
rotor, as shown in Figure 3b. The revolutions per minute (RPM) per volt, the maximum
output, and the maximum torque of the motor used to collect the time series vibration
data are 180 Kv, 1484.6 W, and 1.992 N m, respectively. In addition, the frequency of the
motor is set to 20 Hz to collect vibration data from both normal and abnormal motors. In
other words, the number of rotations of the motor is set to 1200 RPM to collect time series
vibration data composed of a total of 2000 time steps. The collected time series vibration
data values are then normalized to a range from 0 to 1 using the min-max normalization
method. Normalization can be expressed as follows.

xnorm =
x − min(x)

max(x)− min(x)
(1)
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where x and xnorm denote the original vibration value that was collected and the normal-
ized vibration value, respectively. Figure 3 below shows the waveforms of the collected
normal vibrations (N. V.) and abnormal vibrations (Ab. V.) that have undergone the
normalization process.
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Figure 3. (a) Normal motor; (b) Motor with a damaged rotor.

Figure 4a,b show the waveforms of the normal and abnormal vibration data that
were collected, respectively. According to Figure 4, the periods and amplitudes of the
normal vibration waveform are consistent. However, the periods and amplitudes of the
abnormal vibration waveform are irregular, and more small vibrations occur at the peak of
the amplitudes.
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3. RNN Techniques

This section explains the LSTM, GRU, Attn.-LSTM, Bi-LSTM, Attn.-GRU, and Bi-GRU
techniques as well as the attention mechanism and bidirectional technique.
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3.1. LSTM

Existing RNNs use gradient descent, which is a method that adjusts the weights of
a neural network to minimize the loss function. RNNs also has a recursive structure in
which past outputs are fed back as inputs. Therefore, when an existing RNN is trained with
long sequence data, the depth of the neural network increases, and the vanishing gradient
problem occurs. Hence, the LSTM technique was proposed to solve this limitation of the
RNNs [44].

In Figure 5, C, t, x, and h denote the cell state, time step, input value, and the hidden
state corresponding to the output, respectively. In addition, f , i, and o denote the forget,
input, and output gates, respectively. LSTM uses a cell state and three gates to solve the
existing RNNs’ problem of long-term dependencies. Here, the cell state performs the role
of passing information to the next LSTM cell without changing the information.

ft = σ
(

W f · [ht−1, xt] + b f

)
, (2)

it = σ(Wi · [ht−1, xt] + bi), (3)

ot = σ(Wo · [ht−1, xt] + bo), (4)

C̃t = tan h(WC · [ht−1, xt] + bC

)
, (5)

Ct = ft � Ct−1 + it � C̃t, (6)

ht = ot � tan h(Ct) (7)
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Here, W and b in Equations (2)–(5), denote the weight matrix and bias vector, respec-
tively. The first step in LSTM determines which piece of information in the cell state to
forget, and this step is expressed as Equation (2), which corresponds to the forget gate. The
forget gate takes ht−1, which is the hidden state of the previous time step and xt, which
is the input of the current time step, as the input and passes them through the sigmoid
function to generate the output. This output value is then passed to Ct−1. Since the output
value of the forget gate is generated through the sigmoid function, it has a value between
0 and 1. The larger the output value that the forget gate is, the longer the information is
retained. Conversely, the smaller the forget gate’s output value is, the faster the information
is lost.

The next step in LSTM determines which piece of the information that has newly
passed into the cell state will be stored, and this step is expressed as Equation (3), which
corresponds to the input gate. As can be seen in Equation (3), C̃t, which corresponds to new
candidate values to be added to the cell state, this is generated through the tanh function:
an activation function. The input gate determines which of the candidate values will be
added to the cell state.
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The last step in LSTM updates the information in the cell state and determines which
value will be output, and this step corresponds to Equations (6) and (7). The update of
the cell state corresponds to Equation (6) and is performed by adding the element-wise
product of ft, the output of the forget gate, and Ct−1, the cell state of the previous time step,
to the element-wise product of it, the output of the input gate, and C̃t, the vector of the new
candidate values. Lastly, as shown in Equation (7), the output value, ht, is generated by
taking the element-wise product of ot, the value of the output gate, and the value obtained
by applying the tanh function to Ct, to obtain the updated cell state value.

3.2. GRU

GRU is a modification to the LSTM technique. It has fewer parameters and requires
lower amounts of computation than LSTM [45].

In Figure 6, t, x, and h, respectively, denote the time step, input, and the hidden
state corresponding to the output. In addition, z and r represent the update and reset
gates, respectively.

rt = σ(Wr · [ht−1, xt]), (8)

zt = σ(Wz · [ht−1, xt]), (9)

h̃t = tanh(W · [rt � ht−1, xt]) (10)

ht = (1 − zt)� ht−1 + zt � h̃t (11)
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W in Equations (8)–(11) denotes the weight matrix. Unlike LSTM, GRU passes in-
formation with only one hidden state without a separate cell state. The first step in GRU
determines how much of the information from the output of the previous time step will
be utilized by applying the sigmoid function to ht−1, the output of the previous time step,
and xt, the input to the current time step. The first step is expressed as Equation (8), which
corresponds to the reset gate. The result value of the reset gate is not used as it is. Instead,
it is multiplied by the output of the previous time step, as shown in Equation (10).

The last step in GRU determines the proportion of the information from the previous
and current time steps to be used. This step is expressed as Equation (9), which corresponds
to the update gate. The result value of the update gate, z, corresponds to the importance
of the current information and performs the role of the input gate of LSTM. In addition,
(1 − zt) it corresponds to the importance of past information. The proportion of the current
and past information to be used is determined using two values. Moreover, Equation (9)
also expresses the forget gate of LSTM.

Finally, Equation (11) represents the element-wise product of (1 − zt), the importance
of the past information, and ht−1, the output of the previous time step, as well as the
importance of the current information. h̃t is obtained by applying the tanh function to
the product of ht−1, the output of the previous time step, and rt, the result value of the
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reset gate. Then, ht, the output of the current time step, is obtained by performing the
element-wise multiplication on h̃t and z, which is the result value of the update gate.

3.3. Attention Mechanism

This subsection explains the attention mechanism applied to the existing LSTM and
GRU. The attention mechanism is a mechanism that performs well in sequence-to-sequence
problems. It considers the entire input data, calculates the similarity between the input
data and the to-be-predicted value in advance, and reflects the calculated similarity in the
output layer to generate the predicted value [46].

Figure 7 shows the architecture of LSTM and GRU with the attention mechanism.
Here, <sos> denotes the start of the sequence, and x and M denote the vibration value of
a single time step entered for prediction and the total number of vibration data values,
respectively. The decoder block can have a hidden state since it is composed of LSTM/GRU
cells similar to the encoder. First, the decoder block passes the hidden state of the current
time, <sos>, to the encoder. Then, the hidden state of the decoder block, which has been
passed to the encoder, is used to calculate the attention score.
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The attention value obtained from the attention score and the hidden state of the
decoder block are concatenated to create a vector, and the attention vector is calculated
by a neural network operation in which tanh is the active function. Then, the final output
value, ŷ, is calculated by using the generated attention vector as the input of the output
layer. Equations for applying the attention mechanism are shown below.

ei = sTWchi (12)

αi = softmax(ei) (13)



Electronics 2022, 11, 3619 8 of 19

c =
M

∑
i=1

αihi (14)

s = tanh(Wc[c; s]) (15)

ŷ = softmax
(
Wys + by

)
(16)

In Equation (12), ei, sT , Wc, and hi represent the ith attention score of the encoder, the
transpose of the hidden state of the decoder, the trainable weight matrix, and the ith hidden
state of the encoder, respectively.

Equation (12) is the first step in the attention mechanism for generating the output
value. It represents the attention score, which indicates the similarity between the input
vibration value and the predicted vibration value.

Equation (13) is used to calculate the attention weight from the attention score. αi and
ei in Equation (13) denote the attention weight calculated from the ith attention score of the
encoder and the ith attention score of the encoder, respectively. For αi, the softmax function
is applied to the attention score to generate a probability distribution in which the sum
of M attention weights are 1. These probability distribution values indicate the similarity
between the input vibration value and the to-be-predicted vibration value.

Equation (14) is the third step of the attention mechanism for generating the output
value, and it represents the attention value. c, M, αi, and hi in Equation (14) denote the
attention value, the total number of input vibration values, the ith attention weight, and
the ith hidden state of the encoder, respectively. Here, the attention value is the vector
generated by the weighted sum of the attention weight and the hidden state of the encoder.

Equation (15) is the last step of the attention mechanism for generating the output
value, and it represents the attention vector. Here, s, Wc, c, and s denote the attention
vector, the trainable weight matrix, the attention value, and the hidden state of the decoder,
respectively. Then, to calculate the attention vector that will be used as the input to the
output layer (Wy), the attention value and the hidden state of the decoder are combined to
generate a single vector. This vector is then input to the trainable weight matrix to compute
s of the attention vector, which is the final output value of the attention mechanism.

Further, ŷ, Wy, s, and by in Equation (16) denote the predicted value, the weight matrix
of the output layer, the final output value of the attention mechanism, and the bias of the
output layer, respectively. The final output value of the attention mechanism is input to the
output layer to calculate the predicted value ŷ. Since the attention mechanism considers
the similarity between the input vibration value and the to-be-predicted vibration value,
and the final output value of the attention mechanism is passed as the input to the output
layer, more accurate predicted values can be obtained.

3.4. Bidirectional RNN Techniques

Regular unidirectional RNNs can be transformed into bidirectional RNNs (Bi-RNNs)
by connecting two independent hidden layers in opposite directions [47]. Figure 8 below
shows the process of how Bi-LSTM and Bi-GRU generate predicted values.
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In Figure 8, x, y, and t denote the input, output, and time step, respectively. As can be
seen in Figure 8, Bi-RNNs generate predicted vibration values after performing the forward
and backward operations. Therefore, the hidden state of a Bi-LSTM and Bi-GRU cell can
have information in both forward and backward directions. As a result, Bi-LSTMs and Bi-
GRUs typically outperform regular LSTMs and GRUs; however, they have a disadvantage
in that the simulation runtime is increased.

4. Simulation Results and Discussion

The six investigated RNN (LSTM, Attn.-LSTM, Bi-LSTM, GRU, Attn.-GRU, and Bi-
GRU) models were trained with 40%, 60%, and 80% segments of the collected normal and
abnormal vibration data in this study. Then, the prediction performance of each model
was evaluated on the validation sets. In this section, the predicted vibration results are
explained. To compare and analyze the simulation results in detail, the efficiency of each
model was comparatively analyzed based on the waveforms of the vibrations, scatter plots,
the coefficient of determinations, and simulation runtime.

4.1. Simulation Environment and Parameters

This subsection describes the simulation environment and parameters used to predict
the vibrations of the motor using the six investigated techniques. Table 2 below describes
the simulation environment.

Table 2. Simulation environment.

Parameter Specification

CPU Intel(R) Xeon(R) CPU @ 2.20 GHz
GPU NVIDIA Tesla T4

Memory 26 GB

Simulation Tools Google Colaboratory Pro/Python
3.7.13/Tensorflow 2.8.2

In addition, Table 3 below lists the parameters configured for the simulation.
The values of ‘No. of epoch’, ‘No. of hidden units’, and ‘Initial learning rate’ in Table 2

are set to prevent overfitting during the simulation process and to compare, with more
precision, the differences in the prediction accuracy using RNN techniques The epoch
was set to 10 to verify clear performance differences according to the size of the training
data. In addition, the batch size was set to 32 since a batch size of between 32 and 128 is
recommended [48].

Table 3. Simulation parameters.

Parameter Value

No. of hidden units 32
Initial learning rate 0.0002

No. of epochs 10
Minimum batch size 32

Optimizer Adam [49]
Iterations 10

The adaptive moment estimation (Adam) algorithm was used as the optimization
algorithm to minimize the training error in the simulation and prevent the local minimum
problem. The Adam algorithm is an improved technique compared to the stochastic
gradient descent (SGD), in which there is a higher probability that the local minima problem
will occur [49]. Furthermore, 10 iterations of the simulation have been conducted in total in
order to compare the average coefficient of the determination and simulation runtimes for
a more accurate performance comparison of the six RNN techniques.
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4.2. Waveform of the Predicted Vibrations and Comparison of Scatter Plots

This subsection compares and analyzes the waveforms and scatter plots of the vibra-
tions predicted from the normal and abnormal motor vibration data for the six investi-
gated models.

Figures 9 and 10 show the waveforms of the vibrations predicted from the normal
and abnormal vibration data, respectively, using the six investigated techniques. For the
prediction results of both the normal and abnormal vibration data, the vibration prediction
accuracy increased for all six RNN models as the training set increased from 40% to 80%.
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In addition, according to the vibration prediction results in Figures 9a and 10a, the
vibration prediction accuracy of LSTM was the lowest among the six RNN models when
the size of the training dataset was 40%. As shown in Figures 9b and 10b, when the size
of the training dataset was 60%, Attn.-LSTM and Attn.-GRU had the highest prediction
accuracy, whereas LSTM and GRU exhibited the lowest prediction accuracy. Moreover,
the results in Figures 9c and 10c show that when the size of the training dataset was 80%,
the RNN techniques with the attention mechanism and bidirectional method achieved
vibration prediction accuracies that were very similar to the actual vibrations.

Figures 11 and 12 below show the scatter plots of the similarities between the actual
vibration values and the vibration values predicted from the normal and abnormal vibration
data, respectively, for the six investigated models.
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According to Figures 11 and 12, which show the scatter plots of the results predicted
from the normal and abnormal vibration data, respectively, the prediction accuracy of all
six RNN models increased with the increase in the training segment.

In particular, according to Figures 11a and 12a, the accuracy of the vibrations predicted
using LSTM was much lower than the accuracy of the vibrations predicted using the other
five RNN models when the size of the training data was 40%. Additionally, according
to Figures 11c and 12c, the vibrations predicted from the normal vibrations were more
accurate than the vibrations predicted from the abnormal vibrations for all six RNN models.

This subsection comparatively analyzed, through the waveforms and scatter plots,
the vibration prediction accuracies of the six RNN models according to the increase in the
segment of the training data. To comparatively analyze the accuracies of the vibrations
predicted in more detail, the changes in the coefficients of determination of the six RNN
models according to the increase in the segment of the training data are analyzed in
Section 4.3.

4.3. Comparative Analysis of the Accuracy of the Predicted Vibrations

This subsection comparatively analyzes the accuracy of the predicted values for each
RNN model based on the changes in their coefficients of determination according to the
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increase in the segment of the training data. To compare the accuracies of the vibrations
predicted for the six RNN techniques, the coefficient of determination is defined as follows:

R2 =
∑N

i=1(yi − ŷi)
2

∑N
i=1(yi − y)2 (17)

where N, yi, ŷ, and y denote the total number of vibration data values, the actual vibration
values, the predicted vibration values, and the average of the vibration value, respectively.

Figure 13 below shows the average value of the coefficient of determination accord-
ing to the change in the size of the training data. Here, the value of the coefficient of
determination was additionally calculated for the 50%, 70%, and 90% segments of the
training data to analyze in more detail the changes in the prediction accuracies of the LSTM,
Attn.-LSTM, Bi-LSTM, GRU, Attn.-GRU, and Bi-GRU models with the increase in the size
of the training data.
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The solid and dotted lines in Figure 13 represent the average value of the coefficient
of determination for the results predicted from normal and abnormal vibration data,
respectively. According to Figure 13, the average value of the coefficient of determination
for the normal vibration data was higher than that of the abnormal vibration data in
most segments of the training data for the RNN techniques. However, as an exception,
the average value of the coefficient of determination for GRU was lower for the normal
vibration data than for the abnormal vibration data when the size of the training data was
40%.

Table 4 below shows the average value of the coefficient of determination for each
segment of the training data, as shown in Figure 13.

According to Table 4, the average value of the coefficient of determination for the
vibrations predicted from all six RNN models increased with the increase in the size of
the training data. In addition, the average value of the coefficient of determination for
the normal predicted vibrations converged to one for all six RNN models. However, the
average value of the coefficient of determination for the results predicted from abnormal
vibration data converged to 0.9, which is less than one. This subsection compared the
average values of the coefficient of determination according to the increase in the segment
of the training data. Next, in Section 4.4, the time taken to predict the vibrations is also
considered to analyze the runtime efficiency of the investigated models.
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Table 4. The average value of the coefficient of determination for each segment of the training data.

RNN Vibration
Avg. R2

40% 50% 60% 70% 80% 90%

LSTM
N. V. 0.134 0.474 0.854 0.961 0.983 0.991
Ab. V 0.120 0.453 0.655 0.870 0.898 0.928

Attn.-LSTM
N. V. 0.739 0.891 0.942 0.976 0.991 0.993
Ab. V 0.600 0.684 0.763 0.826 0.846 0.896

Bi-LSTM
N. V. 0.565 0.904 0.979 0.982 0.989 0.990
Ab. V 0.408 0.711 0.836 0.905 0.872 0.937

GRU
N. V. 0.521 0.714 0.819 0.895 0.939 0.955
Ab. V 0.599 0.643 0.762 0.886 0.871 0.942

Attn.-GRU
N. V. 0.705 0.889 0.948 0.985 0.991 0.993
Ab. V 0.650 0.755 0.837 0.908 0.903 0.941

Bi-GRU
N. V. 0.602 0.776 0.860 0.933 0.978 0.990
Ab. V 0.666 0.752 0.849 0.915 0.906 0.936

4.4. Comparative Analysis of Runtime Efficiency

Sections 4.2 and 4.3 verified that the vibration prediction accuracies for the LSTM, Attn.-
LSTM, Bi-LSTM, GRU, Attn.-GRU, and Bi-GRU models all increased with the increase in the
size of the training data. Here, this subsection comparatively analyzes the efficiency of each
RNN model by comparing the simulation runtimes and the coefficients of determination.

Table 5 shows the average simulation runtime of each model when the size of the
training data was 40%, 60%, and 80%. According to Table 5, the simulation runtime required
to predict the vibrations increased with the increase in the size of the training data for all six
RNN models. Therefore, the model with the highest coefficient of determination compared
to the simulation runtime required to predict the vibrations was the most efficient technique
for predicting vibrations.

Table 5. Average simulation runtime for each RNN model for different segments of training data
(60%, 40%, 80%).

RNN Vibration
Avg. Simulation Runtime (s)

40% 60% 80%

LSTM
N. V. 6.974 6.974 6.974
Ab. V 7.329 7.329 7.329

Attn.-LSTM
N. V. 8.499 8.499 8.499
Ab. V 8.603 8.603 8.603

Bi-LSTM
N. V. 11.081 11.081 11.081
Ab. V 11.299 11.299 11.299

GRU
N. V. 7.256 7.256 7.256
Ab. V 7.518 7.518 7.518

Attn.-GRU
N. V. 10.967 10.967 10.967
Ab. V 10.905 10.905 10.905

Bi-GRU
N. V. 8.475 8.475 8.475
Ab. V 8.496 8.496 8.496

Figure 14 below compares both the average simulation runtimes and average values
of the coefficient of determination for the six RNN models to compare the efficiency of
each model.
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In Figure 14, the circle, triangle, and square represent the average value of the co-
efficient of determination when the size of the training data was 40%, 60%, and 80%,
respectively. In addition, the bar graph shows the simulation runtimes of the RNN mod-
els. According to Figure 14a,b, the average values of the coefficient of determination of
Attn.-LSTM and Attn.-GRU, with the attention mechanism, were higher than or similar
to those of the other RNN models. Therefore, in this subsection, the simulation runtime
required for the prediction and the rate of change for the coefficient of determination is
analyzed when the attention mechanism and bidirectional technique were incorporated
into the existing LSTM and GRU techniques.

Table 6 below compares the rate of change for the coefficient of determination and
the simulation runtime when the attention mechanism and bidirectional technique were
incorporated into the LSTM technique.

Table 6. Comparison of the rate of change between Attn.-LSTM and Bi-LSTM.

RNN Vibration
Efficiency (%)

40% 60% 80%

R2 Sim.
Runtime R2 Sim.

Runtime R2 Sim.
Runtime

Attn.-LSTM
N. V. +451.5 +21.9 +10.3 +25.1 +0.8 +10.3
Ab. V +441.7 +17.4 +27.8 +23.9 +0.6 +9.2
Avg. +446.6 +19.7 +19.1 +24.5 +0.7 +9.8

Bi-LSTM
N. V. +359.2 +56.0 +19.1 +63.1 +0.7 +43.5
Ab. V +240.0 +54.2 +27.6 +59.3 −2.9 +39.7
Avg. +299.6 +55.1 +23.4 +61.2 −1.1 +41.6

According to Table 6, the accuracy compared to the rate of increase in the simulation
runtime was higher in Attn.-LSTM, with the attention mechanism, than in Bi-LSTM, with
the bidirectional technique, for both normal and abnormal vibration prediction results in all
segments of the training data. For example, when the size of the training data was 40%, the
average value of the coefficient of determination for Attn.-LSTM increased by about 446.6%
compared to that for LSTM, whereas the simulation runtime increased by only 19.7%.

However, the average value of the coefficient of determination increased by about
299.6% when predicting vibrations using Bi-LSTM compared to when LSTM was used,
while the simulation time increased by 55.1%, which was greater than the increase when
Attn.-LSTM was used. When the segment of the training data was 40%, the rate of increase
in the simulation runtime was lower for Attn.-LSTM than for Bi-LSTM, while the vibration
prediction accuracy increased more for Attn.-LSTM. Hence, the comparative analysis
verified that Attn.-LSTM was more efficient than Bi-LSTM.

Moreover, when the segment of training data was 60%, the increase in the average
value of the coefficient of determination for Bi-LSTM was about 4.3% higher than that for
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Attn.-LSTM; however, the simulation runtime increased by about 36.7% more for Bi-LSTM
than for Attn.-LSTM. Hence, Attn.-LSTM had better efficiency than Bi-LSTM. In particular,
when the abnormal vibration data predicted from the segment of the training data was 80%,
the average value of the coefficient of determination decreased slightly by about 1.1%, while
the simulation runtime increased by about 41.6%. Therefore, the efficiency of Attn.-LSTM
was superior to that of Bi-LSTM. Therefore, the rate of change in the simulation runtime
and the average value of the coefficient of determination were compared between the
Attn.-LSTM and Bi-LSTM techniques and analyzed. This comparative analysis confirmed
that Attn.-LSTM had the best efficiency.

Table 7 below shows the change rate in the simulation runtime and the average value of
the coefficient of determination when the attention mechanism and bidirectional techniques
were incorporated into the GRU technique.

Table 7. Comparison of the rate of change between Attn.-GRU and Bi-GRU.

RNN Vibration
Efficiency (%)

40 % 60 % 80 %

R2 Sim.
Runtime R2 Sim.

Runtime R2 Sim.
Runtime

Attn.-GRU
N. V. +35.3 +16.8 +15.8 +16.4 +5.5 +14.2
Ab. V +11.0 +13.0 +11.3 +15.8 +7.1 +9.80
Avg. +23.2 +14.9 +13.6 +16.1 +6.3 +12.0

Bi-GRU
N. V. +13.5 +49.4 +5.40 +45.8 +4.6 +39.5
Ab. V −0.20 +45.1 −0.10 +43.4 +3.0 +40.6
Avg. +6.70 +47.3 +2.70 +44.6 +3.8 +40.1

According to Table 7, both Attn.-GRU and Bi-GRU have an increased simulation
runtime compared to general GRUs in all segments of the training data. However, the
increase in the average value of the coefficient of determination was greater for Attn.-GRU
than for Bi-GRU. For example, when the size of the training data was 40%, the average
value of the coefficient of determination for Attn.-GRU increased by about 23.2% compared
to that for GRU, and the simulation runtime increased by only about 14.9%. Meanwhile,
the average value of the coefficient of determination for Bi-GRU increased slightly by
about 6.7% compared to that for GRU, and the average simulation runtime increased by
about 47.3%.

Similarly, when the size of the training data was 60%, the average value of the coeffi-
cient of determination for Attn.-GRU increased by about 6% compared to that for GRU,
and the simulation runtime increased by about 16.1%. Meanwhile, the average value of the
coefficient of determination for Bi-GRU increased by about 2.7% compared to that for GRU,
and the average simulation runtime increased by about 44.6%.

In addition, when the size of the training data was 80%, the average value of the
coefficient of determination for Attn.-GRU increased by about 6.3% compared to that for
GRU, whereas the average value of the coefficient of determination for Bi-GRU increased
by about 3.8%. As for the average simulation runtime, the average simulation runtime
for Bi-GRU increased by 40.1%, which was 28.1% higher than the increase in the average
simulation runtime for Attn.-GRU.

Therefore, the comparison of the rate of change in the average simulation runtime and
the average coefficient of determination confirmed that Attn.-GRU had the best vibration
prediction efficiency. Section 4.5 explains why the RNN techniques with the attention
mechanism had the best efficiency.

4.5. Analysis of Vibration Prediction of Attention Mechanism

This subsection explains why the best performance was achieved when the attention
mechanism was incorporated into the LSTM and GRU techniques.
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In Figure 15, the values in the blue boxes represent the input vibration values used for
the prediction, and the values in the red boxes represent the predicted vibration values. In
addition, v, x, and y in Figure 15 denote the collected vibration data values, the input vibra-
tion values used for the prediction, and the predicted output vibration values, respectively.
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As shown in Figure 15, the number of input vibration values was set to 200, the same
size as one cycle of the waveform of the vibration data. Then, a total of 800 vibration values
(yt) were predicted sequentially from these input vibration values. The 200 vibration values
were used as the input to the encoder of the attention mechanism. The attention value, a
vector representing the correlation with the predicted vibration values as in Equation (16),
was calculated using these input values and used as the input to the output layer. Hence,
the correlation with the to-be-predicted vibration values was passed to the output layer
(Wy) of the neural network. In other words, Attn.-LSTM and Attn.-GRU calculated the
correlation between the input vibration values and the to-be-predicted vibration values
before predicting the vibrations. Conversely, the general LSTM and GRU, Bi-LSTM, and
Bi-GRU predicted the vibration values without calculating the correlation between the
input vibration values and the to-be-predicted vibration values. Therefore, Attn.-LSTM
and Attn.-GRU have a higher prediction accuracy than other models.

On the one hand, Bi-LSTM and Bi-GRU collected information in both the backward
and forward directions to increase the amount of information to be used for prediction.
As a result, the vibration prediction accuracy was improved. However, the simulation
runtime also increased rapidly. On the other hand, Attn.-LSTM and Attn.-GRU obtained
information on the correlation between the input values and the to-be-predicted values only
in the forward direction without unnecessary repetition. Hence, their vibration prediction
accuracy is similar to or higher than that of Bi-LSTM and Bi-GRU, but their simulation
runtime is shorter.
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5. Conclusions

This paper conducts a comparative analysis of the prediction accuracy and runtime
efficiency of six RNN techniques (i.e., LSTM, Attn.-LSTM, Bi-LSTM, GRU, Attn.-GRU, and
Bi-GRU) using the motor vibration data of drones. The six RNN models were trained on
40%, 60%, and 80% segments of the collected normal and abnormal vibration data. Then,
the simulation runtime required to predict the remaining 60%, 40%, and 20% segments and
the accuracy of the prediction results were comparatively analyzed.

Based on the simulation results, it was verified that the simulation runtime and
prediction accuracy increased with the increase in the size of the training data for all six
investigated RNN models. However, the results of comparing the efficiencies by analyzing
both the simulation runtime and prediction accuracy showed that the Attn.-LSTM and
Attn.-GRU techniques achieved the best efficiency.

When the attention mechanism was incorporated into the regular LSTM and GRU
models, the attention value, which represents the correlation between the input vibration
values for training and the to-be-predicted vibration values, was calculated and used to
predict the vibrations. The simulation results verified that Attn.-LSTM and Attn.-GRU
could predict accurate vibration values more quickly than the LSTM, GRU, Bi-LSTM, and
Bi-GRU models, which did not calculate the correlation between the input vibration values
and the to-be-predicted vibration values.

Therefore, based on the simulation results, it was confirmed that RNN models with
an attention mechanism are most suitable for predicting time series vibration data. In the
future, we plan to conduct research on predicting vibrations when the normal and abnormal
vibrations coexist in near real-time using RNN techniques with attention mechanisms.
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