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Abstract: Accurate vehicular positioning is important for intelligent and connected vehicles (ICVs).
However, in urban canyons, vehicles that rely solely on global navigation satellite system (GNSS) are
susceptible to factors such as signal blocking and multi-path, reducing the positioning performance.
In this paper, an application-oriented cooperative map matching (CMM) method is proposed, and
a low-cost Global Positioning System (GPS)/BeiDou navigation satellite system (BDS) integrated
positioning system is designed. The road constraints of a real traffic environment, which simplifies the
computational complexity and facilitates practical applications, are modeled. The positioning system
is designed to collect and store the positioning data for experimental analysis. Static and dynamic
experiments are conducted to verify the effectiveness of the CMM method. From the experimental
results, the mean absolute error (MAE) and root mean square error (RMSE) of the positioning with
CMM correction in the static experiment are reduced by 9.0% and 4.9%, respectively. In the dynamic
experiment, compared with the original positioning error, the MAE is reduced by 44.2% while the
RMSE is reduced by 24.3%. The results show that the proposed method can improve vehicular
positioning accuracy effectively in both static and dynamic environments.

Keywords: cooperative map matching (CMM); vehicular positioning; GNSS; intelligent and
connected vehicles

1. Introduction

Over the past years, intelligent transportation systems have been developed rapidly.
As an essential component of intelligent transportation systems, the navigation system can
provide location information for vehicles. A GNSS determines its position by calculating
pseudoranges of multiple satellites [1]. Generally, the errors of pseudoranges are divided
into common error and non-common error. Common error is mainly caused by satellite
clock error, ionospheric error, ephemeris error, and tropospheric error [2]. Non-common
error includes receiver noise, receiver clock error, and multipath error [3]. The high
accuracy of location is critical for intelligent connected vehicles [4]. However, low-cost
satellite receivers deployed in vehicles suffer from the problems of low positioning accuracy,
insufficient reliability, and frequent signal loss. For example, the nominal accuracy of Global
Positioning System (GPS) is about 15 to 20 meters [5], which might not be sufficient for the
applications in the field of safe driving, such as lane-level positioning.

Many methods can be used to improve accuracy for ego-localization. A common
approach is to fuse the GNSS data with other embedded information sources such as dead
reckoning (DR) sensors, inertial navigation system (INS), video cameras, and radar [6–9].
Data fusion algorithms (e.g., classical Kalman filter and particle filter [10]) are used to
process the fused information for obtaining more accurate localization positions. Dif-
ferential GNSS (DGNSS) is an enhancement to GNSS that can improve the positioning
accuracy to sub-meter level [11]. In DGNSS, the position information received by the base
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station receiver is corrected with the precise position of the fixed base station, and then
the correction values are broadcast to nearby users for improving the positioning accuracy.
Then centimeter-level accuracy or decimeter-level accuracy is achieved by the real-time
kinematic (RTK) in an outdoor environment [12]. Precision point positioning (PPP) can
reach a level of positioning accuracy at the decimetre level; the performance level of PPP is
usually close to the level that can be achieved by the differential method [13,14]. However,
these methods rely on expensive infrastructure, and there is large positioning error in areas
such as urban and canyons.

With the emergence of vehicular ad hoc networks (VANETS), and the development
of dedicated short range communication (DSRC) technologies, cooperative positioning
(CP) provides an alternative for improving positioning performance [15,16]. However,
there are data security and delay problems when vehicles are sharing information. Song
et al. [17] proposed a novel framework blockchain-based ICVs that improves and ensures
data security. Ansari et al. [18] proposed a relative position prediction mechanism to
cover the problem that the data contained in the DRSC messages may soon become out-
dated. Rabiee et al. [19] proposed a new particle-filter-based information fusion algorithm
to achieve lane-level tracking accuracy in GNSS-denied environments, which achieves a
lane-level positioning RMES of no more than 1.5 m. However, some additional sensors such
as radar and inertial measurement unit (IMU), could result in the problems of increasing
equipment cost and algorithm complexity. Amini et al. [20] proposed a comprehensive
positioning algorithm that utilizes all data from different sources, which significantly im-
proves vehicle positioning accuracy under the condition of weak GPS signals. Mahmoud
et al. [21] presented a new unified cooperative localization solution that improves local-
ization accuracy and usability in urban canyons. However, a disadvantage of INS is that
the accumulated error will increase over time [22]. Liu et al. [23] presented a distributed
location estimation algorithm based on vehicle-to-vehicle distance detection to improve
the accuracy of vehicle localization. This method only relies on the pseudoranges of GPS
and the detected inter-vehicle distance without any reference point for positioning error
correction. Nonetheless, this data-sharing-based approach may cause data incest, which
often leads to over-convergence issues. Xu et al. [24] proposed a Gaussian condensation
filter algorithm based on error-ellipse resampling, which can effectively eliminate accu-
mulated error and outperform particle filtering. Liu et al. [25] presented a novel robust
cubature Kalman filter to improve data fusion performance in uncertain sensor observation
environments.

Map matching is a method of cooperative positioning, which could correct the position
deviation from the road by combining the measured GPS position with the accurate digital
map. Based on geometric analysis and topological analysis, the current map matching
methods are mainly divided into three categories: geometric, topological, and advanced.
With the development of high-precision digital maps, cooperative positioning algorithms
based on map matching have been widely studied [26–29]. In urban environments, these
studies are devoted to improving lane-level localization accuracy of visual map matching.
Although these studies have obtained relatively satisfactory results, visual equipment do
not work well in certain weather conditions. Thus, it is necessary to add other sensor equip-
ment, but it increases the cost of positioning. Additionally, these methods also incorporate
other algorithms (e.g., supervised neural network and robust lane marking detection),
which increase the computational complexity. Rohani et al. [30] presented a novel CMM
approach to improve vehicular positioning, which is based on the cooperation of vehicles
by communicating their positioning information for improving vehicular positioning. How-
ever, the road constraints of real roads are not easily described by mathematical analysis.
Shen et al. [31] presented a particle-based CMM algorithm to eliminate the common biases
and reduce the positioning error, but it may lead to a lack of particle diversity.

The cooperative positioning algorithms mentioned above could improve the position-
ing accuracy effectively. However, it is still challenging to achieve a balance between the
positioning accuracy, computational complexity, and receiver cost. In this paper, a simpli-
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fied CMM method with road constraint model is conducted, and a low-cost positioning
system is designed to verify the effectiveness. The main contributions can be summarized
as follows:

1. A CMM method is designed to optimize the positioning effect combined with high-
precision digital map. The road coordinate system is established according to the map,
and the road constraints are modeled, which realizes the analysis and description of
the position constraints, simplifies the calculation complexity, and facilitates practical
application.

2. A low-cost GPS/BDS integrated positioning system, which can realize real-time
vehicular positioning and store the positioning data, is designed and implemented.

3. The vehicular positioning data are collected in the real traffic scene, and the effective-
ness of the proposed CMM method is verified on the collected dataset.

The rest of this paper is organized as follows. In Section 2, the CMM and the modeling
process of road constraints are detailed. Section 3 presents and analyzes the static and
dynamic experimental results. Finally, conclusions are provided in Section 4.

2. Cooperative Map Matching Method
2.1. Method Description

Biased localization can be caused by the influence of pseudoranges error. As shown in
Figure 1, due to the pseudoranges error, the position of the black vehicle is not located in
its lane, and the red vehicle is in its lane but not in an exact location.
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Figure 1. Illustration of biased localization caused by pseudoranges error.

As mentioned above, both the common and non-common error, can result in the
biased localization. The key idea of the CMM method is to use the known precise position
information of the high-precision map as a constraint to effectively reduce the pseudoranges
error, so that the biased localization can be corrected for a more precise position. The overall
process of CMM correction positioning is shown in Figure 2.

2.2. Pseudoranges Calculation

Positioning accuracy is largely determined by the pseudoranges measurement. The
formula of pseudoranges can be calculated as

ρ
(i)
j = D(i)

j + cδt(i) + ζ
(i)
j + η(i) (1)

where ρ
(i)
j is the measured pseudoranges from jth satellite to ith GPS receiver, D(i)

j is the

true distance from the jth satellite to the ith GPS receiver, c is the speed of light, δt(i) is
the clock error between receiver and satellite, ζ

(i)
j is the common error, and η(i) is the

un-common error.
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The estimated position X(i) = [x(i), y(i), z(i)] of ith vehicle can be obtained from the
GPS receiver. Position of the jth satellite is X(j) = [x(j), y(j), z(j)], and geometric distance
from the ith vehicle to the jth satellite is

D(i)
j =

√
(x(j) − x(i))2

+ (y(j) − y(i))2
+ (z(j) − z(i))2

(2)

With the utilization of CMM, the estimated position of the ith vehicle can be calculate

as
∼

X(i) = [
∼

x(i),
∼

y(i),
∼

z(i)], and the geometric distance between ith vehicle and jth satellite is

∼
D

(i)

j =

√
(x(j) −

∼
x(i))

2

+ (y(j) −
∼

y(i))
2

+ (z(j) −
∼

z(i))
2

(3)

In the CMM, although the non-common error of pseudoranges for adjacent vehicles
is approximated, influence of the error must be considered. If the error is ignored, it may
cause over convergence to a non-true position, which would seriously affect the positioning
accuracy. However, the non-common error is independent for each vehicle, and the error
varies rapidly. Therefore, in order to accurately analyze the error, we use the zero-mean
Gaussian distribution to model the non-common error as follows:

η(i) ∼ N(0, ση
2) (4)

Since the map is a static image, there are some defects where it cannot fully reflect
the dynamic world. It is also necessary that the error effect caused by map defects should
be considered in CMM method. Similarly, we consider simulating this error ηmap with a
Gaussian distribution as follows:

ηmap ∼ N(0, σmap
2) (5)

2.3. Simplified CMM with Road Constraint Model

In order to improve the positioning accuracy, an improved CMM method that applies
map road constraints is proposed to improve the positioning accuracy. A receiver is fixed
on the vehicle to obtain the initial measurement position. The received data from GPS are
WGS-84 coordinate data which are expressed in latitude and longitude. In general, it is
usually used to adopt two-dimensional plane Cartesian coordinate data. Therefore, it is
necessary to convert the latitude and longitude data into plane coordinates. To obtain the
plane coordinate data, we adopt the Gauss-Kruger projection method. The plane coordinate
data are obtained by projecting the China Geodetic Coordinate System 2000 (CGCS2000)
reference system.

X = (
a√

1− a2−b2

a2 sin2(la)
+ al) cos(la) cos(lon) (6)
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Y = (
a√

1− a2−b2

a2 sin2(la)
+ al) cos(la) sin(lon) (7)

where a is the major semi-axis of the ellipsoid, b is the minor semi-axis of the ellipsoid, la is
latitude, lon is longitude, and al is altitude. In CGCS2000, a is usually equals 6,378,137 m,
and b equals 6,356,752.31414 m. X is the longitude in two-dimensional plane Cartesian
coordinates, and Y is the latitude in two-dimensional plane Cartesian coordinates.

The straight line of the lane center can be obtained from the digital map:

Ax + By + E = 0 (8)

where A and B are the coefficients of the variables of the straight line, and E is the intercept
of the equation. Distance from the plane coordinate position of the vehicle to the lane center
equation can be expressed as

d =
|Ax + By + E|√

A2 + B2
(9)

When the distance is greater than half the lane width, the vehicle position is not within
the lane. We implement the CMM through particle filtering. Firstly, according to the GPS
measurement positioning, M particles can be started. Then, we reset the weight of the
particle on the basis of distance d from the particle to the lane center. When the particle is
not in the lane, the weight is set to 0, and remaining particles n are reserved. Finally, the
weighted average of the remaining particles is viewed as the estimated position.

−
X =

n
∑

k=1
Xkωxk

n
∑

k=1
ωxk

,
−
Y =

n
∑

k=1
Ykωyk

n
∑

k=1
ωyk

(10)

where
−
X and

−
Y are the weighted average of dataset Xk and Yk, respectively. ωxk and ωyk

are the weight of Xk and Yk, respectively. The M particles are initialized with a Gaussian
distribution, where the standard deviation is

σ = ση + σmap (11)

Moreover, the value of the random variable µ is the plane coordinates of the actual
measurement position. During the data processing, the standard deviation σ is the distance
between the actual measurement position and precise position at the same timestamp. The
weight corresponding to each initial particle is

ωk =
1

σ
√

2π
e−

(x−µ)2

2σ2 (12)

The principle of the road constraints model is shown in Figure 3, where the red ellipse
is the uncertainty error of GPS, the red square is the measured position, the green triangle
is the real position of vehicle, the black straight line represents the line centerline, the blue
area is the GPS error range after applying the map road constraints, and the blue dot is the
corrected position.

Figure 3 reveals the principle of the CMM method applying the road constraint model.
When applying the road constraint model for map matching, the road constraints are mainly
used to correct the positioning error in the direction perpendicular to the line, and there are
no constraints in the direction parallel to the line. Therefore, the proposed CMM method
may not improve the error effectively or even increase the error in the sub-direction, but
there is an effective improvement in the overall error. Figure 3a, b, respectively, present the
effect of the CMM method applying the road constraint model in different sub-directions.
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3. Experimental Results and Discussion
3.1. Experimental Environment

In this section, in order to verify the application-oriented effectiveness of the proposed
method, a low-cost positioning system is designed to collect positioning data.

3.1.1. Positioning System Hardware Design

The hardware of the designed positioning system is mainly composed of a main
controller, a secure digital (SD) card, and a positioning module, as shown in Figure 4.

In the designed system, STM32 is used as the main controller to control the calculation,
storage, and display of positioning data, where the storage capacity of the SD card is
8 gigabyte. The low-cost ATK-1218-BD/GPS module is used as the positioning module.
The parameters of the ATK-1218-BD/GPS module are shown in Table 1.

Table 1. Parameters of ATK-1218-BD/GPS.

Item Parameters

Positioning chip S1216
Serial port baud rate 4800–230,400 bps
Positioning accuracy 3 m (root mean square/RMS)
Letter of agreement NMEA-0183

Data update rate 1/2/4/5/8/10/20 Hz
Cold start time 30 s

3.1.2. Positioning System Software Design

The software of the designed system analyzes the positioning data of the ATK1218-
BD/GPS through the STM32 master controller, saves these data to SD card, and displays
real-time positioning information through the thin film transistor (TFT) display. The
algorithm process of the software is provided in Figure 5.

The received data are parsed through the national marine electronics association
(NMEA) 0183 protocol. NMEA-0183 is a protocol that starts with $GPGSV and has a
fixed output format to obtain latitude and longitude, speed, number of satellites, and time
information. The ublox protocol realizes the setting of configuration information storage,
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output information, and serial port baud rate information. After receiving the GPS module
data, the system analyzes, stores, and displays the GPS positioning data.
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3.1.3. Test Environment

Based on the above theoretical analysis, we designed and performed a real experiment.
The experimental equipment included the positioning system designed in the previous
section, a Sinan M100 receiver and a computer. The GNSS antenna was mounted on top
of the vehicle. The data collected by the positioning system were stored in the SD card
and the data collected by the M100 receiver is stored in the computer. The M100 receiver
can reach a centimeter-level accuracy in RTK positioning. Its performance parameters are
shown in Table 2. Figure 6 is the connection of the test equipment.

The experiment was conducted on an open urban road along the Yangtze river in
Wuhan, China. The positioning result of the low-cost positioning system was used as the
information for map matching, and the positioning result of the Sinan navigation receiver
M100 was used as the reference value of the real location.

The raw data were collected in both the static and dynamic environments. In the
dynamic experiment, the vehicle with experimental test equipment moved at a speed range
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of 10~30 km/h, and the sampling interval was 1 s. The circular probability error (CEP) of
the low-cost positioning system was 2.5 m. The horizontal accuracy of the M100 receiver
was ±(8 + 1 × 10 − 6 × D) mm and the vertical accuracy was ±(8 + 1 × 10 − 6 × D) mm,
where D is the length of the baseline.

Table 2. Parameters of M100 receiver.

Item Parameters

RTK accuracy (RMS) Horizontal: ± (10 + 1 × 10 − 6 × D) mm Vertical: ± (20 + 1 × 10 − 6 × D) mm
RTD accuracy (RMS) Horizontal: ± 0.25 m (1 σ) Vertical: ±0.25 m (1 σ)

Single point positioning accuracy Single frequency: H ≤ 3 m, V ≤ 5 m (1 σ, PDOP ≤ 4)
Dual frequency: H ≤ 1.5 m, V ≤ 3 m (1 σ, PDOP ≤ 4)

First positioning time Cold start < 50 s; Warm start < 45 s; Hot start < 15 s
RTK initialization time <10 s

Signal reacquisition <1.5 s (fast); <3.0 s (normal)
Initial confidence >99.99%
Data update rate 1/2/5/10/20/50 Hz

Operating temperature −40 ◦C~+75 ◦C
Electronics 2022, 11, 3258 9 of 16 
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Table 3 provides information about key performance parameters of the design posi-
tioning system and the M100. The positioning method of the designed system is single
point positioning, while that of M 100 is RTK. The price of the positioning system we
designed is only 1.5% of the M100. Although the positioning accuracy is lower than that of
the M100, it can satisfy the positioning requirements of many scenarios.

Table 3. The comparison of key parameters for ATK-1218 -BD/GPS and M100.

Positioning Chip Positioning Method Positioning Accuracy
(RMS) Price

Design system
(ATK-1218-BD/GPS) S1216 Single point positioning 3 m RMB_108

Sinan M100 ASIC RTK decimeter-level ± (10 + 1 × 10 − 6×D) mm RMB_7080

3.2. Experimental Results and Analysis
3.2.1. Evaluation Indicators

In the analysis of positioning results, mean absolute error (MAE) and root mean square
error (RMSE) were used to evaluate the effectiveness of the CMM, which can be calculated
as follows:

MAE =
1

W

W

∑
W=1

∣∣ÛW −UW
∣∣ (13)
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RMSE =

√√√√ 1
W

W

∑
W=1

(ÛW −UW)
2 (14)

where UW is positioning error value, ÛW is the mean of UW and W is the number of UW .

3.2.2. Static Experiment

The CMM was executed through the static positioning data collected by the low-cost
positioning system. The experimental results are shown in Figures 7 and 8, and the MAE
and RMSE are calculated in Table 4.
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Table 4. The MAE and RMSE of static positioning experimental results.

MAE (m) RMSE (m)

East North 2D East North 2D

Original positioning 0.089 2.033 2.048 0.064 0.099 0.101
Positioning with CMM 0.151 1.854 1.863 0.091 0.092 0.096
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From the experimental results, the MAE of 2D static positioning error is 2.048 m, which
is reduced to 1.863 m through CMM correcting. As shown in Figure 7c, throughout the
static experiment, the 2D positioning error with CMM correction is stable at around 1.86 m.
Moreover, compared with the original 2D positioning, the overall RMSE is reduced by
4.9%. It can be found from Figure 7b that there is a significant reduction in northward error.
The MAE of northward positioning is 2.033 m, which is reduced to 1.854 m. As shown in
Figure 7a, the MAE is increased from 0.089 m to 0.151 m in eastward error. Figure 8 shows
the positioning results of the static experiment, which is consistent with the analysis in
Figure 3a.

The performance of the CMM method is further evaluated by cumulative distribution
function (CDF) and probability density function (PDF) of the positioning error. CDF
describes the probability that a random variable X falls within a certain range, while PDF
describes the probability that the random error output value is near a certain point [32].
The CDF and PDF of static experimental results are shown in Figure 9.
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It can be found from the CDF that the error corresponding to the confidence level
of 95% is reduced from 2.3 m to 2 m. As can be seen from the PDF, the original static
positioning error is mainly distributed in the range of 1.8–2.3 m, and most of the position
errors with CMM correction are reduced to the range of 1.6–2 m.

The experimental results indicate that the CMM can effectively improve the positioning
accuracy in the static environment.

3.2.3. Dynamic Experiment

As shown in Figure 10, during the first 60 s, most of the data collected by the low-cost
positioning system and M100 receiver are in the same lane. The results in Figure 10a show
that the 2D original positioning error is mainly distributed within 3 m in the first 60 s, with
an obvious decrease through CMM correction. After the first 60 s, due to the increase of the
vehicle speed, the positioning accuracy is reduced, and the 2D positioning error range is
mainly concentrated in 5–8 m, no more than 10.5 m. The dynamic positioning results imply
that the positioning accuracy can be effectively improved with CMM correction.

In Figure 10b, it can be seen that the eastward positioning error was effectively reduced
through CMM correction. Figure 10c illustrates that the northward positioning error can
be also reduced to a certain extent. In addition, in the period of 101–119 s, the northward
error is increased, as the circled part 1© in Figure 10c indicates. Through the analysis of the
vehicle positioning trajectory in this period, as shown in Figure 11, it is consistent with the
situation in Figure 3b.

As shown in Table 5, the MAE and RMSE of the positioning error results with CMM
correction are lower than those of the original positioning error results. The MAE of
the 2D positioning error is reduced from 4.46 m to 2.49 m. Compared with the original
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positioning error, the overall RMSE is reduced by 24.3%. The MAE and RMSE values of
the eastward positioning error with the CMM method correction are reduced to 1.66 and
1.36 m, respectively.
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Figure 11. 101–119 s time period vehicle positioning trajectory route map.

Table 5. The MAE and RMSE of dynamic positioning experimental results.

MAE (m) RMSE (m)

East North 2D East North 2D

Original positioning 3.76 1.64 4.46 2.36 1.10 2.22
Positioning with CMM 1.66 1.40 2.49 1.36 1.30 1.68

The CDF and PDF of the dynamic experimental results are shown in Figure 12. From
Figure 12a, the error corresponding to the 95% confidence level is reduced from 8 m to



Electronics 2022, 11, 3258 12 of 14

6 m through CMM correction. The PDF in Figure 12b indicates that most of the original
dynamic positioning error is scattered within 6.5 m, mainly concentrated in 4–6.5 m. A
small part of the positioning error ranges from 6.5 m to 10 m, and the maximum error does
not exceed 11 m. In addition, by utilizing the CMM correction, it can be seen that most of
the positioning error is distributed within 4 m. Some positioning error values are in the
range of 6–8 m, and the maximum error is no more than 9 m.
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The trajectory map of the original GPS positioning, CMM correction positioning and
reference positioning in the dynamic scenario is presented in Figure 13. From the roadmap,
it can be seen more intuitively that in the test road, the positioning route using CMM is
obviously close to the reference route, proving the effectiveness of the proposed method.
In addition, the performance and reliability of the designed low-cost positioning system
are tested and verified.

The results obtained from the above experiments are satisfactory. In the dynamic
experiment, the positioning accuracy with the CMM correction was greatly improved. In
terms of cost, the price of the ATK-1218 is only 1.5% of the M100, which greatly reduces
the positioning cost. In general, we have the advantages of low cost and complexity in the
engineering application of positioning.
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Figure 13. Dynamic positioning result reproduced on Google Earth.

4. Conclusions and Future Works

In this paper, an application-oriented CMM method is proposed to improve the
vehicular positioning accuracy. A low-cost GPS/BDS integrated positioning system is
designed to collect the application-oriented positioning data. To verify the positioning
effectiveness, the proposed method is conducted on the positioning data in both static and
dynamic environments. In the static experiment, the overall MAE and RMSE are reduced
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by 9.0 and 4.9%, respectively. The error corresponding to the confidence level of 95% is
reduced from 2.3 m to 2 m. The original static positioning error is mainly distributed in the
range of 1.8–2.3 m, where it is reduced to the range of 1.6–2 m with the CMM correction. In
the dynamic experiment, the overall MAE and RMSE of the proposed method are reduced
by 44.2% and 24.3%, respectively. The error corresponding to the 95% confidence level is
reduced from 8 m to 6 m. The original dynamic positioning error is mainly concentrated in
4–6.5 m, where it is distributed within 4 m with the CMM correction. The experimental
results show that the vehicular positioning performance can be improved effectively by the
proposed method in both static and dynamic environments.

For future work, we intend to study the effect of the number of adjacent vehicles on
the target vehicle’s localization accuracy. Additionally, we will consider establishing a deep
learning model to predict the positioning when the navigation signal is interrupted, and
also further modify the positioning with the CMM algorithm, to make the algorithm more
suitable for positioning requirements in different environments and scenarios.
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