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Abstract: As an infrastructure platform for launching large-scale cyber attacks, botnets are one of
the biggest threats to cyberspace security today. With the development of network technology and
changes in the network environment, network attack intelligence has become a trend, and botnet
designers are also committed to developing more destructive intelligent botnets. The feasibility of
implementing distributed intelligent computing based on botnet node resources is analyzed with
regard to the aspects of program size, communication traffic and resource occupancy. AIBot, a
botnet model that can perform intelligent computation in a distributed manner, is proposed from the
attacker’s perspective, which hierarchically deploys distributed neural network models in the botnet,
thereby organizing nodes to collaboratively perform intelligent computation tasks. AIBot enables
the distributed execution of intelligent computing tasks on a cluster of bot nodes by decomposing
the computational load of a deep neural network model. A general algorithm for the distributed
deployment of neural networks in AIBot is proposed, and the overall operational framework for AIBot
is given. Two classical neural network models, CNN and RNN, are used as examples to illustrate
specific schemes for deploying and running distributed intelligent computing in AIBot. Experimental
scenarios were constructed to experimentally validate and briefly evaluate the performance of the
two AIBot attack modes, and the overall efficiency of AIBot was evaluated in terms of execution time.
This paper studies new forms of botnet attack techniques from a predictive perspective, aiming to
increase defenders’ understanding of potential botnet threats, in order to propose effective defense
strategies and improve the botnet defense system.

Keywords: cybersecurity; botnet; CNN; RNN; distributed computing

1. Introduction

The frequent occurrence of security incidents in cyberspace, with attacks such as
sensitive information theft, phishing fraud, crypto-ransom threats, spam bombing, malware
distribution and distributed denial of service, has caused widespread concern in academia
and industry. Botnet, the infrastructure platform for launching these large-scale attacks,
is considered one of the biggest security threats in cyberspace today [1]. A botnet is
a general-purpose computing platform that can be remotely controlled by an attacker,
built using many non-cooperative user terminals in the compromised cyberspace and
usually consisting of a botmaster, a command and control (C&C) channel and bots [2].
As the network environment has changed, botnets have gone through different stages of
development, from a single attack in the early days to a wide range of attacks today, and
their scope of influence has expanded from PCs and servers to smart mobile terminals and
IoT devices, with increasingly complex construction techniques, diversified performance
forms, diversified attack methods and gradually increasing damage capabilities, seriously
affecting network security and posing a huge challenge to defenders.

The rapid development of artificial intelligence technologies has had a significant
impact on the current cyberspace security posture. On the one hand, defenders have
achieved good results by using machine learning, deep learning and other big data analysis
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tools for intrusion detection systems, malware classification and abnormal traffic iden-
tification; on the other hand, this also gives attackers the possibility of making network
attacks intelligent, such as through in-depth analysis of collected user data with neural
network models to mine valid information for further attack actions. SNAP_R [3] is the
first known automated, end-to-end spear-phishing campaign generator that uses Twitter
user data to train recurrent neural network models to generate high click-through-rate
phishing tweets and clustering algorithms to identify high-value targets. This type of
cyber-attack mode using deep learning and other artificial intelligence technologies to
achieve automation will become a huge threat to cyberspace security if combined with
botnets and used by a botmaster to launch large-scale intelligent cyber-attack activities.
Therefore, it is very important to study the botnet mechanism and the botnet evolution
law, analyze the feasibility of artificial intelligence technology for botnet attack activities,
predict new botnet forms and attack patterns and improve the existing botnet defense
system in order to improve emergency response capabilities against botnet attack incidents
and guarantee cyberspace security.

1.1. Botnet Evolution

The development and application of network technologies are intended to promote
social progress, and Internet developers are happy to open source the latest technical
achievements for the general technical community to study and discuss. However, due
to the profit motive, there are numerous cases of positive technologies being maliciously
exploited by hackers, which is particularly evident in botnet attack campaigns. For example,
the Mirai botnet has taken advantage of the booming Internet of Things to control vast
numbers of end devices to launch DDoS attacks [4]. This has led to the proliferation of
IoT botnets, which are expanding the size of the network by hacking into end devices
through username and password guessing and firmware vulnerability scanning [5]. The
development and application of Web 2.0 technology have given rise to the popularity of
online media such as social networks but also provided a platform for botmasters to exploit.
Up to 40% of accounts on Facebook, Twitter and other popular online social networks
(OSNs) belong to botnets [6]. Botmasters use online social networks to build command and
control channels for a variety of attack, abuse and control activities, such as spamming and
political activism [7]. In recent years, researchers have continued to track botnet evolution
trends; analyzed the application of anonymous communication techniques, such as Tor, in
botnet command and control mechanisms [8,9]; and proposed corresponding preventive
measures [10]. Innovations in network technology have brought about changes in the
network environment, giving rise to new means for network attacks and the emergence
of new botnets that are more destructive and stealthy. Therefore, botnet prediction has
become one of the main research directions in related fields [11], with the aim of proposing
new possible types of future botnets from the attacker’s perspective and forward-looking
defense methods.

1.2. Motivation and Reason

For botmasters, a shift in the botnet attack paradigm towards intelligence is necessary.
The large amount of data (such as user information, text, images and voice) obtained from
end devices needs to be computationally processed to unlock value. In the field of data
analysis, deep learning algorithms and models are the current mainstream techniques, and
a previous study [12] showed a large improvement in solving similar problems compared
to previous approaches. Sending huge amounts of raw data back to the cloud server for
further centralized intelligent analysis will undoubtedly generate huge amounts of network
traffic, which places greater demands on the building of botnet back channels and also
increases the risk of exposure. If the data can be intelligently computed and processed at
the node side, and only the intermediate or final results after computation are returned,
it will significantly improve the attack efficiency and reduce the scale of communication
traffic. Therefore, running intelligent computational models right at the edge nodes to
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compute and process the collected data is likely to be the evolving trend in botnet attack
patterns. This is both a scenario for the application of artificial intelligence technology in
botnet attack activities and also a reflection of the intelligence of botnet attacks.

It makes sense to deploy and run artificial intelligence algorithms, such as deep
learning, in a botnet. Intelligent algorithms based on deep neural networks (DNNs) have
made significant progress in recent years, mainly due to the dramatic increase in hardware
computing power. In botnets, controlled clusters of scaled nodes are very substantial idle
computing resources. The types of nodes in the botnet cover multiple layers of network
devices, most of which have difficulty performing complex intelligent computing tasks
independently. However, the neural network model is capable of distributed deployment
after corresponding modification and decomposition of computational units; i.e., the
computational tasks are performed jointly by multiple nodes. The botmaster can deploy
trained neural network models into the botnet in a distributed manner and organize
relevant nodes to collaborate in performing intelligent computing tasks, thereby completing
attack tasks, such as data classification, prediction and generation; such an attack model is
perfectly feasible in theory.

In summary, how distributed node resources can collaborate to accomplish complex
intelligent computing tasks is the focus of botnet designers, and the key to the problem
lies in studying and proposing distributed deployment strategies and methods for neural
networks that fit with the botnet architecture. In fact, distributed artificial intelligence is a
current research hotspot [13], but such research mainly focuses on parallel training of and
optimization acceleration in neural network models in large-scale distributed environments,
while botnet controllers focus on the distributed deployment of optimized algorithmic
models to various nodes and then collaborative execution of intelligent computational tasks.
To investigate this potential cybersecurity threat, this paper proposes AIBot, a botnet model
that can be distributed to deploy deep neural network algorithms and that hierarchically
deploys distributed neural network models in botnets, which in turn can organize nodes to
collaboratively perform intelligent computing tasks.

1.3. Contributions and Structure

Based on the current cyberspace security situation, this paper analyzes the botnet
evolution law and discusses the rationality and necessity of organizing botnet nodes to
perform intelligent computing tasks in a distributed manner from the attacker’s perspective.
The difficulties in designing this type of botnet in terms of program size, communication
traffic and resource consumption are comprehensively analyzed, possible solution ideas
are discussed and a botnet model (AIBot) that can perform intelligent computing tasks is
proposed on this basis. Unlike traditional botnets that send the collected sensitive data
back to the cloud center for processing, AIBot deploys the neural network model to the end
devices in a distributed manner, analyzing and processing data directly at the bot nodes,
thus making full use of the computing resources of the botnet. A formal representation
of the operation process of AIBot is given, its overall operational framework is given,
the distributed deployment schemes of two neural network models (CNN and RNN) in
the botnet are elaborated and the architecture is presented in a hierarchical manner. An
experimental scenario is constructed to mimic the real network environment, and simple
feasibility verification and performance evaluation of AIBot are conducted. The limitations
of AIBot are analyzed, and potential defense strategies are proposed. Intelligent botnet
attack activities will cause great harm to cyberspace security, and it is necessary to study
their theoretical basis and implementation principles. Therefore, this paper proposes a new
form of botnet attack from a predictive perspective, aiming to increase the understanding
of the new botnet threat by conducting relevant research ahead of the attackers and thus
suggesting effective defenses.

The remainder of this paper is structured as follows: Section 2 presents the research
background and related work. Section 3 analyzes the difficulties of the work in this
paper and the corresponding solution ideas. Section 4 describes the botnet model (AIBot)
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proposed in this paper in terms of its formal representation, the distributed deployment
of neural networks and architecture, etc. Section 5 presents experiments and a brief
evaluation of the attack effectiveness and execution efficiency of AIBot. Section 6 discusses
the limitations of AIBot and possible defensive measures. Section 7 provides a summary of
the whole paper.

2. Background and Related Work

In this paper, we study a novel attack model combining a botnet and artificial intel-
ligence techniques. This is a topic with limited directly related research, so we describe
the background and related work in terms of botnet attacks, deep neural networks and
distributed artificial intelligence. As shown in Figure 1, we first classify botnet attacks
according to different attack locations and compare similarities and differences between
the work in this paper and virtual currency mining; then, we introduce two typical deep
neural networks and analyze their applications in network security; finally, we introduce
the concept of distributed computing and the related work on distributed neural networks.
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Figure 1. Background and related work.

2.1. Botnet Attack

The main purpose of an attacker when building and controlling a botnet is to control a
large number of nodes to launch cyber-attack activities for financial or political gain. The
types of attacks are classified from the perspective of the location of the attack: (i) external
attacks: distributed denial of service attacks (DDoS), click fraud [14], phishing, spam-
ming [15], scanning probes, etc.; and (ii) internal attacks: information harvesting, virtual
currency mining [16], crypto-extortion [17], etc. In the former case, the attack targets are
located outside the botnet, while in the latter case, the attack activity is carried out inside
the botnet. Virtual currency mining refers to the control of a large number of bot node
resources for “mining” in return for virtual cryptocurrency. This attack has similarities to
this paper’s research in that it exploits the computational resources of nodes that are idle
for long periods to perform complex computing tasks. The difference is that “mining” has
a mature “pool-miner” mechanism that can be directly transplanted to botnets, while there
is no solution for deploying distributed neural network models in botnets. As cyber-attack
awareness and defensive capabilities increase, traditional botnet attack campaigns are
developing more mature defensive and mitigation strategies, so expanding internal attack
methods is likely to be one of the evolving directions for botnets. However, the existing
literature mainly focuses on the construction level of botnets and less on the evolution of
botnet attack behavior.
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2.2. Deep Neural Network

In recent years, artificial intelligence technology, as represented by deep learning,
has seen rapid developments, and it is a hotspot for current research. Deep learning is
mainly implemented based on deep neural networks, and the representative algorithms
are convolutional neural networks (CNNs) and recurrent neural networks (RNNs). A CNN
is a class of feedforward neural network (FNN) with convolutional computation and a
deep structure; these networks have representation learning capabilities and are capable of
shift-invariant classification of input information according to their hierarchical structure.
Recurrent neural networks (RNNs) take sequential data as input and utilize recursion in
the direction of sequence evolution with all nodes (recurrent units) connected in a chain,
and long short-term memory networks (LSTMs) are the most widely used among them.

Deep learning algorithms are mainly used to solve problems such as image classifi-
cation, speech recognition and natural language processing, and their performance has
been greatly improved compared to traditional machine learning algorithms. Researchers
have thus been inspired to apply deep neural network models to the field of cybersecurity,
achieving good results in network traffic classification, malicious domain name detection
and attack identification [18]. In the field of botnet countermeasures, existing research
related to deep learning has focused on botnet detection and identification [19]. There are
no publicly available cases of botnet developers applying intelligent computing models,
such as deep neural networks, in their attack campaigns.

2.3. Distributed Artificial Intelligence

With the growth of the Internet, some applications have developed high requirements
for computing power, which are time-consuming if traditional centralized computing is
used. Distributed computing is used to solve exactly this type of complex problem by
breaking down the computational task into many smaller parts and distributing them to
multiple computers for processing. Compared with centralized computing, distributed
computing can reduce overall computing time and greatly improve computing efficiency.
As the network environment has changed, concepts such as fog computing [20] and edge
computing [21] have been introduced. What these computing patterns have in common
is the full utilization of the computing resources of the end device. A cluster of nodes
controlled by a botnet can be seen as a distributed computing platform used to perform
attack tasks, and this distributed architecture fits in with distributed computing systems.
Therefore, the research in this paper also belongs to the category of distributed computing
to some extent, but there are special features of botnet-based distributed AI computing that
cannot be directly applied to the above-mentioned computing pattern.

There are currently two imperfect solutions for machine learning systems on end
devices: (i) one is to aggregate data collected by edge nodes to the cloud for computation;
(ii) the other is to execute simple machine learning models (e.g., SVM) independently on end
devices. The former results in significant communication costs, while the latter is lacking in
performance. With the exponential growth of training data and computation, distributed
AI was born, with the main purpose of spreading the work of machine learning across
multiple devices and transforming a centralized system into a distributed one. Current
research in distributed AI focuses on the efficient parallelization of the training process and
the establishment of consistent models, with the main aim of rationally distributing training
data and accelerating the training process [22], which is not the same as the purpose of this
paper. In terms of distributed computing of neural network models, Teerapittayanon [23]
et al. proposed BranchNet, a neural network model with multiple exit points based on the
idea that a shallow convolutional neural network would be able to correctly classify most
of the samples, and designed a distributed neural network DDNN [24] on this basis. The
above work has some reference value, but the research in this paper focuses on new attack
modes of botnets and explores the distributed deployment and application of different
types of neural network models in botnets under multiple scenarios, and it needs to
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be considered in conjunction with the design principles and operational characteristics
of botnets.

3. Difficulties and Solutions
3.1. Difficulties

The following is an analysis of the difficulties in designing this type of botnet from the
perspective of botnet developers in terms of bot program size, communication interaction
traffic and node resource consumption:

• Bot program size: In order for a device to run the corresponding intelligent learning
model, a bot program needs to be loaded with the structure and parameters of the
computational model, and neural networks often have thousands or even tens of
thousands of parameters. Therefore, the size of this type of bot program is positively
correlated with the number of parameters contained in the model and is significantly
larger than that of traditional bot programs;

• Communication interaction traffic: Due to the large scale of the numbers of neural
network parameters, the downloading of the files may generate extensive communica-
tion traffic. On the other hand, although multiple nodes working together to complete
the computation process can take advantage of the number of nodes in the botnet, this
also generates additional communication traffic for collaborative interactions between
nodes as a result;

• Node resource consumption: When a botnet utilizes distributed node resources to
collaboratively perform intelligent computing tasks, the CPU needs to perform a large
number of parallel computations in a short time, and the computational resources of
the nodes will be in a high occupancy state. Although most of the controlled nodes
are in an unattended state, the long-term high occupancy rate still increases the risk of
botnet exposure.

3.2. Solutions

Based on the analysis in the previous section, we argue that attackers should consider
both the commonality of botnets, in terms of detection resistance and stealth, and the
specificity of combining distributed deployment and intelligent computational models
when building botnets that can perform AI computational tasks. As shown in Figure 2,
the following potential solutions are proposed from the attacker’s perspective for the
difficulties that may be faced in building this type of botnet.
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• Simplify model: In order to accommodate the characteristics of the botnet, the al-
gorithmic model needs to be simplified. In fact, the performance of a fully trained
shallow neural network model is basically able to meet the requirements when pro-
cessing the task. The reason for increasing the number of neural network layers is
to further improve the performance of the model, but at the cost of an exponential
increase in the number of parameters. Considering the balance between program size
and model performance, organizing nodes to run a simpler neural network collabora-
tively is a feasible solution. For CNNs, the number of model layers is scaled down to
reduce the number of parameters while ensuring usability; for RNNs, the number of
parameters in the recurrent units can be scaled down by setting the vectors to a lower
dimensionality.

• Reduce traffic: Reducing the traffic interactions between nodes due to the computa-
tion process is an important part of making a botnet run intelligent algorithms. In
order to reduce the large number of data interactions for intermediate results in the
computation process, when allocating computation tasks, one can try to let a single
node run the complete computation unit, complete the process of intermediate results
inside the node and only output the final result of the computation unit externally. For
the communication generated by the loaded model, the download traffic is reduced
by the “simplify model” approach described above. For the input sources, the input
data (e.g., images, corpus, etc.) are obtained locally at the node; i.e., the data collection
and processing process is completed locally at the node.

• Decompose computation: The following methods can be used to decompose the
computation quantity. First, the computation quantity of each node can be allocated
according to the device performance—i.e., the hardware performance of the node
can be determined by means of node sensing and detection, etc.—and the number of
computation units in the node can be allocated according to a certain proportional
coefficient so as to control the computation resource occupation rate of the node.
Second, when the bot program executes the computation task, a waiting time can
be added to the computation process (i.e., a time interval is inserted between the
computation steps), and the duration of resource occupation can be actively reduced
by means of intermittent execution.

4. Proposed Botnet Model
4.1. Formal Representation

The formal representation of the proposed botnet model that can run artificial intelli-
gence algorithms is given below, and the composition of the botnet can be represented by
Equation (1):

AIBot = {Master, C&C, ZOMBIE} (1)

Master is the botnet controller, and C&C represents the command and control chan-
nel of the botnet. ZOMBIE represents the set of bot nodes, which can be expressed by
Equation (2), where n represents the size of the botnet:

ZOMBIE = {zombiei| i = 1, 2, . . . n} (2)

Each bot node zombie can be seen as consisting of a bot and host together, state denotes
the state of the node and data denotes the data collected by the current node (i.e., the input
to the intelligent computation model), which can be expressed as Equation (3):

zombiei = (boti, hosti, datai, statei) (3)

If we denote the AI model deployed and run in the botnet as Model, then Model can be
divided into multiple computational units, denoted as the sub-model model, and m denotes
the number of units that can be divided, as in Equation (4):

Model = {modeli| i = 1, 2, . . . m} (4)
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In AIBot, each node is assigned the corresponding computational task according
to its computational performance, and the computational quantity is denoted by C. The
quantitative performance index of the bot host is denoted by P. Then, the relationship
between the computational unit model loaded in the bot program and Model can be roughly
expressed with Equation (5), where r is the proportionality constant:

C
(
modelboti

)
= P(hosti) ∗ C(Model) ∗ r (5)

The intelligent computational process in AIBot can be expressed with Equation (6),
where the output of each computational unit is noted as output:(

datai → boti → modelboti

)
⇒ outputi (6)

The final result (denoted as Result) is obtained by integrating the outputs of the com-
putational units of each node, and the corresponding computational strategy is adopted
according to the type of neural network: for a CNN, the confidence level of the current
output is first judged, and if it is higher than the set value, it is directly used as Result,
and if it is lower than the set value, it is submitted to the upper layer network for further
processing. For an RNN, each output is part of the final result, so the output is directly
spliced to get the Result. Equation (7) gives a simple formal representation of the above
process, and the specific details are discussed in Section 4.3:

ModelBotnet ⇒ Result =


{

directly output, if confident
further calculations, if not confident

, (CNN)

output1 + output2 + output3 + · · · , (RNN)
(7)

4.2. Framework of AIBot

Before presenting the overall operational framework of AIBot, definitions and descrip-
tions of the important processes in it are given.

Definition 1 (neural network decomposition). The neural network model is decomposed using
a single layer neural network that can be executed independently as a computational unit and,
thus, deployed in a distributed manner. The formal division of the neural network model is given
in Equation (4) in Section 4.1, and the specific decomposition strategy is specified here. The deep
neural network model can be regarded as composed of the serialized connections of each single-layer
neural network. The original model is denoted as Model, the sub-model is denoted as model, and
each layer network can be represented as l1. Taking the division into three sub-models as an example,
each sub-model contains several network layers, and the decomposition of the neural network model
can be further expressed as Equation (8):

Model ⇔


model1
↓

model2
↓

model3












(l1)
↓

(l2 → l3)
↓

(l4 → l5 → l6)

 (8)

Definition 2 (node state identification). Based on the node’s hardware performance H (h1,
h2, . . . ), system configuration S (s1, s2, . . . ) and network environment N (n1, n2, . . . ), the state
of the node is identified comprehensively so as to determine the role positioning of the node and
the quantity of computation undertaken by the node in the subsequent attack tasks. Equation (9)
gives the quantitative calculation method for node state identification, where α, β, and χ denote the
weighting parameters of each influencing factor, respectively. AIBot gets the node state at the node
side and feeds it to the server.
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state(n) = αH + βS + χN = ∑
i

αihi + ∑
i

βisi + ∑
i

χini (9)

Definition 3 (adaptive network structure). The organization of multiple nodes for intelligent
computing requires the support of different network structures, such as “parallel” and “tandem”
structures. Denoting the node as n, the connection relationship between any two points can be
expressed as Equation (10), then the different network structures can be expressed as Equations
(11) and (12), A and B represent the multi-node “parallel” and “tandem”, respectively. AIBot
achieves adaptive transformation of the network structure by changing the connection relationship
between nodes.

link
(
ni, nj

)
=

{
1, connected
0, unconnected

, i 6= j (10)

networkA =
{[

link
(
ni, nj

)
= 1, j = m

]
∪
[
link

(
ni, nj

)
= 0, j 6= m

]}
(11)

networkB =
{[

link
(
ni, nj

)
= 1, j = i + 1

]
∪
[
link

(
ni, nj

)
= 0, j 6= i + 1

]}
(12)

Combining the definitions and descriptions of the main processes described above,
Algorithm 1 gives the algorithm for distributed deployment of neural networks in AIBot:

Algorithm 1 Distributed deployment of neural networks in AIBot

Input: node set ZOMBIE, neural network model Model, initial network structure network
Output: AIBot that can perform intelligent computation in a distributed manner

1. n← Size(ZOMBIE); // Get the scale of zombie nodes
2. Recognition(ZOMBIE); // Node state identification
3. FOR i = 1→ n DO // Sorting by node state value
4. FOR j = 1→ n DO
5. IF (zombie[j].state > zombie[j + 1].state) THEN
6. swap(zombie[j], zombie[j + 1]);
7. END IF
8. END FOR
9. END FOR
10. {model [1→ n]}← Decompose(Model.layer, n) // Neural network decomposition
11. FOR i = 1→ n DO // Sorting by sub-model computation
12. FOR j = 1→ n DO
13. IF (C(model[j] > C(model[j + 1])) THEN
14. swap(model[j], model[j + 1]);
15. END IF
16. END FOR
17. END FOR
18. FOR i = 1→ n DO
19. Mapping(zombie[i], model[i]); // Deploy sub-models to the corresponding zombie
20. END FOR
21. network’← Reorganize(Model.type, network); // Adaptive network structure

Figure 3 illustrates the overall operation of AIBot, and the steps are as follows:

I. The botmaster controls a large number of network devices as node resources for
performing large-scale distributed computing;

II. The nodes are classified by obtaining various attributes through the Node state
identification mechanism;

III. The botmaster launches the attack campaign and determines the type of neural
network to be run based on the type of task;

IV. Neural network models are decomposed into distributable deployable form by applying
neural network decomposition mechanisms according to the type of neural network;

V. The adaptive network structure mechanism is used to transform the interconnection
relationship between nodes according to the neural network type;
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VI. The distributed deployment of neural networks in the botnets is completed based on
steps II and IV;

VII. Distributed intelligent computing tasks based on neural network models are per-
formed on the basis of steps V and VI.
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4.3. Two Implementations of AIBot

The AIBot botnet can theoretically meet the execution requirements of multiple intel-
ligent computational models through automated computational quantity allocation and
adaptive transformation of network structure. Although AIBot is a generalized model,
there are still some implementation-level differences in performing different types of neural
network computations. In this paper, we take a CNN and an RNN as examples to study
the distributed deployment and operation of neural network models in AIBot. For conve-
nience, the two bot models are abbreviated as C-AIBot and R-AIBot below, denoting the
deployment and application of a CNN and an RNN in AIBot, respectively.

4.3.1. C-AIBot

It has been found that the convolutional neural network VGGNet (19 layers) was
only about 4% more accurate (from 89% to 93%) than AlexNet (8 layers) when performing
feed-forward inference calculations under the same conditions but with a 20-fold increase
in running time and power consumption [25]. This disproportionate increase between
resource usage and prediction accuracy is also evident for ResNet (152 layers); i.e., in-
creasing the number of layers of the neural network up to a certain level results in a very
small improvement in accuracy, which is not proportional to the operating cost. The above
observations show that shallow neural networks already perform quite well in handling
classification tasks, and the gap with deep neural networks is not too large. Based on
the above facts, the central idea of designing a distributed deployment model of CNN
in AIBot is to map the convolutional neural network hierarchically to the physical nodes
of the botnet and to build a hierarchical distributed computing network according to the
device type and performance configuration of the nodes, so as to achieve the purpose of
performing artificial intelligence computing tasks.

In order to adapt the architecture for distributed deployment, the structure of the
convolutional neural network needs to be adjusted and optimized first. The structure of a
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convolutional neural network can be viewed as a linear sequence of multiple convolutional
layers and fully connected layers. Given that the shallow network can also obtain good
inference results in most cases, multiple branches are considered to be added to the original
structure of the neural network, and the computational results of the early stages are used
as the outputs of the corresponding branches. Specifically, the structure of the convolutional
neural network is modified as follows: the shallow part of the neural network is reused to
derive multiple branches of the neural network, thus adapting to bot nodes with varying
hardware performance. As shown in Figure 4 (which simplifies the neural network layers
except the convolutional layer), three branches are added to the original neural network and
the outputs are expanded from one to four, forming four neural network models (branches
1~4) with increasing computational power, which can be deployed on four terminal nodes
with low to high performance, respectively.

Con f idence(y) = ∑
l∈L

yl log yl (13)

Electronics 2022, 11, 3241 12 of 26 
 

 

are used as the outputs of the corresponding branches. Specifically, the structure of the 
convolutional neural network is modified as follows: the shallow part of the neural net-
work is reused to derive multiple branches of the neural network, thus adapting to bot 
nodes with varying hardware performance. As shown in Figure 4 (which simplifies the 
neural network layers except the convolutional layer), three branches are added to the 
original neural network and the outputs are expanded from one to four, forming four 
neural network models (branches 1~4) with increasing computational power, which can 
be deployed on four terminal nodes with low to high performance, respectively. 

( ) log l l
l L

Confidence y y y
∈

=  (13)

Shallow neural networks are usually less accurate in prediction than deeper ones, 
and the output of early branches is not always reliable. Therefore, this paper introduces 
the confidence index (denoted as Confidence) to measure the credibility of the output, 
using SoftMax as the regression function and borrowing the calculation method for the 
loss function to give the definition of Confidence, as in Equation (13) where y denotes the 
probability vector of all possible labels after SoftMax calculation and L is the set of all 
labels. To determine the confidence level of the results, the corresponding Confidence of 
each output is calculated and compared with the threshold Th obtained by prior training: 
if the classification result is credible, the neural network is withdrawn from the compu-
tation in that branch; if the classification result is not credible, it is submitted to the upper 
neural network layer to continue the computation. 

 
Figure 4. CNN with branches. 

The distributed deployment scheme of the CNN in AIBot after completing the ad-
aptation modification is given below. The distributed nodes are first hierarchically di-
vided into edge nodes, intermediate nodes and cloud nodes according to the device 
properties, and then the trained neural network models are mapped to the corresponding 
physical devices. From the edge to the cloud, the computing capability of the device is 
sequentially enhanced to support deeper neural network operations. As shown in Figure 
5, nodes at different levels divide the network into three layers, with the output of the 
neural network existing at each layer, and the confidence level of the classification result 
is judged to determine whether to submit the upper layer of the network for further op-
erations.  

Convolution Layer

Convolution Layer

Convolution Layer

Convolution Layer

Convolution Layer

Full Connection Layer

Output4

Output1

Output2

Output3

……

……

……

……

branch4
branch3
branch2
branch1
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Shallow neural networks are usually less accurate in prediction than deeper ones,
and the output of early branches is not always reliable. Therefore, this paper introduces
the confidence index (denoted as Confidence) to measure the credibility of the output,
using SoftMax as the regression function and borrowing the calculation method for the
loss function to give the definition of Confidence, as in Equation (13) where y denotes the
probability vector of all possible labels after SoftMax calculation and L is the set of all
labels. To determine the confidence level of the results, the corresponding Confidence of
each output is calculated and compared with the threshold Th obtained by prior training: if
the classification result is credible, the neural network is withdrawn from the computation
in that branch; if the classification result is not credible, it is submitted to the upper neural
network layer to continue the computation.

The distributed deployment scheme of the CNN in AIBot after completing the adapta-
tion modification is given below. The distributed nodes are first hierarchically divided into
edge nodes, intermediate nodes and cloud nodes according to the device properties, and
then the trained neural network models are mapped to the corresponding physical devices.
From the edge to the cloud, the computing capability of the device is sequentially enhanced
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to support deeper neural network operations. As shown in Figure 5, nodes at different
levels divide the network into three layers, with the output of the neural network existing
at each layer, and the confidence level of the classification result is judged to determine
whether to submit the upper layer of the network for further operations.
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4.3.2. R-AIBot

An RNN takes sequence data as input and recurses in the direction of sequence evo-
lution, and all recurrent units are connected in a chain-like manner. LSTM [26], as a type
of recurrent neural network, solves the long-term dependency problem in general RNN
networks through a conveyor belt mechanism and performs well in natural language pro-
cessing problems, such as text generation. As shown in Figure 6, a recurrent neural network
can be regarded as a chain computational network with each identical computational unit
cyclically connected in series, and the output of the previous computational unit serves as
the input of the next computational unit. In this paper, the repetitive computation units
in RNN are represented as cells, and the parameters in the cells are uniquely determined
after the neural network has completed being trained. Another major feature of RNN is
sequential input and output: the first n − 1 data points are sequentially serialized input
and, after performing forward computation, the nth data point is inferred from the output
result. The above analysis shows that an RNN cannot perform distributed parallel compu-
tation in the traditional sense but, based on the characteristics of its recurrent computation
structure, it can distribute the overall computation quantity to multiple nodes and reduce
the computation quantities of individual nodes, thus adapting to the needs of botnets.
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For distributed deployment of RNNs, the central idea is to distribute the computation
according to the performance of the nodes; i.e., high-performance nodes take up more
cycles of computation and low-performance nodes take up fewer cycles of computation.
Figure 7 illustrates the distributed deployment scheme of an RNN with three nodes as an
example: the nodes are written as i, j and k in order, and the operations are performed from
node i, nodes j and k perform subsequent operations in turn and each node performs mi, mj
and mk cycles of computation respectively; the node performance is written as P. Then, the
relationship between the node performance and the quantity of computation (in terms of
the number of cycles) satisfies Equation (14):

P(i)
mi

=
P(j)
mj

=
P(k)
mk

(14)
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Compared with CNNs, the decomposition and deployment of tRNN neural networks
are more concise. However, the special serialized input and one-by-one generated output
of RNNs need to be discussed and analyzed in the context of the distributed environment
characteristics of botnets. When a trained RNN model performs computational tasks such
as text generation, it needs an initial input, called the seed. The seed in AIBot is obtained
locally at the node, and this approach is taken based on two main considerations: firstly, the
seed text is obtained from the node where the target user is located, so that the generated
text is more targeted; secondly, the computation task is started locally, which is in line with
the principle of reducing the communication traffic between nodes. As shown in Figure 8,
the controller in the cloud selects the target node and sends an attack command; node 1
receives the command, obtains the seed text locally and performs intelligent computation
to generate output1; then, nodes 2, 3 and 4 generate output2, output3 and output4 according
to the input data sent by the previous node in turn; finally, the generated complete text
is returned to the controller. Each node determines the quantity of computation to be
undertaken based on its own computational performance and, therefore, the length of the
generated outputs varies.



Electronics 2022, 11, 3241 14 of 25

Electronics 2022, 11, 3241 14 of 26 
 

 

tation. Figure 7 illustrates the distributed deployment scheme of an RNN with three 
nodes as an example: the nodes are written as i, j and k in order, and the operations are 
performed from node i, nodes j and k perform subsequent operations in turn and each 
node performs mi, mj and mk cycles of computation respectively; the node performance is 
written as P. Then, the relationship between the node performance and the quantity of 
computation (in terms of the number of cycles) satisfies Equation (14): 

( ) ( ) ( )
i j k

P i P j P k
m m m

= =  (14)

Compared with CNNs, the decomposition and deployment of tRNN neural net-
works are more concise. However, the special serialized input and one-by-one generated 
output of RNNs need to be discussed and analyzed in the context of the distributed en-
vironment characteristics of botnets. When a trained RNN model performs computa-
tional tasks such as text generation, it needs an initial input, called the seed. The seed in 
AIBot is obtained locally at the node, and this approach is taken based on two main con-
siderations: firstly, the seed text is obtained from the node where the target user is lo-
cated, so that the generated text is more targeted; secondly, the computation task is 
started locally, which is in line with the principle of reducing the communication traffic 
between nodes. As shown in Figure 8, the controller in the cloud selects the target node 
and sends an attack command; node 1 receives the command, obtains the seed text locally 
and performs intelligent computation to generate output1; then, nodes 2, 3 and 4 generate 
output2, output3 and output4 according to the input data sent by the previous node in 
turn; finally, the generated complete text is returned to the controller. Each node deter-
mines the quantity of computation to be undertaken based on its own computational 
performance and, therefore, the length of the generated outputs varies.  

 
Figure 7. Distributed deployment of an RNN in AIBot. 

 
Figure 8. Task execution process. 

  

Cell ×mi

Cell ×mj

Cell ×mk

seed ouput1

seed ouput1 ouput2

ouput3seed ouput1 ouput2

output3seed ouput1 ouput2 output4

node1

node2

node3

node4

Controller

Figure 8. Task execution process.

4.3.3. Bot Design

Combining the above analyses, Algorithm 2 gives the overall design of the bot program
in AIBot. AIBot in both modes is identical in terms of the overall operation flow but differs
in the specific execution level due to the different types of neural network models.

Algorithm 2 AIBot-bot

1. n_state← Identify( ); // Get node state information
2. Send(n_state, Server) // Return node state to Server
3. WHILE(TRUE) DO
4. cmd← Listen( ); // Listen for incoming attack commands
5. IF(cmd.type = C) THEN // Prepare to perform C-AIBot
6. model_C← download(cmd.file);
7. Connect(cmd.link); // Change the connection with other nodes
8. output← Calculate(input, model_C); // Perform computing tasks
9. IF(Confidence(output) < Th) THEN
10. Send(output, Server); // Return the results to the server
11. ELSE THEN
12. Send(output’, upper_node);
13. END IF
14. ELSE IF(cmd.type = R) THEN // Prepare to perform R-AIBot
15. model_R← download(cmd.file);
16. Connect(cmd.link);
17. output← [input + Calculate(input, model_R)];
18. IF(Length(output) < L) THEN
19. Send(output, next_node);
20. ELSE THEN
21. Send(output, Server);
22. END IF
23. END IF
24. END WHILE

4.4. Architecture of AIBot

AIBot adopts a hybrid layered architecture that is divided into a cloud controlling
layer, an intermediate processing layer and an edge computing layer from top to bottom
according to the properties of the bot nodes and the network environment characteristics,
which take up the corresponding management and computing tasks, respectively. As
shown in Figure 9, the functional layers in the AIBot architecture are as follows:

• Cloud controlling layer: This layer is where the botmaster is located and has the high-
est authority over the control and management of the entire botnet, communicating
with the intermediate processing layer through covert means, such as anonymous
networks and blockchain protocols, to give orders and receive feedback. The botmaster
is responsible for the state monitoring and daily maintenance of the botnet, releasing
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version updates and plug-in tools and specifying attack targets and methods. In AIBot,
the botmaster adjusts the intelligent computing model according to the actual effect
and updates the relevant parameters and thresholds;

• Intermediate processing layer: This layer mainly consists of high-performance nodes
in the botnet, including server nodes with high credibility and reliability, and adopts
a backup redundancy mechanism to avoid “single point of failure”. The intermedi-
ate processing layer acts as the equivalent of a C&C server in a traditional botnet,
connecting directly with the underlying botnet nodes to receive commands from the
higher-level controllers and to direct the lower-level edge nodes to perform specific
tasks. In AIBot, the intermediate processing layer takes up part of the computational
tasks of the deep neural network with an advantage in hardware performance, thus
improving the accuracy of the computational results. Since AIBot needs to run multi-
ple intelligent computational models, the intermediate processing layer is responsible
for making the lower nodes adjust to the corresponding network structure;

• Edge computing layer: This layer concentrates most of the nodes in the botnet, in-
cluding low-profile PCs, home routers and various lightweight connected endpoints,
such as IoT devices. The inherent security flaws of such devices make them vulner-
able to be captured as bot nodes, which, in turn, can serve as massively distributed
computing resources under the control of botnets. The nodes in the edge computing
layer can form different subnets of the botnet according to their network location to
perform intelligent computing tasks, and the reachable public nodes are responsible
for the communication with the upper layer network. As the target task and computa-
tional model change, the network structure of the edge computing layer is adjusted
accordingly under the control of the intermediate processing layer.
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5. Experiments and Evaluation

In this paper, we study the distributed deployment of two neural network models in
botnets, the CNN and RNN; propose corresponding strategies and schemes; and perform
experimental validation and performance evaluation, respectively. After the neural network
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model is constructed, it needs to be trained and optimized with a large number of samples
before it can be used for forward inference, and the training of the model includes complex
computational processes, such as back propagation. In contrast, this paper focuses on the
deployment and execution of the neural network model in the botnet, so the parameters
of the model were determined by offline (joint) training, and then the trained model was
deployed in the experimental network according to the scheme in Section 4.2. At the
same time, the effectiveness of AIBot as a botnet model had to be evaluated in terms of its
efficiency in performing attack tasks and other aspects. We simulated real nodes through
Docker instances using the Ubuntu desktop system with version 18.04.5 and Docker 20.10.7.
The base image loaded was the official Ubuntu image (latest), and the image with the
embedded bot program was created and packaged for unified deployment.

5.1. C-AIBot Evaluation
5.1.1. Experimental Setup

Botnets obtain key information, such as user attributes, physical environment and
social relationships, through comprehensive identification and analysis of data, such as
pictures collected or documents and emails stored in similar nodes; e.g., comprehensive
determination of target network attributes and types based on document data from multiple
nodes. The experimental network was constructed as shown in Figure 10, consisting of
six edge nodes and one cloud node in a distributed network architecture. The neural
network deployed on the edge node contained only one convolutional layer, and the cloud
node added two convolutional layers on top of reusing that convolutional layer. The
hyperparameters of the CNN used in the experiments were as follows: the convolutional
layer kernel size was 3 × 3, with stride of 1 and the padding of 1, and the pooling layer
kernel size was 3 × 3, with stride of 1 and padding of 1. The experimental dataset was
the classical CIFAR-10 [27], which contains 10 categories of image samples. The input of
C-AIBot was a set of samples of the same category, and only the unique correct output
existed after inference by the distributed neural network. Each output was essentially a
probability vector used for classification, so we obtained the common output of the edge
nodes by taking the maximum value of the corresponding position element. If it was to
be handed over to the cloud for further processing, the output of the convolutional layer
of each edge node was stitched together as the initial input of the neural network in the
cloud, and the computational power of the cloud was used to maximize the use of sample
information, thus improving the classification accuracy.

5.1.2. Performance Evaluation

Samples were exited from the calculation at the edge and in the cloud in a certain
proportion, and accuracy refers to the proportion of all samples that were correctly classified,
as given by Equation (15). Equation (13) in Section 4.3.1 gives the confidence calculation
method, which determines whether the sample exited the calculation at the edge layer
from the result of the comparison between the confidence Confidence and the threshold Th.
The edge output rate—i.e., the proportion of samples that dropped out of the calculation
right at the edge layer, is given by Equation (16). As shown in Figure 11, when increasing
the value of Th in turn, the proportion of samples that drop out of the calculation at the
edge gradually increases, while the overall accuracy changes more smoothly, reaching a
maximum in the range of 7–8 for Th.

AccuracyC−AIBot =
Accuracyedge ∗ Sampleedge + Accuracycloud ∗ Samplecloud

Sampleedge + Samplecloud
(15)

Edge Output rate =
Sampleedge

Sampleedge + Samplecloud
(16)
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The communication traffic in C-AIBot consists of two main components: the traffic
generated by sending inference results from the edge nodes to the sink, and the traffic
generated by the edge nodes by uploading the output of the underlying neural network to
the cloud. Figure 12 gives the variation in communication traffic (in bytes) and accuracy
with the Edge Output rate. It can be seen that the communication traffic gradually decreased
as the Edge Output rate increased, which is consistent with the fact that a large number of
samples dropped out of the computation right at the edge. The communication traffic in
the network was minimized when the Edge Output rate reached 100%, but the accuracy
rate was relatively low at this point. Overall, the Edge Output rate was within a reasonable
range of traffic and accuracy at between 60% and 80%.
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Figure 12. Variation in traffic and accuracy with edge output rate.

The impact of the number of edge nodes on the overall accuracy is an important aspect
of evaluating C-AIBot. The state of individual nodes in a real botnet is not stable, so the
random removal of edge nodes was chosen to simulate the real scenario. As shown in
Figure 13, the accuracy decreased gradually as the edge nodes were removed sequentially,
but the decreasing trend was not obvious in the first period, and the accuracy was still
maintained at about 90% when two nodes were removed. The accuracy only started to
show a significant downward trend when the number of nodes removed reached half. This
indicates that the loss of a few nodes has a limited impact on the overall accuracy as long
as most of the nodes are working properly.
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5.2. R-AIBot Evaluation
5.2.1. Experimental Setup

Phishing attacks are one of the main forms of botnet attacks. Spear-phishing attacks,
on the other hand, are more targeted towards launching phishing attacks at specific targets.
R-AIBot precisely exploits the advantages of RNNs in text generation for distributed auto-
mated spear phishing. First, the cloud node selects the attack target, and then it obtains the
seed data locally at the target, followed by each node executing the intelligent computing
text-generation task one after another. The experimental network was constructed as shown
in Figure 14, consisting of six edge nodes and one cloud node in a distributed network
architecture. The LSTM text generation model was deployed on each node, and the ex-
perimental dataset came from a publicly available corpus of tweets on the Internet [28]



Electronics 2022, 11, 3241 19 of 25

containing tens of thousands of real tweets. The LSTM model requires serialized inputs
and outputs; i.e., subsequent text generation requires generated text as input. Therefore,
all output data from the previous node were sent to the next node until a complete tweet
was generated at the final node. In order to simulate the situation of nodes using local
data for model training online, this paper used different subsets of the dataset as training
sets to train multiple LSTM models, respectively, and deploy them to the corresponding
edge nodes. The LSTM in the experiments was set up with a segment length of 20 and a
state vector dimension of 32. The experiments used a specified amount of computation
for each node to simulate the performance difference among nodes in the real network,
and the cloud nodes were allowed to complete the computation process of text generation
independently as a comparison.
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5.2.2. Performance Evaluation

The models deployed on each node were trained based on different subsets of data,
so their validity had to be tested and verified first. A random sample of 20% from each
data subset formed the test set for each node and the obtained results were compared with
the accuracy of each node with their respective training sets. As shown in Figure 15, the
LSTM models deployed on each node achieved high accuracy with their respective training
sets, while their performances with the test set all declined but still managed to stay above
80%. In fact, methods such as increasing the number of neural network layers and adding
a bidirectional LSTM can improve the performance of text generation models, but this is
contrary to the principle of reducing the amount of node computation.
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In the experimental validation of the multi-node text generation, the ratio of com-
putation assigned to each node was 1:1:2:2:3:3 in order, while the LSTM model (obtained
by training from the complete dataset) run independently by the cloud nodes was used
as a comparison. The test set continued to use equal proportions of samples from each
data subset, and the comparison experiment was repeated by adjusting the length of the
generated tweets. The accuracy of R-AIBot was obtained from the weighted average of the
accuracy of each node in proportion to the computation amount. As shown in Figure 16,
R-AIBot did not perform as well as the local single-node-running LSTM model in terms of
accuracy, but it could maintain a high level. The average time for tweet generation with
R-AIBot gradually increased as the length of tweets increased, but there was no significant
increase compared to the local LSTM model, so the delay due to inter-node communication
was not significant.

Average Tra f f ic =
Tra f f icR−AIBot

number o f nodes
(17)
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The communication traffic in R-AIBot due to node co-computation was an important
aspect of the performance evaluation. In this paper, we set different numbers of nodes
and text generation lengths for multiple replication experiments, recorded the relevant
data and calculated the average traffic of the nodes. The average traffic was obtained by
dividing the total traffic generated in the network by the number of nodes, as given by
Equation (17). To avoid interference from other factors, the same amount of computation
was specified for each node in the experiment. As shown in Figure 17, the longer the length
of the text generated, the more nodes were involved in the text generation and the higher
the average inter-node traffic generated. Therefore, selecting an appropriate length of text
generated and assigning fewer nodes to participate in performing intelligent computations
were effective means to reduce communication traffic in R-AIBot.

5.3. AIBot Efficiency Evaluation

To evaluate AIBot as a botnet model, it was necessary to simulate and evaluate the
execution efficiency of its launching attack activities. The attack execution time was the
complete time from the initiation to the end of the attack, which, in AIBot, was equivalent
to the time elapsed from the receipt of the computation task to the return of the result. The
execution time of AIBot can be subdivided into command transmission time, program
loading time, network reorganization time, model calculation time and result return time,
which can be expressed as Equation (18). Program loading time is the time required for
nodes to load program files, such as neural network models; network reorganization time
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is the time required for the reorganization process of the network structure; and task
computation time is the time required for each node to perform intelligent computation
tasks. Table 1 lists four sets of scenarios for the experiments. C-AIBot classified only one set
of samples at a time, R-AIBot generated text of length 12 each time, each set of experiments
was repeated 20 times to take the average, and all were performed in the same experimental
network (consisting of six edge nodes and one cloud node).

TAIBot = tC + tP + tN + tM + tR (18)
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Table 1. Experimental scenarios.

Pre-Attack State Type of Attack

1
Initial state

C-AIBot
2 R-AIBot

3
C-AIBot

C-AIBot
4 R-AIBot

5
R-AIBot

C-AIBot
6 R-AIBot

The results of the experiment are shown in Figure 18, where all subgroups were
able to complete the assigned task within 15 s. The proportion of time spent on each of
these items to the total time is shown in Table 2. Relatively speaking, program loading,
network reorganization and model calculation accounted for a large proportion of the
overall running time. Network reorganization took some time because different neural
networks need the corresponding network organization to support distributed operations.
The change of attack task led to a state switch in AIBot, thus requiring program update
loading and network reorganization, and the execution time increased accordingly. R-AIBot
took significantly longer than C-AIBot in both program loading and model computation
because the LSTM model used in this paper was larger in size and computation than
the CNN model. Overall, the running time of AIBot was as expected and the execution
efficiency of C-AIBot was higher than that of R-AIBot.
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Table 2. Percentage of time spent on each item.

tC (%) tP (%) tN (%) tM (%) tR (%)

1 12.17 47.73 23.87 11.93 4.30
2 4.02 63.04 15.76 15.77 1.42
3 20.93 22.27 24.25 23.24 9.30
4 3.06 61.16 19.11 15.29 0.14
5 12.40 13.76 13.78 55.10 4.96
6 8.70 43.48 32.61 10.87 4.35

6. Discussion

Based on the current network security situation, this paper proposes a botnet model
that can perform intelligent computing in a distributed manner from the attacker’s perspec-
tive and studies the construction mechanism and implementation methods. A new type of
botnet similar to AIBot is likely to emerge in future cyber attacks and pose a great threat to
cybersecurity. The purpose of this paper is to increase understanding of the new botnet by
conducting relevant research ahead of the attacker, so that effective defense strategies can
be better proposed. The following sections analyze the limitations of AIBot and discuss
possible means of defense.

6.1. Limitations

It should be noted that the work in this paper belongs to academic research, and the
proposed AIBot botnet, as a theoretical model, does not fully consider its applicability in
the actual cyber adversarial environment and has a large gap with realistic botnet cases.
The main purpose of this paper is to direct the attention of security researchers to this type
of potential cybersecurity threat.

AIBot has the following inherent limitations: (i) AIBot can only run deployed intelli-
gent computing models, and the training and optimization of the models are undertaken
offline, as distributed online training requires massive data support, generates a large
amount of communication traffic between nodes and continuously occupies node com-
puting resources. (ii) AIBot supports only two neural network models, the CNN and
RNN, while practical application scenarios have demands for all kinds of intelligent algo-
rithms, such as using reinforcement learning for decision making, and different intelligent
algorithms require different ways of network structure. (iii) The distributed intelligent
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computing executed by AIBot has version requirements for hardware and software, and
the experiments in this paper were conducted on nodes with complete environment depen-
dencies installed, while an actual application would require custom development and code
rewriting of the program. In summary, we believe that AIBot is still inadequate in terms of
model optimization, function expansion and practical deployment, and is currently only at
the proof-of-concept stage and not yet ready for large-scale application.

6.2. Defense Analysis

This paper studies potential new attack patterns for botnets and provides insight into
their theoretical foundations and implementation mechanisms so that we can carry out
relevant proactive defense work ahead of attackers. Although the AIBot model proposed
in this paper enhances the adversarial properties in terms of program size, communication
traffic and resource consumption, it is still not completely immune to all defenses. Potential
defensive strategies are discussed in the following areas:

• Based on bot program: (i) Although AIBot simplifies and compresses the computa-
tional model, the bot program still contains a much larger number of parameters than
ordinary programs, which can be exploited by defenders for static identification of ma-
licious code. (ii) The computation process of CNNs and RNNs contains a large number
of matrix operations, and it is difficult to use similar large-scale parallel computation
in ordinary programs, which can be exploited by defenders for dynamic analysis of
malicious codes;

• Based on traffic analysis: (i) A large amount of interactive communication between
nodes occurs during the task execution in AIBot. The intermediate results of the
intelligent computation are mainly passed on in the network in the form of probability
vectors and text vectors, and the defender can characterize this abnormal commu-
nication traffic. (ii) AIBot performs intelligent computing in the form of a subnet
of the botnet, and the nodes communicate with each other with certain laws. The
defender can extract the network structure and, thus, infiltrate the botnet by mining
the connection relationship between the nodes;

• Based on terminal behavior: Although AIBot uses optimized node computation,
intelligent computation based on neural networks will inevitably generate transient
high-resource occupancy, so continuous monitoring of hardware resource occupancy,
detecting abnormalities and issuing alerts, is still a proven defense tool.

7. Conclusions

The security risks associated with artificial intelligence technologies are a hot topic of
research [29,30]. In this paper, we study a new botnet attack mode resulting from combining
the basic platform of cyber attacks with artificial intelligence technology, which, to some
extent, reflects the cyberspace security risk caused by the misuse of artificial intelligence
technology. In order to be prepared for future botnets, this paper predicts new botnet attack
techniques from the attacker’s perspective and proposes AIBot, a botnet model that can
perform intelligent computing tasks in a distributed manner. AIBot deploys the neural
network model in a distributed manner in the botnet and uses the idle computing resources
of large-scale zombie nodes to perform intelligent computing tasks. Compared with the
method of sending sensitive data obtained from end devices back to the cloud server and
then processing them, AIBot appears to be more advanced and efficient and can pose a
serious threat to cyberspace security. The next step is to explore the possibility of distributed
online training of neural network models in botnets from the attacker’s perspective and to
propose practical defense methods against such botnets from the defender’s perspective.
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