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Abstract: The generation of robust global maps of an unknown cluttered environment through
a collaborative robotic framework is challenging. We present a collaborative SLAM framework,
CORB2I-SLAM, in which each participating robot carries a camera (monocular/stereo/RGB-D) and
an inertial sensor to run odometry. A centralized server stores all the maps and executes processor-
intensive tasks, e.g., loop closing, map merging, and global optimization. The proposed framework
uses well-established Visual-Inertial Odometry (VIO), and can be adapted to use Visual Odometry
(VO) when the measurements from inertial sensors are noisy. The proposed system solves certain
disadvantages of odometry-based systems such as erroneous pose estimation due to incorrect feature
selection or losing track due to abrupt camera motion and provides a more accurate result. We
perform feasibility tests on real robot autonomy and extensively validate the accuracy of CORB2I-
SLAM on benchmark data sequences. We also evaluate its scalability and applicability in terms of the
number of participating robots and network requirements, respectively.

Keywords: Visual-Inertial Odometry; visual-inertial SLAM; collaborative SLAM; multi-map SLAM;
client-server architecture; heterogeneous camera configuration

1. Introduction

The autonomous navigation of robots requires robust estimation of robot poses (posi-
tion and orientation) as well as 3D scene structure. Visual Simultaneous Localization and
Mapping (VSLAM) [1-5] is the most accepted framework for estimating accurate poses and
scene structure. Hence, VSLAM has become a popular application for unmanned aerial
vehicles (UAVs) as well as unmanned ground vehicles (UGVs). VSLAM has some inherent
problems such as cumulative drift, losing camera track, unknown scale [1], etc., due to
the limitations in VO [1,6,7] estimation, and Visual Inertial SLAM (VISLAM) alleviates
some of such problems because VIO [8-11] uses the measurements from the Inertial Mea-
surement Unit (IMU) to estimate the initial motion. Moreover, visual and IMU sensors
are complementary in nature; therefore, IMU can provide estimations when VO fails. In
general, VIO is expected to produce better pose estimation than VO, but this depends on
the quality of the IMU sensor in terms of accurate measurement data [2]. In practice, noisy
IMU measurements can reduce the quality of combined measurements. Therefore, the
system requires intelligence to validate the IMU measurements before fusing them with
any other sensors.

The use of multiple heterogeneous mobile robots on a big mission is advantageous
because a complicated task can be broken down and allocated to multiple robots based on
their capabilities to reduce the final completion time. A collaborative SLAM framework
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helps multiple robots to navigate in an unknown environment in cooperation, generates a
global environmental map, and shares information among the robots. Information sharing
leads to the rapid exploration of the region and results in a more reliable system because
the system can still function even if one or more robot becomes inoperable. The major
challenges of any collaborative framework are communication among participating robots,
information availability among all robots, fusing partial maps generated by individual
robots, avoiding losing track, the reuse of map information, handling network delays, etc.

In this spirit, we propose a collaborative VISLAM framework, CORB2I-SLAM, where
each participating robot is treated as a client and accompanied by at least one visual
sensor (e.g., monocular/stereo/RGB-D camera) and may carry an IMU. These robots
have limited processing capabilities and navigate using either VIO or VO on a local map
depending on the availability of the IMU. The framework contains a centralized server
with higher processing and larger storage capability. The server receives information from
all participating robots and executes all computationally complex tasks for VSLAM, e.g.,
loop closing, map management and merging, and optimization. The central server shares
optimized information with the respective robots whenever required. The rest of the paper
uses robots, clients, or agents synonymously to indicate the participating robots. Our
proposed system uses Robot Operating System [12] (ROS)-based message passing with
approximate time synchronization. The main contribution of this work can be summarized
as follows:

e A collaborative visual-inertial SLAM framework that supports agents with multiple
types of cameras, such as monocular, stereo, and RGB-D. It can prevent erroneous
IMU pose integration.

*  An efficient criterion to estimate the reliability of camera pose and decide the loss of
tracking once the reliability is below a threshold.

*  An efficient collaborative SLAM framework design with multi-map operation either
within a single client or among multiple clients. A novel algorithm for efficient map
fusion on the server.

The rest of the paper is organized as follows: Section 2 describes the literature survey
of collaborative VSLAMs and VISLAMs. Section 3 describes our proposed collaborative
framework and our contribution. Section 4 presents the experimental results. Finally,
Section 5 concludes the paper.

2. Related Work

We describe the related work on collaborative SLAMs that use either visual or visual-
inertial sensors. VSLAMSs are broadly classified into two categories, feature-based and
direct methods, and we refer to [13,14] for a detailed description of all types of VSLAMs. Re-
searchers mainly choose feature-based VSLAM:s for collaborative frameworks, as explained
in [15]. Therefore, we restrict our discussion to feature-based VSLAMs.

Multiple collaborative frameworks are present in [16-18], which use the global fused
map to guide the trajectory estimation of UAVs but never share the global map with the
UAVs. Therefore, these systems are limited to 3D scene reconstruction. Choudhary et al. [19]
propose an object-based distributed SLAM system where all agents exchange information
directly among each other and perform all information fusion on-board, without having
a central instance. The relative localization is based on commonly observed pre-trained
objects. Some recent distributed SLAM systems are proposed in [20-23], which focus on
different aspects (e.g., decentralized place recognition, map overlap identification, efficient
distributed loop closure, data exchange, robustness, etc.) of decentralized collaborative
SLAM. However, the challenges with these distributed systems are that participating robots
must be equipped with high computation processing, assurance of data consistency, and
the avoidance of double-counting of information.

Zou and Tan [24] propose CoSLAM, a centralized collaborative monocular SLAM
capable of handling dynamic environments. The major drawback of this system is that
all cameras are synchronized by observing the same scene at initialization. Forster et al.
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propose a collaborative SLAM framework [25] based on the structure from motion pipeline
in a client-server model, but the server never shares optimized information with the agents.
Riazuelo et al. propose C2TAM [26], based on a client-server model where each client
uses PTAM [27] and the server periodically sends back the optimized complete map to
every agent. The system is communication-heavy for a large map in widely distributed
areas. Deutsch et al. present a collaborative framework [28] that allows agents to use
different monocular SLAMs. Each agent is informed only of updates to its local pose
graph by the server and is unaware of sub-maps from other agents. Schmuck and Chli
propose CCM-SLAM [15], a client—server-based collaborative SLAM framework where
each client runs monocular VO on a local map with a fixed number of key frames (KFs)
and does not have any relocalization mechanism after losing the camera track, which is
obvious in a VSLAM scenario. Recently, Richard et al. have presented ORB-Atlas [29], a
multi-map system for a single agent, in which it creates a new sub-map after tracking fails
and merges multiple sub-maps afterwards. The system is not designed for a collaborative
framework. Recently, Ouyang et al. have presented a collaborative framework [30], which
uses a similar design to CCM-SLAM for only UGVs to carry monocular or RGB-D cameras.
The proposed system claims to fuse maps between a monocular camera (without metric
scale) and an RGB-D camera (with scale), but the literature does not provide the mechanism
of such fusion. The proposed system considers each camera as an independent client in
a scenario where a single agent carries multiple cameras, which makes the system more
computationally intensive.

Stefan et al. present an open KF-based visual inertial SLAM (OKVIS) [8] for a single
agent that utilizes non-linear optimization with visual reprojection errors and IMU motion
errors on a sliding window. Tong et al. present a robust corner-feature-based visual
inertial SLAM (VINS-Mono) [31] for a single agent that applies a loosely coupled sensor
fusion initialization but uses pre-integrated IMU measurements before using them for
pose optimization on a sliding window. Recently, Marco et al. proposed a VIO version
of CCM-SLAM, CVI-SLAM [32], for only monocular cameras and used pre-integrated
IMU measurements for the optimization of KF poses. Recently, Campos et al. presented
ORB-SLAMS3 [33], a visual-inertial version of ORB-SLAM?2 [3] with multi-map support for a
single agent. Jialing et al. present a collaborative visual-inertial SLAM [34] using monocular
cameras for an augmented-reality application in which multiple users interact with their
smartphones. The system is designed as a client-server architecture that models the maps
as deformable maps and all the sub-maps in the fused maps are optimized independently
to solve the problem of common map distortion. Patrik et al. recently present a visual
inertial SLAM for centralized collaboration, COVINS [35], which is also designed as a
client-server architecture and is capable of incorporating twelve agents jointly. All these
proposed visual inertial SLAMs show state-of-the-art (S0A) accuracy on open data sets that
are equipped with good IMU sensors. However, no system is adaptable enough to deal
with noisy sensor measurements.

3. Proposed Methodology
3.1. Framework Description

Figure 1 presents the architecture of our proposed framework. Every client robot
is equipped with at least one monocular/stereo/RGB-D camera, an IMU (optional), a
processing unit, a small memory unit, and a wireless module. The central server contains
high-performance computation capabilities along with large storage and wireless communi-
cation capabilities. The system configuration does not assume any specific configuration of
client robots, so any type of UGV or UAV can participate as a client. If IMU is available, any
agent must try to initialize with VIO and continue with VIO if the biases of the accelerome-
ter and gyroscope, gravity direction, and velocities are estimated correctly; otherwise, VO
only estimation follows. In this context, we assume that the environment is feature-rich
and has sufficient illumination.
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Each client runs ORB VO/VIO on the local map, which follows a similar design to
ORB-SLAM2. In the present system, the local map structure is a sparse map, and we have
not considered a dense map formulation on the client in order to avoid high computations.
Therefore, the map structure, the KFs, and map points (MPs) follow similar conventions
to ORB-SLAM2 except for their globally unique numbers. At the beginning, every client
receives a unique client identification number (client ID, e.g., client_1, client_2, etc.) from
the server and initializes a local map. The local map with a fixed number (N) of KFs
represents the immediate vicinity of the client; therefore, clients offload the map structure,
including all KFs and MPs, to the server and delete all old KFs and MPs that are not part
of the local map. To reduce communication overhead, the communication messages are
designed for only visual data types. Therefore, the server map contains only visual data.
The server allocates a separate client manager for every client, which handles the data
management for associated clients. Data management includes receiving new KFs and MPs
from the corresponding client and storing them in the appropriate map stack. The server
sends back past KFs and maps to a client only when the server finds that the client reaches
a place near to a past location and the client’s local map does not contain the past location.
If the client finds any matches with these past KFs, the server executes a loop closer. We use
similar map structures for transmission between a client and the server as in CCM-SLAM.
We incorporate a novel reinitialization procedure with a globally unique map into the
framework when any client experiences track-loss. The server runs all computationally
expensive algorithms, namely intra- and inter-map place recognition, map fusion, and
global bundle adjustment (BA) [36]. The server can include more modules based on its
computing power, e.g., dense map creation [37] and scene graph creation [38,39], to realize
semantic information, but these are not considered in the present work. The present
design makes the collaborative functionalities of the framework heavily dependent on the
server’s performance, and the performance decreases with an increase in the number of
active clients.

Figure 1. CORB2I-SLAM framework architecture.

3.2. Notation

We use C to denote the camera coordinate, W to denote the world coordinate, and B to
denote the body coordinate of the IMU. We use small bold letters to denote vectors and bold
capital letters for matrices. The position and rotation of the world frame W relative to the
i-th camera frame can be described by the rigid body transformation T¢ € SE(3), where
RE, is the corresponding rotation matrix and p¢. is the corresponding translation vector. A

landmark is represented as a 3D point 5 € R? with its image projection as u = 71(3c) where
u e R2
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3.3. IMU Measurements

The IMU frequency is much higher than that of the visual camera; therefore, we
require performing a pre-integration of the IMU measurements between two consecutive
KFs in order to calculate a relative relationship between the consecutive KFs. We use a
manifold-based pre-integration of IMU measurements to transform IMU measurement
data into visual KF constraints, as proposed in [40]. The residual errors from KF k to KF
k 4 1 with this IMU pre-integration model are given in Equation (1).

B B 1
Ap = Rif(ph + ol At — ngAti)
. . aﬁw aﬁw
o g ra By By
—[p5 (b°,0) + pTAS Sb8 + 57 ob*]
Bvg,, = R (0F, — g"At) 1)
avnw ,ﬁw
9 ~8 ~a Bk Bk
— [0, (6°,0") + =g 06 + =200
ARY  =log (R} (%) (aRng 6b8))TREFRY )
B 98 B \UB, ) €Xp b W Byyq

where Apy , Avy and AR}, denote position, velocity, and rotation, respectively, in IMU
body coordinate at the time of KF k. g%, b”, and b® denote the gravity vector in the
world frame, the biases of the accelerometer, and the biases of the gyroscope, respectively.
Symbols ‘¥” and ‘%’ denote the bias estimation at the time of pre-integration of variable ‘x’
and the current estimates of the variable ‘x’, respectively. We refer to [40] for a detailed
explanation of the pre-integration method.

3.4. Tracking (Visual-Inertial and Visual)

We follow the strategy as proposed in CVI-SLAM for the initialization of VIO. In
the present system, we first initialize the VO tracking, where we extract ORB features
from two frames, a reference frame, and the current frame, and estimate their poses either
by homography or by fundamental matrix, a similar approach to ORB-SLAM2. After a
successful initialization, we create a map structure with KFs and MPs, where each of them
is identified with a unique identification number formed with a numerical value and the
client id, for example, a KF id (KF_x, client_y), where x and y are numerical values that
indicate KF’'s number and client number, respectively, and a MP id (MP_z, client_w), where
z and w are numerical values that indicate MP’s number and client number, respectively.
We keep the distance between two consecutive KFs at 5 to avoid large IMU pre-integration.
The visual structure is optimized using BA with 20 KFs and the gyroscope bias is initialized
in a linear least squares fashion. The unknown scaling parameter for the metric scale,
velocity, and gravity directions are estimated linearly and refined. Once we achieve reliable
estimations in all the steps, we assume that the IMU estimation is correct, and we scale the
visual structure, followed by an alignment with the gravity direction. If the initialization
is unsuccessful, we iterate the process and declare the IMU unstable temporarily if the
initialization fails three times consecutively. Subsequently, we continue with pure VO
estimation as described in ORB-SLAM2. The client system continuously checks for a
nonlinear motion of the client using the estimated poses of the KFs from VO. Once the
nonlinear motion is observed, IMU measurements between the selected KFs are collected,
and IMU estimations are reiterated as described in Section 3.3. We continue with VIO
initialization as described above if we achieve stable IMU estimations; otherwise, we
declare the IMU as permanently unstable.

We extract ORB features on every incoming frame and integrate all the IMU measure-
ments accumulated since the last frame to estimate the motion model. This motion model
helps in predicting the pose of the incoming frame, and a guided search is performed
to find 2D correspondences by projecting the 3D map points into the current frame. We
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perform a two-step frame alignment, where the initial alignment is based on the matched
correspondences and further matching correspondences are searched on the frame by
projecting other map points and optimizing the final alignment using motion-only BA on
a local window. Here, we check whether to consider the current frame as a new KF and
store it in the local map. We select the current frame as a new KF if one of the following
conditions is satisfied.

(@) The current frame is 20 frames apart from the last KF.
(b) The current frame observes less than 15 old MPs.
(c) 2D key points cover less than 40% of the image area.

In the case of VO, we follow the process as in underline ORB-SLAM?2, and we select
the current frame as a new KF when one of the following conditions is satisfied.

(@) The current frame is 20 frames apart from the last KF.

(b) The current frame observes less than 70 close MPs.

(c) The current frame observes less than 80% MPs than the last KE.
(d) 2D key points cover less than 40% of the image area.

3.5. VO Pose Consistency

The estimated poses using VIO are computed using measurements from IMU, as ex-
plained in Sections 3.3 and 3.4, where the motion estimation of the agent is guided through
the IMU measurements. Whereas the estimated poses using VO are purely based on visual
features that convey a geometric interpretation. Therefore, poses become erroneous when
visual features are not geometrically rich. Therefore, we evaluate the poses of every frame
with a heuristically proposed verification step to declare that the camera tracking is correct
in the case of VO estimation.

Scene Geometry Consistency: Once the detected points are not geometrically rich enough
to carry a geometric interpretation of the structure, then the estimated pose must be
erroneous. We measure the structural continuity of the reconstructed visual structure to
measure the geometric consistency as first proposed in [4]. We extract edges from the RGB
image and reconstruct the longest edge in 3D using sampled points on the selected edge
and the estimated pose of the frame. Afterwards, we check the depth continuity of the
reconstructed 3D points using their positional coordinates. In this case, we try to extract the
line by fitting a line equation, as explained in [41-43], and consider the 3D line segment as
continuous if all the 3D points satisfy the line equation. The basic assumption is that a line
segment would be continuous in 3D if it is continuous in 2D. Once the depth continuity is
broken, we consider that the pose is not accurate enough for tracking.

Pose Observability: Camera pose observability is first proposed in the ORB-Atlas [29].
We use a modified form of pose observability. Camera pose estimation becomes poor
when the tracked features have a very high depth. The 2D motions of such features on
consecutive images are negligible and thus fail to encode the true motion of the camera.
We therefore use the uncertainty of watching a 3D point s; into a camera Cy as ¥, ¢, . This
uncertainty is proportional to the observational depth of s;, which encodes a higher depth
point with a higher uncertainty of observability.

The estimated six-degrees-of-freedom (DoF) camera pose of the kth frame is Té’k. We
represent the uncertainty of this estimated pose with an unbiased Gaussian vector of
six parameters, p., , which defines the Lie algebra approximation of T¢, around ngk, as
given in Equation (2).

¢ =exp(pe,) @ T,

Pc, = (x,Y,2, wsx, wyrwz) ~ N(O, Covck)
-1

@

Hn
~ T
COUCk ~ (Z ]%i,quj%,',Ck]%i,Ck)
i
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where n map points are visible on camera Cy. Covc, is the covariance matrix that represents
the observability accuracy of camera Cy, and J,,, ¢, is the Jacobian of observability mea-
surement of camera Cy, for point ;. Translation is the most weakly estimated parameter in
most of the cases, as described in the ORB-Atlas, and therefore, we try to obtain an error
estimation of translation only with the diagonal values of Covc,. We consider the camera
tracking to be lost either when we find the number of tracked points below the threshold
or when we find the pose consistency to be very low, as described in Equation (2). Figure 2
shows an example of the utilization of pose consistency evaluation, where Figure 2a shows
the GPS ground truth path on the Google map from the Malaga 07 [44] sequence and
Figure 2b shows the erroneous path estimation using ORB-SLAM2. In Figure 2¢, P3 indi-
cates the position where the SLAM was initialized, moved towards the position P4 (white
path), and took a u-turn, and the pose consistency failed at the position P1 and went into
track-loss mode. The proposed pose consistency prevents the system from continuing
with erroneous pose estimations that can decrease overall accuracy. Section 3.6 further
describes the re-initialization process after losing the camera track and shows the overall
improvement in accuracy for the example in Figure 2.

e

T e Ben | o |

Figure 2. Accuracy improvement using pose-consistency evaluation. (a) The GPS ground truth path
of Malaga 07 data set [44] on Google map. (b) The map generated using ORB-SLAM? [3]. (c) The
merged camera track with our pose-consistency evaluation. White and green show the two individual
camera tracks. (d,e) Magnified views show map fusion accuracy.

3.6. Re-Initialization

A client may lose track of an incoming frame either due to erroneous pose estimation
in VO, as described in Section 3.5, or due to the reduction in the number of 3D-2D matched
features. The client tries to relocalize with its own local map for a small user-defined
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duration, as in many cases we found that a sudden jerk creates track-loss and regains the
track immediately after the jerk. The client goes into a track-loss mode if the client is unable
to regain the track within the specified time. In this scenario, the client is left with two
options: either it can continue trying to relocalize or it can reinitialize from the beginning
and continue. If the client chooses the first option, autonomy is greatly affected because the
client can only start the navigation after the relocalization, and it can impact the completion
time of the entire mission. If the client chooses the second option, autonomy is restored, but
the trajectory would not be continuous and there would be extra overhead to fuse multiple
sub-maps. We opt for the second option, in which our autonomy is unaffected. In the
present system, the client immediately sends a track-lost notification message to the server
with the last KF id of the local map. The server creates a new map structure for that client
in the corresponding map stack upon receiving the track-lost message and waits till the
last KF is received. The server sends an acknowledgment message with the next available
client id to the client immediately after the last KF is received. The client again reinitializes
from the beginning with the new client id and a new local map and continues with VIO or
VO based on its previous configuration. To avoid ambiguity, each local map uses a globally
unique identifier, which is the associated client id. The message flow diagram is shown in

Sensor
Data

_

failed

Figure 3.
. lient R Server
Tracking in Client Robot \\ / - Create a new\
Local Map Tracking _ N Tre_lc_k-lqst ( Recelvg Frac_k- Map
% Relocalize Notification » lost notification

(last KF) (last KF)

Wait for

YES last KF

Reset with new Receive L ( Send
Map id acknowledgement J / | acknowledgement

)

Figure 3. Block diagram of information flow after camera tracking fails.

Let us revisit the example in Figure 2, where the agent goes to the track-loss mode at
position P1, as shown in Figure 2c. The agent is reinitialized at position P2 and continues
tracking. Figure 2c shows the camera track (green path) after the re-initialization. The
agent moves towards position P3, and the map-matching module finds matches between
these two maps when the agent arrives at position P3. The map fusion module (Section 3.8)
merges these two maps, and Figure 2c shows the overlapped regions from position P3 to
position P4. The overall accuracy of our estimated camera track is greatly improved from
the ORB-SLAM?2 estimation, but the camera track becomes discontinuous between positions
P1 and P2. The camera track enhancement and discontinuity are realized pictorially in
Figure 2a—c.

3.7. Map Structure and Optimization

The local map consists of the nearest N number of KFs from the current location of
the camera and is periodically updated by either inserting a new KF or updating the pose
of an old KF, received from the server. Now the local map structure has KFs with two
different types of connected constraints in the case of VO and VIO. We follow a similar
structure as proposed in CCM-SLAM [15] for VO estimation. In the case of VIO, the KFs
have connected constraints with IMU observation between consecutive KFs and covisibility
constraints with common MPs visibilities. The KFs of map structures in the server have
only covisibility constraints. Therefore, when an old KF is inserted into the local map in
the client, it only contains covisibility constraints, and the local BA excludes such a KF for
further optimization. The local BA runs on a local window of a fixed number of KFs, which
is smaller than the local map size to ensure valid IMU constraints within a small boundary.
The global BA on the server is a vision-only, BA where we make the scale fixed when any
contributed client runs VIO.
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3.8. Map Fusion

The place recognizer module uses the ORB-SLAM?2 place-recognition technique and
generates a pair of matched KFs along with the associated matched MPs from two different
maps, either from the same client or from multiple clients. The fusion module is well aware
of each client’s sensors for estimating VIO or VO; therefore, it always fuses maps from a
non-metric scale to a metric scale.

Let us assume F* and F? are the matched KFs from the maps M°® and M. The matched
MPs generate one set of 3D-3D point correspondences from M* to M and two sets of 3D—
2D point correspondences from M? to F¥ and from M? to F*. There can be three situations:
(1) both the maps are in the metric scale, (2) only map M is in the metric scale, and (3) no
maps are in the metric scale.

Case 1: The 3D-3D correspondence set generates a SE(3) transformation [45] Tlﬁf and
the 3D-2D point correspondence sets generate two more SE(3) transformations TZ%Z and

T3ﬁ;, where T3 = (TS%Z)A. Finally, an average SE(3) transformation is formulated
by rotation averaging [46] and translation averaging [47,48].

Case 2: M is only aligned in metric scale, meaning 3D-3D correspondences are not
in the same scale. Therefore, we calculated the scale difference from M?® to M using
Equation (3).

n E d aqd
. 1 5 M M 3)

n ey Emzms

where i is the 3D-3D point correspondence set, and Epx, My denotes the Euclidean distance

between 3D points i and j in map M*. The scaled map M* = sM® and M“ generate a

SE(3) transformation TI%Z similar to the previous case. The 3D-2D point correspondence
sets generate two more Sim(3) [45] transformations, SZ%? and 53%2, and we calculate an
average Sim(3) transformation by rotation averaging and translation averaging.

Case 3: We follow a similar process as proposed in CCM-SLAM.

These calculated transformations in all three cases allow us to create a new map
structure M/, where map M? is inserted after using the transformation and M enters
directly. Both clients obtain access to the fused map M/. Global BA [36] runs after map
fusion. Figure 2c—e show an accurate map fusion using the proposed map fusion module.

3.9. Communication Bandwidth Requirement

Any new KF and MP that is created by a client is shared with the server with the
whole data structure, including 2D features, their feature descriptors, and associated 3D
map points. The average size is 56 KB for a new KF, considering 1000 feature points, and
200 bytes for a new MP. Any retransmission of an old KF or MP between client and server
requires 148 bytes and 52 bytes, respectively, as any retransmission does not send old 2D
feature points. The rest of the communication messages between the server and the client
are of negligible bandwidth because the message passing executes on the occurrence of
any event.

4. Experimental Results

We evaluate CORB2I-SLAM extensively on open sequences (EuRoC [49], Freiburg? [50])
as well as in real autonomy with a total of five experiments. Section 4.1 presents Experiment 1
to show the accuracy of a single agent, and Section 4.2 presents Experiment 2 to show the
map merging accuracy among multiple agents with homogeneous cameras. Section 4.3
presents Experiment 3 and 4 to show the map-merging accuracy among multiple agents
with heterogeneous cameras, and finally, Section 4.4 presents Experiment 5, which shows
the map fusion in real flight. Experiments 1-3 are performed on EuRoC [49] sequences and
Experiment 4 is performed on Freiburg?2 [50] sequences. Every client uses a standard laptop
with an Intel Core i5-5200, four cores @2.2GHz and 4 GB of RAM while executing open
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sequences. The server uses another laptop with an Intel Core i7-8750H, 12 cores @ 2.20 GHz,
and 16 GB of RAM, and we found this server performs without any delay with six active
clients, but it lags once the number of active clients increases further. The real autonomy is
tested on a Tarot drone with an NVidia Jetson TX2 board with an Intel RealSense D435i RGB-D
camera. The server remains the same laptop in real autonomy. The communication is over
a dedicated 4G wireless network. We assign values to multiple parameters experimentally,
where we keep N = 30 KFs in the local map for on-board VIO/VO calculation and 15 KFs for
local BA in all our experiments. The errors are estimated as the Root Mean Square (RMS) of
Absolute Translation Error (ATE) and presented as the average value of 10 executions.

4.1. Experiment 1: Single-Agent Accuracy

We evaluate the basic accuracy of CORB2I-SLAM on a single agent, where CORB2I-
SLAM is evaluated with IMU and without IMU. We calculate the RMS ATE and compare it
with the SoA VIO- or VO-based methods. Table 1 presents the details of the comparisons,
where the values of CVI-SLAM [32] are taken from the author’s publication because of a
closed source. The estimated trajectories are aligned with an SE(3) transformation before
the ATE calculation. The symbol ‘X’ indicates that the open source implementation either
does not support such a configuration or is not present in the author’s publication. Vision-
only CORB2I-SLAM experienced three tracking failures while executing the V203 sequence,
resulting in the creation of new maps. Therefore, the value in Table 1 shows up after
all four maps are merged. The accuracy of CORB2I-SLAM is comparable with that of
SoA. ORB-SLAMB3 [33] shows marginally better accuracy in some cases because of better
loop corrections. The accuracy of CORB2I-SLAM (without IMU) indicates that using an
IMU is not always beneficial, as IMU measurements are noisy in many cases, and the
CORB2I-SLAM framework is adaptive to detect and reject very noisy IMU measurements.

Table 1. The RMS ATE (meter) of single agent for experiments on EuRoC sequences [49]. ‘<, ‘&,
and ‘() indicate monocular, stereo, and IMU usage, respectively. ‘*’ indicates the trajectories are
scaled off-line because the metric scale is not present.

VINS CCM * CVI | ORB-SLAM3 | CORB2I | CORB2I
Data Set | < <= < <0 < &
MHO01 0.120 0.113 0.085 0.036 0.035 0.034
MHO02 0.120 0.089 0.063 0.033 0.034 0.037
MHO03 0.102 0.078 0.065 0.035 0.036 0.036
MHO04 0.155 0.138 0.293 0.051 0.045 0.133
MHO05 0.136 0.129 0.081 0.082 0.059 0.078
V103 0.190 X X 0.024 0.023 0.048
V203 0.220 X X 0.024 0.022 0.129

4.2. Experiment 2: Multiple Agents Map Fusion Accuracy

We evaluate the map fusion accuracy on EuRoC sequences [49], where multiple clients
run in parallel. Table 2 presents a comparative analysis with SoA, where the comparison
shows a good improvement in accuracy with the merged map. This is due to our novel
multi-constrained map fusion approach and a strongly constrained loop-closer correction.
Information sharing among clients helps in more accurate localization. The comparison
clearly shows that accuracy increases in collaboration as compared with the values in
Table 1.
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Table 2. The RMS ATE (meter) of multiple agents for experiments on EuRoC sequences. t indicates
that the sequences are run sequentially because the system is designed for a single agent and the rest
of the symbols have the same meanings as in Table 1.

VINS t | CCM * CVI ORB- CORB2I | CORB2I
SLAMS3 t
Data Set < = < <0 <0 &
MHO01,02 0.159 0.097 0.050 0.035 0.028 0.036
MHO01,02, 0.192 0.092 X 0.037 0.029 0.035
03
MHO01,02, 0.239 0.079 X 0.051 0.034 0.069
03,04
MHO01,02, 0.278 X X 0.086 0.035 0.052
03,04,05

Figure 4 shows the outcome of two experiments pictorially. Figure 4a shows a snapshot
of the first experiment on EuRoC MH04 and MHO05 sequences running VIO on two different
clients (trajectories are in white and green), where white covisibility edges represent KFs
from one client, whereas red covisibility edges show KFs from multiple clients and MPs.
The inlet shows the magnified view of the merged map. Figure 4b shows a snapshot of
the second experiment on EuRoC MHO01 and MHO02 sequences running on two different
clients. The client executing the MHO1 sequence has limited computing power and fails to
track twice due to frame skipping, but reinitializes immediately. The camera trajectories of
sub-maps are shown in white, blue, and purple. CORB2I-SLAM merges all sub-maps.

Figure 4. Snapshots of the CORB2I-SLAM map fusion experiment on EuRoC sequences [49]. (a) Map
fusion among multiple agents. (b) Map fusion in a single agent as well as multiple agents.

4.3. Experiment 3 and 4: Map Fusion with Heterogeneous Sensor

We use two sequences from the Freiburg?2 data set [50] in these experiments where
we run CORB2I-SLAM without IMU integration. Experiment 3 and experiment 4 use
the same data sequences in the clients, but client_1 runs VO on monocular images in
experiment 3 and RGB-D images in experiment 4. Table 3 presents the quantitative details
of these two experiments. The RMS ATE values in our collaborative framework show great
improvement in the case of experiment 3 compared with experiment 4. The reason for the
higher accuracy is early map fusion. The values show that localization estimation improves
a great deal in the case of faster map fusion or information sharing.
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Table 3. Quantitative details for experiment on Freiburg? sequences.

Experiment 3 Experiment 4
Client_1 Client_2 Client_1 Client_2
Sequence fr2/xyz fr2/rpy fr2/xyz fr2/rpy
Sensor Type Monocular RGB-D RGB-D RGB-D
Merging time offset (sec) 31.84 46.27
Single agent RMS ATE (m) 0.002438 0.033917 0.0046 0.033917
CORB2I-SLAM RMS ATE (m) 0.008357 0.034113

4.4. Experiment 5: Map Fusion on Real Autonomy

We use one Tarot drone in the outdoor and navigate using preset GPS way points.
We found the GPS point-based navigation to be quite erroneous; therefore, ground-truth
verification was excluded. Two clients run sequentially on a single drone. The start
coordinates of the two sequences were kept 3 meters apart, and each trajectory was about
55 meters long. In this experiment, we evaluate the proposed adaptive VIO- or VO-selection
mechanism. We use a noisy mem-based IMU to test the framework, where the IMU based
initialization is unsuccessful every time and continues with monocular VO. Here, we
choose monocular instead of RGB-D because of the long-range depth, which is beyond the
depth-sensing range of RealSense D435i. The camera tracking fails multiple times for both
the clients due to fast rotation, but the clients are reinitialized. The framework is able to
fuse the sub-maps of client_2 with the biggest sub-map of client_1 after 11.3 seconds of
client_2 execution. Figure 5 shows the intermediate trajectories and the fused trajectories
with MPs.

Figure 5. Test on real autonomy: Each column shows the camera view and corresponding map.
(a,c) show camera views of client_1. (e,g) show camera views of client_2. (b,d) show the camera
trajectories of client_1. (f) shows the camera trajectories of client_1 and client_2 before fusion.
(h) shows the entire fused map of client_1 and client_2.

4.5. Execution Time

We evaluate CORB2I-SLAM execution on EuRoC MHO01 to MHO04 sequences. The
on-board execution of any client is independent of the total number of participating clients;
therefore, the execution time is similar for single and multiple clients. The tracking thread
takes on average 36 ms, the mapping thread takes 240 ms to 245 ms, and communication
takes about 0.28 ms. Server performance changes with the number of KFs to be processed for
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an operation. Figure 6 shows the average execution time for computing the transformation
for a loop closing and map merging.
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Figure 6. The server execution time against a given number of KFs to be processed. The values are
tested on EuRoC MHO01 to MH04 sequences with an average of 5 executions.

5. Conclusions

We present a novel architecture of a centralized collaborative SLAM framework for
heterogeneous vision sensors and inertial sensors. In this centralized architecture, client
robots are considered with limited computation capabilities and a central server with
higher computation capabilities. The framework allows the clients to run either VO or
VIO independently without any server dependency, and it is designed to adapt to detect
noisy inertial sensors and exclude them in pose estimation. We proposed a new criterion
to estimate the accuracy of poses and reinitialize with a sub-map in the case of tracking
being inaccurate. The sub-maps can be fused into a single map once a match is found
among multiple maps. We also propose a novel map-merging procedure between a non-
metric scale map and a metric scale map that produces better accuracy compared to SoA
techniques. We evaluate our proposed framework extensively on open data sets as well as
in real flight and show better accuracy. The CORB2I-SLAM may not have better accuracy
on sudden illumination changes or low-light conditions. We keep such enhancements in
the scope of future work.
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