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Abstract: Due to outstanding feature extraction ability, neural networks have recently achieved
great success in sentiment analysis. However, one of the remaining challenges of sentiment analysis
is to model long texts to consider the intrinsic relations between two sentences in the semantic
meaning of a document. Moreover, most existing methods are not powerful enough to differentiate
the importance of different document features. To address these problems, this paper proposes
a new neural network model: AttBiLSTM-2DCNN, which entails two perspectives. First, a two-
layer, bidirectional long short-term memory (BiLSTM) network is utilized to obtain the sentiment
semantics of a document. The first BiLSTM layer learns the sentiment semantic representation from
both directions of a sentence, and the second BiLSTM layer is used to encode the intrinsic relations
of sentences into the document matrix representation with a feature dimension and a time-step
dimension. Second, a two-dimensional convolutional neural network (2DCNN) is employed to
obtain more sentiment dependencies between two sentences. Third, we utilize a two-layer attention
mechanism to distinguish the importance of words and sentences in the document. Last, to validate
the model, we perform an experiment on two public review datasets that are derived from Yelp2015
and IMDB. Accuracy, F1-Measure, and MSE are used as evaluation metrics. The experimental
results show that our model can not only capture sentimental relations but also outperform certain
state-of-the-art models.

Keywords: sentiment analysis; bidirectional LSTM; 2DCNN; attention mechanism

1. Introduction

Sentiment analysis is an essential research topic in natural language processing (NLP).
It can be used to analyse the emotional tendencies of people by classifying reviews and
opinions regarding products or services [1]. It has been widely employed in economic
analysis, online social networks, and other areas. Text sentiment analysis is important and
interesting research as it can help companies and sellers understand what users and buyers
feel about their products and services and whether consumers like their products and
services. Thus, it can help users and buyers identify business opportunities [2]. Moreover,
the analysis of the comments and opinions of internet users helps governments control
the development of social events and understand public opinion so that corresponding
measures can be taken [3,4]. Document-level comment text exists on various platforms,
including e-commerce, forums, blogs, etc., with a wide range of platforms and obvious
positive and negative emotional tendencies [5]. Therefore, the analysis of the sentiment
orientation of document-level comment text is highly practical.
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The sentiment analysis of text can be divided into three categories, namely, the phrase
level, sentence level, and document level [6]. According to the sentiment tendency of fea-
tures, sentiment classification can easily be performed on the phrase and sentence levels [7].
However, it is difficult to classify document level datasets as the sentiment semantics and
the dependency between two sentences need to be considered [8]; therefore, it is neces-
sary to research document-level sentiment analysis. Traditional document-level sentiment
analysis approaches are mainly based on sentiment lexicons and machine learning [9].
The methods based on sentiment lexicons mainly combine the sentiment inclination and
intensity of words with corresponding rules to analyze the sentiment tendency of the
text. However, these approaches require considerable manpower, and sentiment lexicons
are unable to cover every area [10]. Machine learning methods mainly perform feature
selection and train data to construct a classification model. However, these methods can be
influenced by the quality of the annotated corpus and involve considerable labor costs.

With the rapid development of deep learning, methods based on neural networks
have been widely employed in NLP. Compared with traditional machine learning methods,
deep learning approaches do not require the construction of sentiment lexicons or manual
feature engineering. These approaches automatically extract deep abstract features from
text. Moreover, they have obvious advantages in terms of the construction of a classification
model and effect optimization.

The recurrent neural network (RNN) [11] and convolutional neural network (CNN) [12]
are current mainstream neural network methods in text sentiment analysis tasks. RNN
has important applications in text sentiment analysis as it contains the temporal relation
of input information. RNN can flexibly explore long input sequences and obtain text
representations. Moreover, RNN can covert a text into vectors composed of feature vectors
and sequence dimensions. LSTM [13] is a development of RNN with a memory unit and
gate mechanism that solves the problem of long short-term dependencies and addresses
the issue of gradient disappearance and gradient explosions in RNN [14]. CNN [12] ap-
plies 1D convolution to perform feature mapping and 1D pooling operation to obtain
a fixed-length output, which can effectively perform text classification and enable the
extraction of features between two adjacent words. Xu, J. [14] proposed cached LSTM
neural networks to conduct document-level sentiment analysis. Tang [15] proposed the
LSTM-GRNN model to store long-distance document information in sentiment analysis,
and Rao et al. [16] proposed the SR-LSTM model with two hidden layers that removes
sentences with less sentiment polarity in document-level sentiment analysis. However,
none of these models are able to capture the intrinsic relations between two sentences or
distinguish the importance of different sentences.

Although these deep learning models have achieved impressive results, there is still
ample room for improvement. First, the 1DCNN is unable to capture long distance de-
pendencies, so it may disregard many context relations between two sentence features.
Although CNN effectively perform text classification, the task of sentiment analysis is not a
simple issue of text classification because of the author’s emotion reflected in the text. Sec-
ond, LSTM can only scan sequences in one direction and is unable to synchronously access
both past information and future information, hence, it may lack some long-term depen-
dencies of sentences. Third, each word in a sentence, and each sentence in a document has
different sentiment semantic contributions. The sentiment polarity of a document is often
determined by certain key sentences, and the sentiment polarity of a sentence is usually
determined by certain sentiment polarity words, such as positive and negative words [17].
Therefore, we should not consider all parts of a document to be equally important.

To address the above problems, this paper proposes a novel model named AttBiLSTM-
2DCNN, which is a combination of a two-layer bidirectional long short-term memory
network and a two-dimensional convolutional neural network to address document-level
sentiment analysis with Attention mechanisms. First, the first bidirectional long short-term
memory (BiLSTM) layer learns sentence sentiment representations from word embedding
in both the forward direction and backwards direction of a sequence. The second BiL-
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STM layer is used to obtain a document representation that has time-step and feature
dimensions from these sentence sentiment representations. During this step, word-level
and sentence-level attention mechanisms are utilized to distinguish the different contribu-
tions of words and sentences in the document. To capture more sentiment features, the
model utilizes a two-dimensional convolutional neural network (2DCNN), which performs
two-dimensional convolution and two-dimensional mean pooling operations. High-level
document sentiment representations are obtained using the 2DCNN and are employed for
document sentiment analysis.

The contributions of this study include the following three aspects:

1. This study proposes a combined framework in which the two-layer bidirectional
LSTM captures long-term dependencies and sentiment semantic information in words
and sentences from forward and backwards directions with two hidden layers. More-
over, the 2DCNN can extract more local contextual features to obtain high-level
document sentiment representations.

2. This paper introduces word-level and sentence-level attention mechanisms. Com-
pared with no attention mechanisms or just a one-layer attention mechanism, these
mechanisms can enhance the importance of sentiment polarity words and focus on
important sentences to promote the performance of text sentiment analysis.

3. The experimental results show that the model achieved better performance than cer-
tain state-of-the-art models on two document-level public review datasets (Yelp2015
and IMDB).

Our study is structured as follows: Section 2 retrospectively reviews the previous
studies of sentiment classification. Section 3 focuses on the model architecture. Section 4
describes the experiments and analyses the empirical results. Conclusions are summarized
in Section 5.

2. Related Work

It is widely appreciated that sentiment classification is an essential research topic in
NLP and has made great achievements. Machine learning methods have been utilized
in a number of previous studies [18–20]. However, with the development of the neural
network method, neural networks have been used in sentiment classification by many
researchers [12–15] because they achieve higher accuracy than traditional methods (e.g.,
machine learning). Therefore, the neural network method is selected as the experimental
method in this paper. Details regarding neural networks and traditional machine learning
methods are discussed in this section.

2.1. Traditional Methods

Lexicon-based methods use sentiment dictionaries and a series of relevant linguistic
rules to label the sentiment polarity of words. They obtain the sentiment tendency of the
document according to the total sentiment polarity [21].

Machine learning-based methods rely on classifiers that are trained by labelled text.
Pang [18] et al. obtained film comment sentiment classification by a machine learning-based
method and used the SVM, NB, and maximum entropy (ME) to show the performance of
different classifiers. When using the support vector machine, the Unigram word feature
and BOOL feature weight, relatively high classification accuracy was achieved. Agar-
wal et al. [22] conducted experiments on film and commodity comments, and the results
showed that the Boolean polynomial NB classifier had higher classification accuracy and a
shorter running time than the SVM classifier.

2.2. Deep Learning Methods

It is commonly acknowledged that CNN and RNN are two kinds of deep learning
methods. These two methods have been applied to extract sentiment features and to obtain
document representations in a large number of studies [23–30]. The details of these two
methods are described as follows.
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CNN-based approaches: The CNN is a development method in computer vision.
With the development of NLP, CNN has been employed to extract semantic features. In
addition, CNN differs from computer vision in that it consists of 1D convolution and
1D pooling layers. Yoon Kim [12] used the CNN with word2vec in sentence sentiment
classification. Zhang et al. [23] suggested that a CNN based on rule optimization and
critical learning can improve the accuracy of sentiment classification. Kalchbrenner [24]
proposed a dynamic DCNN that utilizes a k-max pooling operation. Zhang et al. [25]
were able to simultaneously process context and model the context multiple times using a
multilayer CNN. Feng et al. [26] separately combined word features with parts of speech
features, dependency syntax features, and position features to form three new combined
features, and they inputted them into the multichannel CNN.

RNN-based approaches: The RNN is a very popular model in NLP as it can more
effectively process variable length sequences due to its complex structure. LSTM is an
extension of the RNN, which was first suggested by Hochreiter [13]. This model can solve
the following three problems that the RNN cannot solve: long-short term dependency,
gradient explosion, and disappearance. Xu et al. [14] proposed cached LSTM, which can
store information in the sequence far from the current position. The accuracy of Tree-LSTM
was found to be better than certain LSTM baseline methods, which was proposed by
Tai et al. [27]. However, the limitations of this method are its dependence on the parse
tree structure and many phrase-level annotations. Rao et al. [16] proposed an SR-LSTM
model with two hidden layers which remove sentences with less sentiment polarity in
document-level sentiment analysis. Li et al. [28] proposed a sentiment classification method
based on LSTM with a self-attention mechanism and multichannel features.

Hybrid neural networks approaches: Some researchers combined two network archi-
tectures to perform text sentiment classification [29]. A combined model involving LSTM
and CNN was proposed by Kim et al. [30], which was shown to improve the sentiment
analysis performance. Rhanoui et al. [31] proposed a combination of CNN and BiLSTM
models with Doc2vec embedding. Tang [15] proposed a combined model, LSTM-GRNN,
for document sentiment classification. First, a layer of CNN or LSTM was utilized to
learn sentence-level representations from word embedding. Second, he adopted a gated
recurrent neural network (GRU) to encode semantic information from sentences to obtain
document vector representation. Last, a softmax classifier was utilized to categorize the
polarity of the document.

In RNN, an attention mechanism was used to achieve excellent results. Liu et al. [32]
introduced a model that combines aspect classification and an attention mechanism with
the premise of adding aspect information to content attention. Zhou [17] proposed the
method of cross-language sentiment classification with a hierarchical attention mechanism,
which distributes the attention mechanism to words and sentences. A multi-sentiment-
resource enhanced attention network (MEAN) method was proposed by Lei et al. [33].
This method combines intensity words, sentiment lexicons, and negation words with the
attention mechanism to perform sentiment classification. The model can more effectively
classify emotions by using different emotion-related information. Bhuvaneshwari et al. [34]
proposed a Bi-LSTM self-attention model, which applied an attention mechanism to capture
n-gram features and sets different weights between words and sentences.

Despite the success of the approaches described above, we can conclude that these
methods are proposed with a layer of LSTM or generic combination approaches of two
neural networks. As a comparison, first, our method proposes bidirectional LSTM with
two hidden layers. The difference is that BiLSTM can learn the dependences of the context
from the forward and backwards directions. Using the structure of two-layer BiLSTM, we
can extract more specific semantic information than when using standard LSTM. Second,
the 1DCNN, which simply applies 1D convolution and 1D max pooling on the document
matrix, may ignore the dependencies between features on feature dimensions and de-
stroy the structure of the feature representation. Therefore, we use 2D convolution and
2D pooling operations to capture more local meaningful features. Third, we utilize the
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attention mechanism at the word-level and sentence-level. Compared with the use of
either no attention mechanism or a one-layer attention mechanism, it is shown that our
model could distribute different weights to words and sentences and focus on important
sentiment information.

3. AttBiLSTM-2DCNN Model

Details regarding the AttBiLSTM-2DCNN model are introduced in this section. The
architecture of our model, which involves the following three parts, is shown in Figure 1.

Figure 1. Structure of the AttBiLSTM-2DCNN.

Document Representation Module: We utilize bidirectional LSTM to obtain sentiment
semantics. First, a layer bidirectional LSTM and a word attention mechanism are utilized to
obtain sentence vector representation. Second, we obtain document matrix representation
from sentence vector representation by utilizing the second layer bidirectional LSTM and a
sentence attention mechanism.

Two-dimensional Convolution Block: This block contains a two-dimensional convolu-
tion operation and a two-dimensional mean pooling operation.

Output layer: A softmax classifier is utilized to divide the document sentiment repre-
sentation that is obtained by this layer.

3.1. Document Representation Module

This part of the architecture is used to obtain sentence-level sentiment representation
and document-level sentiment representation by using two layers of bidirectional LSTM,
where the first layer obtains sentence sentiment representations based on GloVe, and
the second layer acquires document-level sentiment representations from these sentence
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representations. The importance of words and sentences is distinguished using a two-layer
attention mechanism, which could suppress unnecessary words and sentences.

3.1.1. LSTM

Our model utilizes LSTMs to obtain the document matrix representation, which can
record long-term information through memory cells and solve gradient disappearance or
explosion caused by long-term dependencies.

Figure 2 shows the LSTM neural network model. i, o, c, and f are the input gate,
output gate, memory cell, and forget gate, respectively. ht−1 is the output value at time-step
t − 1. The formula of LSTM can be shown as follows:

it = σ(Wixt + Uiht−1 + bi) (1)

ft = σ
(

W f xt + U f ht−1 + b f

)
(2)

ot = σ(Woxt + Uoht−1 + bo) (3)

c̃t = tanh(WCxt + Ucht−1 + bc) (4)

ct = ft ∗ ct−1 + it ∗ c̃t (5)

ht = ot ∗ tan(hct) (6)

where σ represents the logistic sigmoid function, and it, ft, ot, ct, and ht are the input gate,
forget gate, output gate, memory cell, and output value at time-step t, respectively. The
values of the gating vectors it, ft, and ot are in [0, 1]. ∗ is the multiplication operation. b
represents bias, and htεRh, Wi, W f εRH×d. bi, b f , bo, bcεRH , and Ui, U f , Uo, UcεRH×H . H
and h represent the dimensionality of the hidden and input layers.

Figure 2. Structure of LSTM.

3.1.2. BiLSTM-Based Word Representation

Assume that a document is constructed of M sentences si, that T words create a
sentence, that wit is the tth words of the ith sentence, and that t ∈ [1, T]. First, each
word in a sentence is embedded by the embedded matrix into a low dimensional vector
representation. xit is the vector representation that is the tth word in the ith sentence.
Embedded learning algorithms such as Word2Vec [35], GloVe [36], or FastText [37] can
pre-train an embedded matrix on the corpus. In our model, GloVe is used to obtain the
grammatical relevance and semantics between two words. As BiLSTM can obtain more
context information than LSTM, this paper employs a layer of bidirectional LSTM (BiLSTM)
to obtain the sentence representation by exploring the semantic information between two
words. BiLSTM contains two LSTMs in opposite directions. The forward LSTM studies
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a sentence from the beginning to the end, while the backward LSTM is the opposite. The
BiLSTM form is expressed as follows:

−→
hit =

−−−−→
LSTM (xit), tε[1, T] (7)

←−
hit =

←−−−−
LSTM (xit), tε[T, 1] (8)

The annotation and semantics of wit are obtained by integrating
−→
hit with

←−
hit , which is

hit = [
→
hit ⊗

←
hit].

3.1.3. Sentence Representation with Word Attention

In general, different words have different levels of importance in a sentence. Certain
sentiment polarity words are decisive factors in determining the sentiment polarity of
a sentence. The structure of the attention mechanism is shown in Figure 3. Words are
attributed different weights in a sentence.

Si = ∑T
t=1 αihi, iε[1, M] (9)

where αit is the weight of the tth word in the ith sentence. To compute αit, first, we obtain
eit which is a hidden representation of hit:

eit = f (WShit + bs) (10)

where f is a nonlinear transformation function, WS is a weight matrix and bs is a bias term.
Second, the weight αit is computed as follows:

αit =
exp(eit)

∑t exp(eit)
(11)

Figure 3. Structure of word-level attention. The word embedding hit is sequentially put into a neural
network BiLSTM, αit are weights for hit, and Si is the sentence vector computed by weighting words.

3.1.4. Document Representation with Sentence Attention

A BiLSTM layer is utilized to obtain the document vector representation from the
sentence vector representation, which could obtain more sentiment semantic information.
The sentence representation si is inputted to the second BiLSTM layer to obtain document
semantic representation in two directions, and the corresponding form can be expressed
as follows:
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−→
hit =

−−−−→
LSTM (si), iε[1, M] (12)

←−
hit =

←−−−−
LSTM (si), iε[M, 1] (13)

The annotation and semantics of si are obtained by integrating
−→
hit with

←−
hit , which is

hi = [
→
hi
⊕ ←

hi]. Similarly, sentence-level attention is utilized to allocate different weights to
different sentences. The document matrix representation is formed by the weighted sentence
vectors and preserves richer sentiment semantic information regarding the document:

swi = αihi, iε[1, M] (14)

where αi represents the weight of the ith sentence in the document. First, we calculate ei
which is a hidden representation of hi:

ei = f (Wshi + bs) (15)

where f is a nonlinear transformation function, WS is a weight matrix, and bs is a bias term.
Second, the weight αi of sentence si is computed as follows:

αi =
exp(ei)

∑i exp(ei)
(16)

A document matrix is constructed with a weighted sentence sentiment feature vector
and can be represented as follows:

D = [sw1;sw2;. . .; swM], swiεRd (17)

where M represents the time-step dimension and d denotes the feature dimension.

3.2. Two-Dimensional Convolution Module

To obtain the dependencies between two sentence features, our model utilizes 2DCNN
in this section. As the document matrix representation can capture the sentiment seman-
tics of a document, we consider it to capture the longer context and the compositional
information of the document, similar to a 2D ‘image’, so we can utilize a two-dimensional
convolution block to capture more useful information.

3.2.1. Two-Dimensional Convolution Layer

Considering that each sentence contains d feature units, document sentiment repre-
sentation D = [sw1; sw2;. . .; swM] with DεRM×d is a two–dimensional ‘image’ containing
M*d features. We use convolution filters gkεRk1×k2 to execute 2D convolution operations
and each filter size has N filters. We apply gk to capture sentiment dependencies between
two sentence features. For the nth filter, feature Oi,j is produced by the vector window
Di:i+k1−1, j:j+k2−1 by:

on,k
i,j = f

(
gn

k ·Di:i+k1−1, j:j+k2−1 + bn,k
i

)
(18)

Iε[1, M− K1 + 1], jε[1, d− K2 + 1], · is a dot product operation, bn,k
i εR is a bias term,

and f is a nonlinear transfer function, so we adopt tanh. The model applies Filter gk to
generate the feature map in matrix D:

On,k =


On,k

1,1 · · · On,k
1,d−k2+1

...
. . .

...
On,k

M−k1+1,1 · · · On,k
M−k1+1,d−k2+1

 (19)
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where On,kεR(M−k1+1)×(d−k2+1). N convolution filters produce N feature maps; we use
them to learn semantic features. Filter gk can generate a three-dimensional feature map:

Ok =
[
O1,k, O2,k,. . ., ON,k

]
(20)

where OkεR(M−k1+1)×(d−k2+1)×N . The feature dimension size is (M− k1 + 1)× (d− k2 + 1)
and the size of the channel dimension is N. The size of the convolution filters could be
changed to obtain more feature semantic information.

3.2.2. Two-Dimensional Pooling Operation

We use a 2D mean pooling operation to diminish and fix the feature map dimension.
Given the feature map On,kn

of Okn
with On,kn

εRA×B, we apply a 2D mean pooling operation
pεRp1×p2 in the windows of On,kn

to obtain the average value:

pn,kn

i,j = average
(

On,kn

i:i+p1,j:j+p2

)
(21)

where average(·) is a 2D mean-pooling function, iε[1, 1 + p1,. . ., 1 + A− p1] and
jε[1, 1 + p2,. . ., 1 + B− p2]. The pooling result from On,kn

is:

pn,kn
=


pn,kn

1,1 · · · pn,kn

1,1+B−p2
...

. . .
...

pn,kn

1+A−P1,1 · · · pn,kn

1+A−p1,1+B−p2

 (22)

where pn,kn
εR(1+A−p1)×(1+B−p2) and the complete feature map pkn

=
[

p1,kn
, p2,kn

,. . ., pN,kn
]

with pkn
εR(1+A−p1)×(1+B−p2)×N .

3.3. Output Layer

The output layer obtains high-level document representation, which is a 1D vector v
transformed from the 2D feature map pkn

. A so f tmax classifier layer is utilized to classify
the vector v and to predict the sentiment polarity y:

p(y|s) = so f tmax(Wsv + bs) (23)

Cross-entropy is employed as the train target, and we minimize it. Avoiding overfit-
ting, we adopt L regularization for all parameters and L is computed as follows:

L = −∑tεT ∑K
i=1 groundi·log(pi(t)) +

λ||θ||2

2
(24)

where T represents the training documents, K represents the class number of target
classes, i represents the class index, t is a document, and p(t) represents the distribution
of the projected sentiment. By using L, the aim is to minimize the cross-entropy error of
groundεRK and p(t).

4. Experiments

Based on the proposed model (BiLSTM-2DCNN and AttBiLSTM-2DCNN), the results
of two datasets for document-level sentiment classification and the effect of different filter
window sizes are presented in this section.

4.1. Dataset and Experimental Setup

This paper selected two common datasets, namely, IMDB (http://www.imdb.com/
(accessed on 15 January 2018)) and Yelp 2015 (http://www.yelp.com/dataset_challenge
(accessed on 15 January 2018)). IMDB is a movie review dataset and Yelp 2015 is a restaurant

http://www.imdb.com/
http://www.yelp.com/dataset_challenge
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review dataset. Both datasets can be publicly accessed. Table 1 describes the statistical
features of the above two datasets. These two datasets were classified into three parts,
namely, a training set, validation set, and testing set, respectively, with 80/10/10, Sens/D,
and Ws/D represent the average number of sentences and words in each document. The
train size is the number of documents in the training set. The valid size is the number of
documents in the validation set. The test size is the number of documents in the testing set.

Table 1. Statistical features of the IMDB and Yelp 2015 datasets.

Dataset Sens/D Ws/D Train Size Valid Size Test Size

IMDb 14.02 325.6 25,001 2426 2302

Yelp 2015 8.97 151.9 38,019 3725 4005
Note: Sens/D and Ws/D represent the average number of sentences and words in each document.

To realize better performance, we utilize 300-dimensional GloVe [36] as pretrained
word embedding. To learn the dependent features in the 2D convolution operation and
to conduct a comparative experiment, the window size of the filters is set to (3,3), (4,4),
and (5,5) with 200 feature maps. Adagrad [37] is selected as an optimizer. The batch sizes
of IMDB and Yelp 2015 are 128 and 64, respectively. We use a dropout operation with a
dropout rate of 0.4 for the word embedding and 0.3 for the BiLSTM layer, and we also
employ the L2 penalty with a coefficient of 10−5 over the parameters. According to the
average number of sentences in IMDB and Yelp 2015 in Table 1, the maximum number of
sentences of IMDB and Yelp 2015 are set to 15 and 9, respectively.

4.2. Evaluation Parameters

It is commonly appreciated that accuracy is a standard metric used to evaluate the
overall sentiment analysis performance [38–42]. According to the research by Pei et al. [41],
Rao et al. [16], and Behera et al. [43], this paper adds two evaluation parameters (F1-
Measureand MSE) to evaluate the performance of sentiment analysis. Finally, we employ
Accuracy, F1-Measure, and MSE to assess our model in this paper. There are four compo-
nents that comprise different evaluation parameters.

• True Positive (TP): The number of positive labelled reviews is predicted to be positive.
• False Positive (FP): The number of negative labelled reviews is predicted to be positive.
• True Negative (TN): The number of negative labelled reviews is predicted to be negative.
• False Negative (FN): The number of positive labelled reviews is predicted to be negative.

1. Accuracy is defined as the fraction of samples that are predicted correctly.

Accuracy =
TP + TN

TP + FP + TN + FN

2. Recall is defined as the ratio of true positive predictions to the total number of actual
positive samples.

Recall =
TP

TP + FN

3. Precision is defined as the ratio of true positive predictions to the total number of
positive predictions.

Precision =
TP

TP + FP

4. F1-Measure is the harmonic mean of Precision and Recall.

F1−Measure =
2 ∗ Precison ∗ Recall

Precison + Recall
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5. The mean squared error (MSE) is a good measure of the average error. The smaller
the MSE values are, the better the model predicts the experimental data.

MSE =
∑N

j
(
standardj + predictedj

)2

N

4.3. Baseline Models

To compare the accuracy of different models, certain traditional machine learning
methods and neural network methods were employed to conduct the experiment (shown
in Table 2).

Table 2. Result of our model against certain competitive models on IMDB and Yelp. Accuracy (higher
is better), F1-Measure (higher is better), and MSE (lower is better) are evaluation metrics.

Model
IMDB Yelp2015

Accuracy F1-Measure MSE Accuracy F1-Measure MSE

NB 0.394 0.392 4.21 0.613 0.607 0.73

SVM 0.409 0.406 3.53 0.598 0.603 0.81

CNN 0.376 0.369 3.82 0.623 0.626 0.59

LSTM 0.410 0.412 3.23 0.617 0.619 0.67

BiLSTM 0.430 0.433 2.67 0.642 0.647 0.55

LSTM-GRNN 0.453 0.447 2.42 0.676 0.679 0.49

SSR-LSTM 0.455 0.450 2.25 0.678 0.681 0.48

BiLSTM-2DCNN 0.478 0.469 2.14 0.698 0.701 0.43

AttBiLSTM-2DCNN 0.483 0.486 2.10 0.705 0.709 0.40

NB [18] is a common traditional machine learning algorithm that uses bag-of-
words features.

SVM [44] utilized bag of words as features to train the classifier.
LSTM [13] is a development of the RNN, including memory cells and three gat-

ing mechanisms.
BiLSTM [35] contains two LSTMs in opposite directions: the forward LSTM reads from

the head to the end of a text, and the backwards LSTM reads from the opposite direction.
CNN [12] utilized word embedding to pretrain words and was first proposed by Kim

for use in sentiment classification.
LSTM-GRNN [15] utilized a layer of CNN or LSTM to obtain the sentence repre-

sentation and adopted a layer of GRNN to obtain document representation from sent
ence representation.

SSR-LSTM [16] utilized a layer of LSTM to obtain sentence representation and then
used a layer of LSTM to obtain a document vector representation by encoding the sentence
representation. When setting the number of input sentences to the maximum, the sentence
representations can reserve important sentences.

4.4. Results

Table 2 presents the experimental results of the above two databases. The performance
of the model is evaluated using accuracy (higher is better), F1-Measure (higher is better),
and MSE (lower is better). The results of certain based methods were referenced from
previous studies [13,18,35,41], and we obtained other methods’ results through experiments.
Based on the results in Table 2, multiple findings are obtained.

There are two methods in our paper: BiLSTM-2DCNN and AttBiLSTM-2DCNN.
BiLSTM-2DCNN is a combined neural network using 2DCNN on document matrix repre-
sentation, which is obtained by bidirectional LSTM. AttBiLSTM-2DCNN adds an attention
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mechanism at the word and sentence levels based on BiLSTM-2DCNN. We observe that
AttBiLSTM-2DCNN achieves perfect accuracy, F1-Measure, and MSE on two datasets,
achieving accuracies of 48.3% and 70.5% in IMDB and Yelp2015, which means it outper-
forms the best baseline model, SSR-LSTM, by 2.8% and 2.7%, respectively.

Compared with NB and SVM, our two methods (BiLSTM-2DCNN and AttBiLSTM-
2DCNN) have better accuracy, F1-Measure, and MSE value. The probable cause is that
machine learning methods depend on the quality of the annotated corpus and labour costs.
However, neural network methods can automatically learn deep features from the data, so
they display better performances in sentiment classification.

Our two methods (BiLSTM-2DCNN and AttBiLSTM-2DCNN) perform better than
the simple neural network methods, e.g., CNN, LSTM, and BiLSTM, and better than the
combined models, e.g., LSTM-GRNN and SSR-LSTM, probably because our methods use
bidirectional LSTM to capture more dependencies among the context features from the
forward and backwards directions than many models that only work in a single directional.
This also indicates that the two-layer BiLSTM can extract more specific semantic information
than the standard one-layer BiLSTM.

In terms of whether the attention mechanisms should be used, AttBiLSTM-2DCNN is
shown to achieve 48.3% and 70.5%, which outperforms BiLSTM-2DCNN by 0.5% and 0.7%
on IMDB and Yelp 2015, respectively. This indicates that using an attention mechanism
at the word and sentence levels can enable the network to focus on important sentiment
information and ignore unimportant information, which could improve the performance
of sentiment analysis in a document.

4.5. Effect of Filter Window Size

To achieve better performance, we explore the effect of the size of the 2D convolution
filter window, considering sizes of 2 × 2, 3 × 3, 4 × 4, 5 × 5, 6 × 6, and 7 × 7. The
results are shown in Figure 4, and this analysis is conducted using both datasets and uses
AttBiLSTM-2DCNN with feature maps of 200.

Figure 4 shows that the two datasets have different optimal filter window sizes. The
Yelp2015 dataset could achieve the best properties when the filter size is 4, and the F1-
Measure decreases when the size is away from 4. This probably because if the size is less
than 4, the model cannot capture enough sentiment semantic information and relevant
dependencies between two sentence features. Furthermore, the model may bring too much
redundant information when the size is too large. As IMDB contains more sentences than
Yelp 2015 (shown in Table 1), the optimal filter window of IMDB is larger than Yelp2015,
with a value of 5.

Figure 4. Cont.
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Figure 4. Effect of filter window size.

5. Conclusions

This paper proposes two new neural network models (BiLSTM-2DCNN and AttBiLSTM-
2DCNN) to classify the sentiment of documents. BiLSTM-2DCNN is a model that combines
two-layer, bidirectional LSTM, and a 2DCNN. First, the approach encodes the sentiment
semantics and relationships in a sentence into a low-level document matrix representation.
Second, we utilize the 2DCNN to investigate the dependencies of sentences in the document
representation. AttBiLSTM-2DCNN adds an attention mechanism to allocate different
weights to words and sentences based on their contributions. We conduct our experiment
on the IMDB and Yelp 2015 datasets. The experimental results indicate that our models
are efficient and outperform certain other models. This finding further proves that (1)
the simple deep learning methods (CNN and LSTM) cannot improve the performance of
sentiment analysis, while by combining two neural networks, more sentiment semantic
information can be obtained, (2) compared with the 1DCNN, the 2DCNN can obtain a
more dependent relationship between two sentences, which can increase the accuracy of
the method, and (3) distributing different weights to different words and sentences can also
improve the sentiment analysis performance.
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