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#### Abstract

Quantum-dot cellular automata is a novel nanotechnology that has the advantages of low energy dissipation, easy integration, and high computing speed. It is regarded as one of the powerful alternative technologies for the next generation of integrated circuits because of its unique implementation concept. In this paper, two XOR/XNOR gates are proposed. Level-sensitive T flip-flops, negative edge-trigger T flip-flops, two-to-one multiplexers, reversible gates, and $(8,4)$ polar encoders are implemented based on these two proposed logic gates. Simulation results show that, compared with the existing level-sensitive T flip-flops, the second proposed level-sensitive T flip-flop has fewer cells and lower energy dissipation; compared with the best $(8,4)$ polar encoder, the cell count and area of the second proposed $(8,4)$ polar encoder are decreased by $13.67 \%$ and $12.05 \%$, respectively. The two XOR/XNOR gates have a stable output and low energy dissipation, which can be flexibly designed into complex quantum-dot cellular automata circuits.
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## 1. Introduction

The exponential shrinking of transistor feature sizes causes severe challenges for energy dissipation and the manufacturing of CMOS technologies [1]. Quantum-dot Cellular Automata ( $Q C A$ ) is considered to be a feasible alternative scheme that promises quick operations with low energy dissipation at a high frequency. The favorable characteristics of QCA make it possible to break through the bottleneck of traditional circuits and implement more efficient circuit performance.

The XOR gate is a typical logic gate in QCA circuits. In 2015, Chabi et al. proposed a novel XOR gate [2]. This design obtained the desired output based on the explicit Coulomb attraction between QCA cells, instead of the combinatorial logic expressions. The structure of the XOR gate is more concise because no other logic expressions are introduced. Later, many XOR/XNOR gates based on this design concept were proposed. A novel XOR/XNOR gate was proposed by Berarzadeh et al. [3], but the design has the disadvantage of a large area. Ahmad et al. proposed a novel three-input XOR gate [4]. The input and output can be easily accessed but it has the disadvantage of high energy dissipation. Chen et al. proposed a novel XOR gate in [5], made up of nine cells. In 2020, a new XOR/XNOR gate was proposed in [6], requiring two enable inputs. The design proposed by Laajimi et al. has the advantage of small area but its energy dissipation is high [7]. Majeed et al. [8] proposed a new XOR/XNOR gate and Safaiezadeh et al. [9] implemented a three-input XOR/XNOR gate, both of them having the disadvantage of high energy dissipation.

T flip-flop is an important sequential circuit. Vetteth et al. proposed a new QCA-based T flip-flop in [10] but with many QCA cells and thus a large area. Torabi et al. in [11] and

Lim et al. in [12] proposed new T flip-flops, both of them having large areas. In 2014, a levelsensitive T flip-flop based on a new wiring approach was proposed by Angizi et al. [13]. In 2015, Angizi et al. proposed a new design of T flip-flops and used it to implement a three-bit synchronous counter [14]. Chakrabarty et al. proposed a T flip-flop by using a derived expression of so-called SR flip-flops [15], but the design has the disadvantages of large area and latency. Majeed et al. in [16] proposed a new level-sensitive T flip-flop by using the XOR in [5] and an AND gate.

Multiplexers have important applications in circuits. In 2008, Hashemi et al. proposed a two-to-one multiplexer but with a large circuit area [17]. In 2014, Sabbaghi-Nadooshan et al. proposed a two-to-one multiplexer but with a large cell count [18]. In 2017, Chabi et al. [19] proposed a two-to-one multiplexer using an XOR gate and a three-input majority gate. In 2018, Ahmad [20] proposed a two-to-one multiplexer using three three-input majority gates but with low fault tolerance. Reversible gates can be used in combinatorial logic circuits. There are many reversible gates such as the Feynman gate, Toffoli gate, Fredkin gate, and Peres Gate. In 2007, Ma et al. [21] designed a Fredin gate based on QCA. Ben et al. proposed new QCA-based reversible gates in [22,23]. In 2017, Chabi et al. proposed a new reversible gate in [19]. In 2021, Khosroshahy et al. proposed a novel reversible and fault-tolerant nanocommunication parity-based arithmetic circuit [24]. In 2017, Khosroshahy et al. proposed an effective solution to reduce the number of external input cells providing fixed inputs, which simplifies the overall circuit implementation and fabrication [25]. In 2022, an ultra-high-speed fault-tolerant full-adder cell was proposed in [26], which has performance improvements in complexity, area consumption, delay, and total energy.

The QCA technology can also be used in the designs of encoder and decoder circuits. In 2018, Das et al. in [27] proposed an $(8,4)$ polar encoder based on XOR gates. The circuit used XOR gates based on the traditional and combinatorial logic expressions, resulting in many redundant cells. In 2020, Ahmed et al. in [28] proposed an $(8,4)$ polar encoder that has the disadvantages of large area and latency.

The above solutions mainly have the disadvantage that their overhead is large. To reduce the overhead of these circuits, new designs are proposed. The contributions of this paper are listed as follows:
(1) Two XOR/XNOR gates based on the explicit interaction between cells are proposed. Both of them have a stable output and low energy dissipation.
(2) Level-sensitive T flip-flops and negative edge-trigger T flip-flops are implemented. Compared with the existing designs, the second proposed level-sensitive T flip-flop has fewer cells and lower energy dissipation.
(3) Two-to-one multiplexers are implemented and the reversible gate in [19] is improved based on three XOR gates, respectively. The designed reversible gates have the characteristics of small cell count and small area.
(4) Two $(8,4)$ polar encoders based on the proposed XOR gates are implemented. Compared with the best design, both of the proposed $(8,4)$ polar encoders have lower latency, fewer cells, and smaller areas.
(5) The layouts of the proposed QCA circuits are designed in QCA Designer [29]. The functions of the proposed designs are verified in QCA Designer, which proves the feasibility of the proposed designs. The total and average energy dissipation are estimated by QCA Designer-E [30]. The existing alternatives and the proposed designs are analyzed and evaluated.
The rest of this paper is organized as follows. Section 2 gives some preliminaries about QCA and introduces existing XOR gates and two proposed XOR/XNOR gates. Section 3 mainly presents the QCA circuits based on two proposed XOR/XNOR gates, including level-sensitive T flip-flops, negative edge-trigger T flip-flops, two-to-one multiplexers, reversible gates, and $(8,4)$ pole encoders. Section 4 concludes this paper.

## 2. Proposed XOR/XNOR Gates and Comparisons

### 2.1. Preliminaries

A QCA cell is the most basic component unit of QCA. There are four quantum dots and two free electrons in a QCA cell. Two free electrons can move freely among the four quantum dots in a QCA cell and can reach two stable states due to electrostatic interaction. The two stable states can represent the binary ' 1 ' and binary ' 0 '. Figure 1 shows the basic units in the QCA technology. QCA cells can be divided into normal cells and rotated cells. Figure 1a shows the two stable states of QCA cells. Figure 1b shows an inverter and Figure 1c shows a three-input majority gate. The inverter can reverse an input signal and the three-input majority gate can output a signal that follows the majority rule. So far, to the best of our knowledge, there are four different models of QCA (including metal island, semiconductor, magnetic, and molecular). There are many theories for each of the four schemes. Molecular QCA cells and magnetic QCA cells can work stably at room temperature.


Figure 1. QCA basic units. (a) QCA cell $(1,-1)$, (b) inverter, and (c) three-input majority gate.
A QCA circuit is separated by different clock zones so that all QCA cells in each zone are controlled by the same clock signal and perform specific operations. Figure 2 shows the QCA clock. Switch, hold, release, and relax are four clock phases in a clock. In the switch phase, the cell enters a polarized state according to the state of the drive cell. In the hold stage, the maximum polarity of cells remained unchanged. During the release phase, the cell begins to lose polarity. In the relax phase, the cell is in a non-polarized state. These clocks are 90 degrees out of phase so as to ensure the correct transmission of signals. The cells of the four clocks are represented by four different colors. The blue cell is the input cell and the yellow cell is the output cell.


Figure 2. QCA clock.
Figure 3 shows several different crosswires. Multi-layer crosswire uses the way of multi-layer wiring to implement the cross-transmission of signals. The disadvantage is that it is difficult to manufacture. Coplanar crosswires can be implemented by rotated QCA cells and normal QCA cells. When rotated QCA cells and normal QCA cells transmit signals, the Coulomb force between cells does not interfere with neighboring cells because the electron configuration of the two cells is orthogonal [31]. Because crosswires using
rotated cells are irregular, Shin et al. proposed a new coplanar crosswire using different clock zones (using clock zones 1 and 3 or clock zones 2 and 4) [32]. Cells in the switch phase can cross cells in the release phase and cells in the hold phase can cross cells in the relax phase. Signals can be transmitted normally because of no interaction between cells. In 2013, Bhanja proposed robust coplanar crosswires to enhance the fault tolerance of crosswires [33]. In 2016, Khosroshahy et al. proposed a new crosswire based on a new approach. The method can be used to design three-dimensional (3D) two-layer devices with a $1 / 0$ logic value [34].


Figure 3. Crosswires. (a) Multilayer crosswire, (b) coplanar crosswire implemented by rotating QCA cells in [31], (c) coplanar crosswire implemented by QCA cells in clock zones 1 and 3 in [32], and (d) coplanar crosswire implemented by QCA cells in clock zones 2 and 4 in [32].

### 2.2. The Existing XOR/XNOR Gates

Figure 4 shows the existing XOR/XNOR gates, which are based on explicit Coulomb force to obtain the correct output. Figure 4a,b,d-g are two-input XOR gates, and Figure 4c,h are three-input XOR gates. By setting one of the input terminals of the three-input XOR gates to ' -1 ', the function of the two-input XOR gates can be implemented.

The advantages and disadvantages of alternative XOR/XNOR gates are given in Table 1. The design proposed by Chen et al. (see Figure 4d) is an efficient XOR gate with a smaller number of cells and lower power consumption among existing schemes. It is only implemented by nine cells with a delay of 0.25 clock cycles. However, due to the small number of cells, the fault-tolerant performance of the gate decreases, which should be paid attention to in practical applications. Figure 4 c is an XOR gate based on the five-input majority gate. The layouts in Figure 4f-h are more compact and they are all based on a $3 \times 3$ module. The three gates have the disadvantage of high energy consumption.
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Figure 4. The existing XOR/XNOR gates. (a) [2], (b) [3], (c) [4], (d) [5], (e) [6], (f) [7], (g) [8], and (h) [9].

Table 1. Advantages and disadvantages of alternative XOR/XNOR gates.

| Design | Advantages | Disadvantages |
| :---: | :---: | :---: |
| $[2]$ | Low latency, Easy access I/O | High energy consumption, <br> Large area |
| $[3]$ | Low latency, Easy access I/O | High energy consumption, <br> Large area |
| $[4]$ | Low latency, Easy access I/O | High energy consumption, <br> Large area |
| $[5]$ | Small cell count, Low latency, | Low fault tolerance |
| $[6]$ | Low latency, Easy access I/O | High energy consumption, |
| $[7]$ | Small area | Lorge area <br> Ligh energy consumption <br> High energy consumption |
| $[9]$ | Small cell count, Easy access I/O | High energy consumption |

### 2.3. Proposed XOR/XNOR Gates

In this section, two XOR/XNOR gates are proposed. Two proposed gates are based on [3,5], respectively. There are similarities in structure. Both of them are based on the explicit Coulomb force between QCA cells to obtain correct outputs.

The following is a brief introduction to the operation principle of the gate circuit. QCA circuits rely on Coulomb force between electrons in quantum dots to transmit information. Due to the action of Coulomb force between cells, each cell has two stable states. The electrostatic energy of the whole circuit can be obtained by calculating the sum of the electrostatic energy of the driving cells to the electrons in the output cell. The final circuit output can be obtained by comparing the electrostatic energy of the circuit in different states. The rule is, 'The lower the electrostatic energy of the QCA circuits is, the more stable it is. The final output results tend to the state of the circuit with low electrostatic energy'. Formulae (1) and (2) are used to calculate the electrostatic energy between electrons. $r$ is the distance between electrons.

$$
\begin{equation*}
U=\frac{k_{e q}}{r} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
k_{e q}=\frac{q^{2}}{4 \pi \varepsilon_{0} \varepsilon_{r}}=23.04 \times 10^{-29} \tag{2}
\end{equation*}
$$

Figure 5 shows the proposed XOR/XNOR gates (XOR1, XNOR1, XOR2, and XNOR2) and Figure 6 shows the simulation results of two designs using the QCA Designer [29]. The parameters in QCA Designer are default and the simulation engine is Coherence Vector. Table 2 shows the default parameters for the coherence vector simulation engine in QCA Designer. As shown in Figure 5a,b, the proposed XOR1/XNOR1 gate consists of 11 QCA cells with an area of $7644 \mathrm{~nm}^{2}$ and a latency of 0.25 clock cycles. When the two enable inputs are set to $(1,-1)$, the XOR operation is performed. Similarly, when the two enable inputs are set to $(-1,1)$, the XNOR operation is performed. As shown in Figure $5 \mathrm{c}, \mathrm{d}$, the proposed XOR2/XNOR2 gate consists of 11 QCA cells with an area of $9204 \mathrm{~nm}^{2}$ and a latency of 0.50 clock cycles. When the two enable inputs are set to $(-1,1)$, the XOR operation is performed. When the two enable inputs are set to $(1,-1)$, the XNOR operation is performed. Figure 5 e shows the I/O access method for the first design. Figure $5 \mathrm{f}, \mathrm{g}$ shows the two I/O access methods for the second design.


Figure 5. Proposed XOR/XNOR gates. (a)The first XOR gate (XOR1), (b) the first XNOR gate (XNOR1), (c) the second XOR gate (XOR2), (d) the second XNOR gate (XNOR2), (e) the I/O access method for the first design, (f) the I/O access method for the second design and (g) the I/O access method for the second design.

Table 2. The default parameters for the coherence vector simulation engine in QCA Designer.

| Simulation Engine | Coherence Vector |
| :---: | :---: |
| Temperature | 1.00 K |
| Relaxation Time | $1.00 \times 10^{-15} \mathrm{~s}$ |
| Time Step | $1.00 \times 10^{-16} \mathrm{~s}$ |
| Cell size | $18 \mathrm{~nm} \times 18 \mathrm{~nm}$ |
| Gap of cell | 2 nm |
| Radius of Effect | 80 nm |
| Clock High | $9.8 \times 10^{-22} \mathrm{~J}$ |
| Clock Low | $3.8 \times 10^{-23} \mathrm{~J}$ |
| Clock Shift | 0 |
| Total Simulation Time | $7.00 \times 10^{-11} \mathrm{~s}$ |
| Relative Permittivity | 12.9 |
| Layer Separation | 11.5 nm |



Figure 6. Simulation results of the proposed XOR/XNOR gates.
Figure 6. Sires. (a) The first XOR gate (XOR1), (b) the first XNOR gate (XNOR1), (c) the second XOR gate (XOR2), and (d) the second XNOR gate (XNOR2).

The simulation results of two XOR gates are shown in Figure 6a,c. When the two inputs $\{A, B\}$ are set to $\{0,0\}$, the output $Q$ is ' 0 '; when the $\{A, B\}$ are set to $\{0,1\}$, the output $Q$ is ' 1 '; when the $\{A, B\}$ are set to $\{1,0\}$, the output $Q$ is ' 1 '; when the $\{A, B\}$ are set to $\{1,1\}$, the output Q is ' 0 '. The simulation results of two XNOR gates are shown in Figure 6b,d. When the $\{A, B\}$ are set to $\{0,0\}$, the output $Q$ is ' 1 '; when the $\{A, B\}$ are set to $\{0,1\}$, the output $Q$ is ' 0 '; when the $\{A, B\}$ are set to $\{1,0\}$, the output $Q$ is ' 0 '; when the $\{A, B\}$ are set to $\{1,1\}$, the output $Q$ is ' 1 '. It can be seen from Figure 6 that the functioning of the XOR/XNOR gates is correct. The waveform value of the XOR1 gate is in the range of
$\left(-9.28 \times 10^{-1} \sim 9.19 \times 10^{-1}\right)$, and the waveform value of the XNOR1 gate is in the range of $\left(-9.19 \times 10^{-1} \sim 9.28 \times 10^{-1}\right)$. The waveform value of the XOR2 gate is in the range of $\left(-9 . \times 10^{-1} \sim 9 . \times 10^{-1}\right)$, and the waveform value of the XNOR2 gate is in the range of $\left(-9.51 \times 10^{-1} \sim 9.50 \times 10^{-1}\right)$.

### 2.4. Comparisons

Table 3 shows the comparisons of the circuit performance and energy dissipation of the existing XOR/XNOR gates. The area was calculated through layouts, the latency was calculated by identifying the number of used clock cycles, and the total and average energy dissipation of these gates were estimated with the QCA Designer-E tool [30]. Note that the simulation parameters of the QCA Designer-E were set as default values.

Table 3. Comparisons of the performance and energy dissipation for alternative XOR/XNOR gates.

| Design | Cell Count | Area (nm $\mathbf{}^{\mathbf{2}}$ ) | Latency | Number of <br> Fixed Inputs | Total Energy <br> Dissipation (eV) | Average Energy <br> Dissip Ation (eV) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[2]$ | 14 | 11,564 | 0.25 | 3 | $1.17 \times 10^{-2}$ | $1.07 \times 10^{-3}$ |
| $[3]$ | 13 | 11,564 | 0.50 | 3 | $8.06 \times 10^{-3}$ | $7.33 \times 10^{-4}$ |
| $[4]$ | 14 | 16,284 | 0.50 | 1 | $1.44 \times 10^{-2}$ | $1.31 \times 10^{-3}$ |
| $[5]$ | 9 | 7644 | 0.25 | 2 | $3.56 \times 10^{-3}$ | $3.24 \times 10^{-4}$ |
| $[6]$ | 13 | 13,524 | 0.50 | 2 | $8.02 \times 10^{-3}$ | $7.29 \times 10^{-4}$ |
| $[7]$ | 10 | 5684 | 0.50 | 1 | $9.78 \times 10^{-3}$ | $8.89 \times 10^{-4}$ |
| $[8]$ | 12 | 9604 | 0.25 | 1 | $1.07 \times 10^{-2}$ | $9.76 \times 10^{-4}$ |
| [9] | 10 | 6084 | 0.50 | 1 | $1.13 \times 10^{-2}$ | $1.02 \times 10^{-3}$ |
| Pro-XOR/XNOR1 | 11 | 7644 | 0.25 | 2 | $6.21 \times 10^{-3}$ | $5.64 \times 10^{-4}$ |
| Pro-XOR/XNOR2 | 11 | 9204 | 0.50 | 2 | $4.13 \times 10^{-3}$ | $3.75 \times 10^{-4}$ |

It can be seen from Table 3 that the cell count and area of the proposed gate designs are larger than those of the designs in [7,9]. However, the total and average energy dissipation of the designs in $[7,9]$ are larger than those of the proposed gate designs. It can be seen from Table 3 that the energy dissipation of the proposed gate designs is smaller than the designs in [2-4,6-9], and the proposed XOR2/XNOR2 gate even consumes a much smaller energy dissipation than the proposed XOR1/XNOR1 gate due to its layout, as shown in Figure 5. Therefore, the two proposed gates are competitive, especially in terms of energy dissipation. The two proposed gate structures can be used in large QCA circuits with low power.

## 3. Proposed QCA Circuits and Comparisons

The proposed XOR/XNOR gates can be applied to the design of large QCA circuits. This section uses the proposed XOR/XNOR gates to implement level-sensitive T flip-flops (LST-FFs), negative edge-trigger T flip-flops (NET-FFs), two-to-one multiplexers, reversible gates, and $(8,4)$ polar encoders, respectively.

### 3.1. Level-Sensitive T Flip-Flops and Negative Edge-Trigger T Flip-Flops

An LST-FF circuit can be implemented by using a two-input XOR gate with an AND gate [16]. Figure 7 shows the schematic diagram of the LST-FF. An AND gate in QCA can be implemented by setting one input of the three-input majority gate to ' -1 '. The signal CLK is the clock signal of the circuit. The signal T is the input signal.


Figure 7. Schematic diagram of an LST-FF [16].

The following explains how an LST-FF works. As shown in Figure 7, the result of the AND gate enters the input terminal A of the XOR gate, and a previous signal $Q_{t-1}$ is fed back to an input terminal B of the XOR gate. When signals CLK and T are ' 0 ', the AND gate outputs ' 0 ', and the signal enters the XOR gate to perform the XOR operation. The current output signal of the LST-FF is the same as the previous output signal (i.e., CLK $=0$, $\mathrm{T}=0, Q_{t}=Q_{t-1}$ ); when signal CLK is ' 0 ' and signal T is ' 1 ', the AND gate outputs ' 0 ', and the signal enters the XOR gate to perform the XOR operation. The current output signal of the LST-FF is the same as the previous output signal (i.e., $\mathrm{CLK}=0, \mathrm{~T}=1, Q_{t}=Q_{t-1}$ ); when signal CLK is ' 1 ' and signal T is ' 0 ', the AND gate outputs ' 0 ', and the signal enters the XOR gate to perform the XOR operation. The current output signal of the LST-FF is the same as the previous output signal (i.e., $C L K=1, \mathrm{~T}=0, Q_{t}=Q_{t-1}$ ); when signals T and CLK are set to ' 1 ', the AND gate outputs ' 1 ', and the signal enters the XOR gate to perform the XOR operation. The current output signal of the LST-FF is the complement of the previous output signal (i.e., $\mathrm{CLK}=1, \mathrm{~T}=1, Q_{t}=\overline{Q_{t-1}}$ ).

The proposed LST-FFs are sensitive to level signals. Figure 8 shows the two proposed LST-FF circuits (LST-FF1 and LST-FF2). The proposed LST-FF1 is made up of 22 cells. Its area is $17,444 \mathrm{~nm}^{2}$ and its delay is 0.75 clock cycles. The proposed LST-FF2 is made up of 20 cells. Its area is $18644 \mathrm{~nm}^{2}$ and its delay is 0.75 clock cycles. The designs are simulated in QCA Designer. Figure 9 shows the simulation results of the LST-FF circuits. If the clock signal CLK and input signal $T$ are both ' 1 ', the current output signal is the complement of the previous output signal; otherwise, the current output signal is the same as the previous output signal.


Figure 8. Proposed level-sensitive T flip-flops (LST-FFs). (a) The first LST-FF (LST-FF1) and (b) the second LST-FF (LST-FF2).

The edge-triggered T flip-flops are implemented by adding an edge detection circuit at the CLK terminal of the LST-FF. The QCA layout of the negative edge detection circuit is shown in Figure 10 and it consists of a looped design and an AND gate [16]. The signal clock is transmitted to two wires (previous signal and current signal). The previous signal is transmitted to an input terminal of the AND gate through a clock cycle. The current signal gets its complementary signal firstly, then it is directly transmitted to another output of the AND gate. The two signals are outputted after an AND operation. The truth table of the negative edge detection circuit is listed in Table 4. According to the truth table, only when the signal clock changes from signal ' 1 ' to ' 0 ' (i.e., the negative edge is triggered), the negative edge detective circuit can output signal ' 1 ', for all other changes of the signal clock, the negative edge detective circuit can output signal ' 0 '.


Figure 9. Simulation results of the proposed LST-FF circuits. (a) The first LST-FF (LST-FF1) and (b) the second LST-FF (LST-FF2).


Figure 10. Negative edge detection circuit [16].
Table 4. Negative edge trigger truth table.

| Previous Clock | Current Clock | Output |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 1 | 0 |

A negative edge-trigger T flip-flop (NET-FF) can be implemented by a negative edge detection circuit and an LST-FF. The negative edge detection circuit detects the changes in the signal clock, and its output state enters into the input terminal CLK of LST-FF. The specific process is as follows: When the negative edge detection circuit is triggered, a signal ' 1 ' is transmitted to the CLK signal terminal of LST-FF. If the signal $T$ is ' 1 ', the output signal can be reversed; if the signal T is 0 , the output signal can keep the previous output state unchanged. When the negative edge detection circuit is not triggered, a signal ' 0 ' is transmitted to the input terminal CLK of the LST-FF. If the signal $T$ is 0 , the output of LST-FF remains unchanged; if the signal T is 1 , the output of LST-FF remains unchanged. The three proposed NET-FFs are shown in Figure 11 (NET-FF1, NET-FF2, and NET-FF3). The NET-FF3 is proposed based on the LST-FF in [16]. The proposed NET-FF1 consists of 50 cells with an area of $38,364 \mathrm{~nm}^{2}$ and a delay of 2.25 clock cycles. The proposed NET-FF2
consists of 47 cells with an area of $40,764 \mathrm{~nm}^{2}$ and a delay of 2.25 clock cycles. The proposed NET-FF3 consists of 49 cells with an area of $43,924 \mathrm{~nm}^{2}$ and a delay of 2 clock cycles. The simulation results in QCA Designer are shown in Figure 12. For the NET-FF1 and NET-FF2, it takes 2.25 clock cycles for data to flow from inputs to output. For the NET-FF3, it takes two clock cycles for data to flow from inputs to output.


Figure 11. The proposed negative edge-trigger T flip-flops (NET-FFs). (a) The first NET-FF (NET-FF1), (b) the second NET-FF (NET-FF2), and (c) the third NET-FF implemented by using the LST-FF in [16] (NET-FF3).

Table 5 shows the comparisons of the performance and energy consumption of the existing designs of LST-FFs and NET-FFs. It can be seen from Table 5 that the proposed LST-FF structures are competitive in terms of cell count and area. Compared with other alternative schemes, the proposed second structure has a smaller cell count and lower power consumption. The proposed designs are lower than those designs in [10-15] in terms of cell count, area, delay, and power consumption. Compared with the design in [14], the number of cells in the proposed LST-FF2 is reduced by $56.52 \%$, the area is reduced by $66.85 \%$, the delay is reduced by $25 \%$, and the total energy dissipation is reduced by $60.06 \%$. The proposed LST-FF2 uses a three-input majority gate with low fault tolerance. The second proposed design has the disadvantage of low fault tolerance. In the actual environment, the LST-FF structures should be flexibly chosen. The T-FF in [11] does not require fixed inputs but requires two additional inputs (reset and preset inputs). The proposed LST-FFs require three fixed inputs, and the proposed NET-FFs require four fixed inputs. Xiao et al. [35] implemented a dual-edge triggered T flip-flop. Compared with [35], the proposed NET-FFs have a smaller cell count, smaller area, lower latency, and lower power consumption. The area of the proposed NET-FF1 is smaller than that of the proposed NET-FF2, and the energy consumption of the NET-FF2 is smaller than that of the NET-FF1. The latency of NET-FF3 based on the LST-FF proposed in [16] is the lowest.

Table 5. Comparisons of the performance and energy dissipation for alternative LST-FFs and NET-FFs.

| Design | Cell Count | Area (nm $\mathbf{2}^{\mathbf{2}}$ | Latency | Number of <br> Fixed Inputs | Total Energy <br> Dissipation (eV) | Average Energy <br> Dissipation (eV) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[10]$ | 92 | 99,524 | 1.25 | 5 | $3.47 \times 10^{-2}$ | $3.16 \times 10^{-3}$ |
| $[11]$ | 66 | 60,164 | 1.25 | 0 | $2.12 \times 10^{-2}$ | $1.92 \times 10^{-3}$ |
| $[12]$ | 108 | 198,204 | 1.5 | 3 | $4.20 \times 10^{-2}$ | $3.82 \times 10^{-3}$ |
| $[13]$ | 55 | 59,004 | 1.50 | 4 | $2.06 \times 10^{-2}$ | $1.87 \times 10^{-3}$ |
| $[14]$ | 46 | 56,244 | 1.00 | 4 | $1.71 \times 10^{-2}$ | $1.55 \times 10^{-3}$ |

Table 5. Cont.

| Design | Cell Count | Area ( $\left.\mathbf{n m}^{\mathbf{2}}\right)$ | Latency | Number of <br> Fixed Inputs | Total Energy <br> Dissipation (eV) | Average Energy <br> Dissipation (eV) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [15] | 81 | 66,564 | 1.50 | 6 | $3.42 \times 10^{-2}$ | $3.11 \times 10^{-3}$ |
| [16] | 21 | 18,644 | 0.50 | 3 | $6.99 \times 10^{-3}$ | $6.36 \times 10^{-4}$ |
| Pro-LST-FF1 | 22 | 17,444 | 0.75 | 3 | $7.88 \times 10^{-3}$ | $7.16 \times 10^{-4}$ |
| Pro-LST-FF2 | 20 | 18,644 | 0.75 | 3 | $6.83 \times 10^{-3}$ | $6.21 \times 10^{-4}$ |
| [35] | 184 | 317,604 | 3 | 6 | $6.34 \times 10^{-2}$ | $5.77 \times 10^{-3}$ |
| Pro-NET-FF1 | 50 | 38,364 | 2.25 | 4 | $1.66 \times 10^{-2}$ | $1.51 \times 10^{-3}$ |
| Pro-NET-FF2 | 47 | 40,764 | 2.25 | 4 | $1.26 \times 10^{-2}$ | $1.14 \times 10^{-3}$ |
| Pro-NET-FF3 | 49 | 43,924 | 2 | 4 | $1.60 \times 10^{-2}$ | $1.45 \times 10^{-3}$ |



Figure 12. The simulation results of proposed NET-FFs. (a) NET-FF1, (b) NET-FF2, and (c) NET-FF3.

### 3.2. Two-to-One Multiplexers and Reversible Gates

Figure 13 shows the schematic diagram of a two-to-one multiplexer [19]. A two-to-one multiplexer can be implemented by an XOR gate and a three-input majority gate. Signals A and B perform an XOR operation to get the signal Q . Then the signals $\mathrm{Q}, \mathrm{B}$, and C enter into the three-input majority gate. Finally, the function of the two-to-one multiplexer is implemented.


Figure 13. Schematic diagram of a 2-to-1 multiplexer [19].
Signal A is the control signal, and signals B and C are multiplexed signals. The boolean expression of the two-to-one multiplexer is derived as follows:

$$
\begin{align*}
M(A \oplus & B, B, C) \\
& =M\left(A^{\prime} B+A B^{\prime}, B, C\right) \\
& =\left(A^{\prime} B+A B^{\prime}\right) B+\left(A^{\prime} B+A B^{\prime}\right) C+B C  \tag{3}\\
& =A^{\prime} B+A^{\prime} B C+A B^{\prime} C+B C \\
& =\sum_{(2,3,3,5,3,7)}=\sum_{(2,3,5,7)} \\
& =A^{\prime} B+A C
\end{align*}
$$

Figure 14 shows the QCA cell layouts of the proposed two-to-one multiplexers (two-to-one MUX1, two-to-one MUX2, and two-to-one MUX3). The XOR gate in the box in Figure 14 b is the proposed second XOR gate after adjusting the clock allocation. The proposed two-to-one MUX3 is based on the XOR gate in [5]. The proposed two-to-one MUX1 consists of 25 cells with an area of $24,564 \mathrm{~nm}^{2}$ and a delay of 0.75 clock cycles. The proposed two-to-one MUX2 is composed of 22 cells with an area of $21,804 \mathrm{~nm}^{2}$ and a delay of 0.75 clock cycles. The proposed two-to-one MUX3 is composed of 22 cells with an area of $21,804 \mathrm{~nm}^{2}$ and a delay of 0.75 clock cycles. The proposed two-to-one multiplexers all require two fixed inputs. The designs are simulated in QCA Designer, and the simulation results are shown in Figure 15. When the control signal A is set to ' 0 ', the output signal is equal to the input value of signal B (i.e., the two-to-one multiplexer selects signal B to pass). If $A$ is ' 1 ' and the output signal is equal to the input value of signal $C$ (i.e., the two-to-one multiplexer selects signal $C$ to pass). It can be seen that the waveforms of the three designs in Figure 15 are correct.

In 2017, Chabi et al. [19] proposed a new reversible gate, and the schematic diagram is shown in Figure 16. The reversible gate requires three inputs and obtains three outputs. The boolean expressions for the three functions are $\mathrm{P}=\mathrm{A}, Q=A \oplus B \oplus C$, and $R=\bar{A} B+A C$, respectively. The reversible gate can be used for the designs of combinatorial logic circuits. The reversible gate is composed of two XOR gates and a three-input majority gate. The output terminal P is equal to the value of the input signal A . The signal A is directly transmitted to the output terminal P through a wire.


Figure 14. Layouts of the proposed 2-to-1 multiplexers: (a) 2-to-1 MUX1, (b) 2-to-1 MUX2, and (c) 2-to-1 MUX3 implemented by using the XOR in [5].

The implementation of output terminal $Q$ is as follows. As shown in Figure 16, signals $A$ and $B$ are transmitted to the first XOR gate for an XOR operation. Then the result and signal C are transmitted to the second XOR gate to implement the XOR operation of the three signals.

The output terminal R implemented the function of the two-to-one multiplexer. The terminal R's function is implemented by an XOR gate and a three-input majority gate. Signal A is the control signal and B and $C$ are two multiplexed signals. When signal $A$ is low-voltage, signal B is transmitted to the output terminal; when signal A is high-voltage, signal $C$ is transmitted to the output terminal.

Figure 17 shows the QCA cell layouts of the proposed reversible gates (RG1, RG2, and RG3). The RG3 is implemented by using an existing XOR in [5]. The XOR gate in the box in Figure 17 b is the proposed second XOR gate after adjusting the clock allocation which reduces a delay of 0.25 clock cycles. The proposed RG1 gate consists of 68 cells with an area of $0.08 \mu^{2}$ and a delay of one clock cycle. The proposed RG2 gate consists of 65 cells with an area of $0.08 \mu \mathrm{~m}^{2}$ and a delay of one clock cycle. The proposed RG3 gate consists of 57 cells with an area of $0.06 \mu^{2}$ and a delay of one clock cycle. The proposed reversible gates all require four fixed inputs. The designs are simulated in QCA Designer. Figure 18 shows the simulation results of three proposed reversible gates. It can be seen that the waveforms of the three designs in Figure 18 are correct.

The reversible gate can be used to design large combinatorial logic circuits based on boolean functions. Two logic functions are given in Figure 19. The $F 1=A \bar{B} C$ can be implemented by the two reversible gates and the $F=\overline{A B C}+\overline{A B C}$ can be implemented by the three reversible gates. Other boolean functions can also be constructed by this reversible gate.

Table 6 shows the comparisons among the existing two-to-one multiplexers. It can be seen from Table 6 that the proposed two-to-one multiplexers have fewer cells compared with [17,18]. Table 7 shows the comparisons between the existing reversible gates. Compared with [19], the cell count and area of the proposed RG1 are reduced by $24.44 \%$ and $11.11 \%$, respectively; the cell count and area of the proposed RG2 are reduced by $27.78 \%$ and $11.11 \%$, respectively. It can be seen from Table 7 that the cell count and area of the third reversible gate designed using the XOR gate in [5] are the smallest.


Figure 15. Simulation results of the proposed 2-to-1 multiplexers: (a) 2-to-1 MUX1, (b) 2-to-1 MUX2, and (c) 2-to-1 MUX3.

(a)

(b)

Figure 16. Schematic diagram of a reversible gate in [19]. (a) schematic diagram and (b) symbol.


Figure 17. Layouts of the proposed reversible gates. (a) the first reversible gate (RG1), (b) the second reversible gate (RG2), and (c) the third reversible gate implemented by using the XOR in [5] (RG3).

Table 6. Comparisons of the performance for alternative 2-to-1 multiplexers.

| Design | Cell Count | Area ( $\mu_{\mathbf{m}} \mathbf{2}^{\mathbf{)}}$ ) | Latency | Number of <br> Fixed Inputs | Layer Type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $[17]$ | 36 | 0.06 | 1 | 3 | multilayer |
| $[18]$ | 26 | 0.02 | 0.5 | 2 | coplanar |
| $[19]$ | 23 | 0.02 | 0.75 | 3 | coplanar |
| $[20]$ | 16 | 0.01 | 0.5 | 2 | coplanar |
| Pro 2-to-1 MUX1 | 25 | 0.02 | 0.75 | 2 | coplanar |
| Pro 2-to-1 MUX2 | 22 | 0.02 | 0.75 | 2 | coplanar |
| Pro 2-to-1 MUX3 | 22 | 0.02 | 0.75 | 2 | coplanar |

Table 8 shows the energy consumption comparisons of alternative two-to-one multiplexers and reversible gates. Only the power consumption of the single-layer designs is considered. It can be seen that the design in [20] is optimal. However, the three-input majority gates of the multiplexer in [20] have low fault tolerance. As can be seen from Table 8, the energy consumption of the proposed two-to-one MUX2 is lower than that design of [19]. The proposed reversible gates are an improvement of the design in [19]. Compared with the energy consumption of the design in [19], the power consumption of the proposed RG2 is lower. The power consumption of the proposed RG1 is higher than that of the design in [19].


Figure 18. Simulation results of the proposed reversible gates. (a) The first reversible gate (RG1), (b) the second reversible gate (RG2), and (c) the third reversible gate implemented by using the XOR in [5] (RG3).


Figure 19. Logic functions implemented by the reversible gate in [19]. (a) $F 1=A \bar{B} C$; (b) $F=$ $\bar{A} B C+\overline{A B C}$.

Table 7. Comparisons of the performance for alternative reversible gates.

| Design | Cell Count | Area $\left(\mu \mathbf{m}^{\mathbf{2}}\right)$ | Latency | Number of <br> Fixed Inputs | Layer Type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fredkin [21] | 246 | 0.37 | 1 | 6 | coplanar |
| RUG [22] | 297 | 0.46 | 2 | 6 | coplanar |
| RM [23] | 224 | 0.25 | 1 | 10 | coplanar |
| [19] | 90 | 0.09 | 1 | 6 | coplanar |
| Pro-RG1 | 68 | 0.08 | 1 | 4 | coplanar |
| Pro-RG2 | 65 | 0.08 | 1 | 4 | coplanar |
| Pro-RG3 | 57 | 0.06 | 1 | 4 | coplanar |

Table 8. Comparisons of the energy dissipation for alternative 2-to-1 multiplexers and reversible gates.

| Design | Total Energy Dissipation (eV) | Average Energy Dissipation (eV) |
| :---: | :---: | :---: |
| $[18]$ | $1.19 \times 10^{-2}$ | $1.08 \times 10^{-3}$ |
| [19] | $1.76 \times 10^{-2}$ | $1.60 \times 10^{-3}$ |
| [20] | $1.07 \times 10^{-2}$ | $9.71 \times 10^{-4}$ |
| Pro 2-to-1 MUX1 | $2.21 \times 10^{-2}$ | $2.01 \times 10^{-3}$ |
| Pro 2-to-1 MUX2 | $1.58 \times 10^{-2}$ | $1.44 \times 10^{-3}$ |
| Pro 2-to-1 MUX3 | $1.59 \times 10^{-2}$ | $1.45 \times 10^{-3}$ |
| [19] | $2.20 \times 10^{-2}$ | $2.00 \times 10^{-3}$ |
| Pro-RG1 | $2.64 \times 10^{-2}$ | $2.40 \times 10^{-3}$ |
| Pro-RG2 | $2.17 \times 10^{-2}$ | $1.98 \times 10^{-3}$ |
| Pro RG 3 | $2.58 \times 10^{-2}$ | $2.35 \times 10^{-3}$ |

### 3.3. Polar Encoders

In secure communications, encoders and decoders can be implemented by using QCA circuits. Polar code was initially introduced by E. Arikan in 2009 [36]. Polar code is a forward error correction code used for signal transmission. Polar code has explicit proof for the channel performance which has now almost closed the gap to Shannon's limit and is included as code for the control channels in the 5G standard.

Figure 20 shows the design of polar encoders in the QCA technology proposed by Das et al. [27]. If the inputs $x 1, x 2, x 3$, and $x 5$ in Figure 20 are set to ' 0 ', it can act as an $(8,4)$ polar encoder $(G(8,4))$. Formulas $(4)-(11)$ are boolean expressions for the eight outputs of $G(8,4)$.

$$
\begin{equation*}
y 1=x 1 \oplus x 2 \oplus x 3 \oplus x 4 \oplus x 5 \oplus x 6 \oplus x 7 \oplus x 8 \tag{4}
\end{equation*}
$$

$$
\begin{gather*}
y 2=y 5 \oplus y 6 \oplus y 7 \oplus y 8  \tag{5}\\
y 3=x 3 \oplus x 4 \oplus x 7 \oplus x 8  \tag{6}\\
y 4=y 7 \oplus y 8  \tag{7}\\
y 5=x 2 \oplus x 4 \oplus x 6 \oplus x 8  \tag{8}\\
y 6=x 6 \oplus x 8  \tag{9}\\
y 7=x 4 \oplus x 8  \tag{10}\\
y 8=x 8 \tag{11}
\end{gather*}
$$



Figure 20. Schematic diagram of a polar encoder [27].
We propose and have implemented the two coplanar $G(8,4)$ circuits using two proposed XOR gates. Figure 21 shows the layouts of the two proposed $G(8,4)$ designs. Figure 22 shows the simulation results of the $G(8,4)$ designs in QCA Designer. The simulation engine of QCA Designer was set to the coherence vector engine, the total simulation time was set to $7.000000 \mathrm{e}-010 \mathrm{~s}$, and other parameters were set to the default values. The first proposed $G(8,4)$ consists of 524 cells (see Figure 21a). Its area is $0.685 \mu^{2}$ and its latency is 3.25 clock cycles. The total and the average energy dissipation of the first proposed $G(8,4)$ is $1.31 \times 10^{-1} \mathrm{eV}$ and $1.19 \times 10^{-2} \mathrm{eV}$. The second proposed $\mathrm{G}(8,4)$ consists of 518 cells (see Figure 21b). Its area is $0.635 \mu \mathrm{~m}^{2}$ and its latency is 3.50 clock cycles. The total and average energy dissipation of the second proposed $\mathrm{G}(8,4)$ are $1.08 \times 10^{-1} \mathrm{eV}$ and $9.84 \times 10^{-3} \mathrm{eV}$.

Table 9 shows the comparisons of the performance and energy consumption of the two proposed $G(8,4)$ circuits. The cell count, area, and latency of the proposed $G(8,4)$ circuits are lower compared with alternative solutions and the second proposed $G(8,4)$ has the lowest energy dissipation. The two proposed $G(8,4)$ designs have more external fixed inputs than the design in [28]. In the future, the method proposed by Khosroshahy et al. in [25] can be applied to reduce external fixed inputs of the proposed $G(8,4)$ designs. Compared with the best solution in [28], the cell count and area of the second proposed $G(8,4)$ are reduced by $13.67 \%$ and $12.05 \%$, respectively, and the latency is reduced by 0.25 clock cycles. Therefore, the two proposed $(8,4)$ polar encoders, especially the second one, are competitive in terms of cell count, area, and energy consumption.


Figure 21. The QCA implementation of the proposed $G(8,4)$ circuits. (a) the first $G(8,4)$ and (b) the second $G(8,4)$


Figure 22. Simulation results of the proposed $G(8,4)$ circuits. (a) The first $G(8,4)$ and (b) the second $G(8,4)$.

Table 9. Comparisons of the performance and energy dissipation for alternative $(8,4)$ polar encoders.

| Design | Cell Count | Area ( $\left.\mu_{\mathbf{m}} \mathbf{2}^{2}\right)$ | Latency | Number of <br> Fixed Inputs | Total Energy <br> Dissipation (eV) | Average Energy <br> Dissipation (eV) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[27]$ | 1188 | 1.915 | 6.25 | 40 | $3.29 \times 10^{-1}$ | $2.99 \times 10^{-2}$ |
| $[28]$ | 600 | 0.722 | 3.75 | 16 | $1.13 \times 10^{-1}$ | $1.02 \times 10^{-2}$ |
| Proposed1 | 524 | 0.685 | 3.25 | 28 | $1.31 \times 10^{-1}$ | $1.19 \times 10^{-2}$ |
| Proposed2 | 518 | 0.635 | 3.50 | 28 | $1.08 \times 10^{-1}$ | $9.84 \times 10^{-3}$ |

## 4. Conclusions

In this paper, two XOR/XNOR gates have been proposed and implemented. Some QCA circuits are designed based on the two proposed XOR/XNOR gates. This work is based on simulation results using QCA Designer and QCA Designer-E. The QCA Designer [29] is one of the widely used QCA simulation tools. The QCA Designer-E [30] can be used to estimate the power consumption of QCA circuits. Compared with the [14], the second proposed LST-FF has fewer cells and lower energy dissipation. The reversible gate in [19] is improved based on two proposed XOR gates and an existing XOR in [5]. The designed reversible gates have the characteristics of small cell count and small area. Compared with the state-of-the-art $G(8,4)$, the second proposed $G(8,4)$ has a $13.67 \%$ reduction in terms of cell count and a $12.05 \%$ reduction in terms of area, also with low energy dissipation. The input signals of the proposed $G(8,4)$ circuits can output the signals faster due to the reduction in latency. The $G(8,4)$ circuits are more efficient compared with existing schemes in many evaluating indicators. In the future, our design schemes can be considered to be applied to the design of QCA circuits.
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