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Abstract

:

This paper reviews the research trends that link the advanced technical aspects of recommendation systems that are used in various service areas and the business aspects of these services. First, for a reliable analysis of recommendation models for recommendation systems, data mining technology, and related research by application service, more than 135 top-ranking articles and top-tier conferences published in Google Scholar between 2010 and 2021 were collected and reviewed. Based on this, studies on recommendation system models and the technology used in recommendation systems were systematized, and research trends by year were analyzed. In addition, the application service fields where recommendation systems were used were classified, and research on the recommendation system model and recommendation technique used in each field was analyzed. Furthermore, vast amounts of application service-related data used by recommendation systems were collected from 2010 to 2021 without taking the journal ranking into consideration and reviewed along with various recommendation system studies, as well as applied service field industry data. As a result of this study, it was found that the flow and quantitative growth of various detailed studies of recommendation systems interact with the business growth of the actual applied service field. While providing a comprehensive summary of recommendation systems, this study provides insight to many researchers interested in recommendation systems through the analysis of its various technologies and trends in the service field to which recommendation systems are applied.
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1. Introduction


The development and spread of the Internet and smart devices have contributed significantly to an increase in the traffic of web, app, and SNS platforms. In addition, these platforms are increasing their collection of various information data that can identify users’ preferences. In particular, the active use of users’ SNS platforms makes it possible to acquire a wide range of data, such as information about followers related to the user, tweet data, and information uploaded by the user. In addition, the development of wearable sensors linked to smart devices facilitates the collection of various user-related exercise and bio-related medical data. Therefore, the Internet and smart devices have become environments in which various data about users can be collected. Not only explicit data directly provided by the user, such as likes and ratings, which were mainly used in the existing recommendation system, but also the user’s click data (click stream) and implicit visit information data representing the user’s behavior patterns, such as records, can be utilized in recommendation systems. Recently, by utilizing implicit data in a recommendation system, research on cognitive-based recommendation systems that analyze users’ personality or behavior to identify their preferences is increasing. This method offers the advantage of rapidly reflecting changes in users’ preferences in recommendation systems [1].



In order to utilize a user’s explicit data and implicit data for item recommendation, it is necessary to understand the user’s taste through various data mining techniques. Therefore, research on techniques to continuously refine the provision of insights for recommendations based on the past history of the item selected by the user, feedback on recommendation results, and correlation evaluation between users, etc., is ongoing [2,3,4,5,6,7]. Therefore, research to improve the performance of the recommendation system itself is being actively conducted and expanded. Based on the results of analyzed data, it is necessary to filter the various item information provided by the service to recommend items customized to users’ tastes or needs. The recommendation system model corresponds to this filtering method. In the field of research related to the recommendation system model, the limitations of the existing models were continuously supplemented and developed [8,9,10,11,12]. In other words, research on sophisticated recommendation systems has rapidly increased over the past decade, including data mining techniques and recommendation models, to broadly understand users’ tastes and provide more reasonable recommendations to users by using vast data collected in a multi-domain environment.



On the other hand, although recommendation systems already have a history of more than 29 years, the reason why it has been receiving particular attention recently is the video content streaming field, exemplified by Netflix, which is rapidly expanding its market. This service field recommends video content reflecting the user’s taste by analyzing a vast amount of image content, information data, user activity data, and user data similar to that of the user. The use of this recommendation system in the streaming field has increased user satisfaction. Therefore, Netflix is creating a consumption phenomenon that is replacing or exceeding the consumption of existing theater and TV-based media services. In addition, SNS platform-based services can collect various data, such as evaluation data and social data, and various recommendations are possible. In addition, SNS data are utilized in other service fields to provide services suitable for users’ tastes. This has not only helped to improve the performance of recommendations but has also led to many business changes in service fields, such as travel and e-commerce. In the service area that users directly experience, interest in recommendation systems is drawn from not only professional researchers, but also from general users themselves. The service areas in which recommendation systems are used have expanded, and studies have been performed to precisely match the characteristics of the service area. Therefore, the discovery of service areas to which recommendation systems a reapplied and the interest in representative services leading to it can be considered to have stemmed from an increasing trend in core research related to the recommendation system.



There are two approaches to data collection in this study. First, examining the research and trend of the recommendation model and recommendation technique. Second, for research on recommendation service area, high-reliability studies among various studies related to recommendation systems were selectively collected and analyzed. To this end, Google Scholar was used as the main search engine, and all the papers were collected by utilizing keywords such as Recommender System, Recommendation System, Content-Based Filtering, Collaborative Filtering, and Hybrid Recommender System since 2010. Furthermore, this study is limited to papers from journal databases such as ELSEVIER, IEEE, ACM, JSTOR, and Springer, and again limited to the top 100 journals. During the collection process, conference papers, Master’s doctoral papers, textbooks, unpublished papers, non-English papers, and news articles were excluded from the survey for this study. However, in the case of conference papers, papers from top-tier conferences such as NIPS, AAAI, ICML, WWW, KDD, IJCAI, etc. were included in the analysis target after collection, and, finally, research was performed based on about 100 analysis target papers. Through this, the research that links the theory of the recommendation system with practical services is structured with a focus on reliable papers. Figure 1 visually explains the brief process.



Next, for the trend analysis of the application field of the recommendation service, Google Scholar was used as the main search engine to collect all the papers that were searched for service application field and service recommendation with keywords since 2010. Subsequently, the number of published papers by year was arranged and the scale or value trend of representative services by service field was also indicated during the period, so that the connection between research and application could be reviewed together. Figure 2 visually explains the brief process.



Unlike the previous section, which included data from top-tier journals, the research for this section was conducted to provide insight based on the entire data field in order to analyze the flow of overall research and service fields. Through these two research approaches, we intend to increase the reliability of the major recommendation system-related contents and provide a stepping stone for setting the direction for future research by grasping the flow of a large amount of research.




2. Literature Surveys


Recommendation systems are a useful technology that can alleviate the problem of overload of information provided to users. It predicts the grade of items to be recommended to the user, creates a list of recommendation rankings for each user, and makes it possible to recommend items related to the user [13]. Several platform services actively recommend personalized items that meet the needs of users by introducing a recommendation system. In order to improve the performance of these recommendations, studies on various recommendation filtering models and data mining techniques are being conducted [14].



In this study, data mining techniques are analyzed for the recommendation model used in recommendation systems and its utility through research papers since 2010, and the overall flow of related research is analyzed. Figure 3 is a table that summarizes the recommendation model used in recommendation systems through research papers since 2010. Figure 4 is a figure that summarizes the overall flow of analysis of the recommendation model and recommendation technique. In addition, it is possible to understand the overall flow of the recommendation system field by classifying the main service application fields in which the recommendation system is used, and presenting the research in the related field and the main service and related research trends.



2.1. Recommendation Models


Since the first Collaborative Filtering model proposed in the 1990s was developed, recommendation systems have been actively studied, applied, and expanded in all fields of academia and industry until recently [15]. Recommendation systems are information filtering systems providing a personalized item recommendation to a user in a service environment that can hold or collect various data. Information filtering, which is mainly used in recommendation systems, is tailored to the user’s preferences or suggested only items judged to be useful to the user [16]. Iyengar et al. [17] stated that users prefer to have many options and, at the same time, when the difficulty of selection increases, the satisfaction of selection decreases. That is, in order to increase a user’s satisfaction with the service of the recommendation system, it is necessary to recommend various items to the user through the recommendation model to broaden the range of item selection for the user. At the same time, by analyzing the implicit and explicit data of the user and the data of a group of users similar to the user, the selection overload is reduced by drawing a list of items that match the habits and characteristics of the user. Figure 5 summarizes the general processes of the recommendation system models, such as Collaborative Filtering, Content-Based Filtering, and Hybrid System, at a glance.



2.1.1. Content-Based Filtering


In 1992, starting with the study of Loeb et al. [18], various models for filtering information emerged. Content-Based Filtering is a method for recommending items with attributes similar to those that users like, and recommends them based on the information of the items [19]. That is, it is a method of recommending similar items based on information on items selected by the user in the past. The Content-Based Filtering model is the most basic model within the overall recommendation system model and was mainly used in early recommendation systems.



However, as a result of the study by Salter et al. [20], the Content-Based filtering model recommends only data related to items closely related to items previously evaluated by the user, so the system is known for its limitation in not being able to recommend new items. That is, there is a disadvantage in that it does not provide the user with an opportunity to access various contents. Because of these limitations, this model has been mainly used in services that recommend items or text data items that are easy to recommend based on item information and user profile information. It was mainly used in various application areas, such as recommendations according to the properties of music [21], recommendations according to the properties of movies [20], e-commerce recommendations [22], and educational material recommendations [23]. The Content-Based Filtering Model uses text mining technology to identify user preferences, Semantic Analysis [24], TF-IDF (Term-Frequency Inverse Document Frequency [25], Neural Network [26], Naive Bayes, and SVM [19]. Since 2012, as research on the Hybrid Recommendation Model has increased, the use of Content-Based Filtering alone has gradually decreased, and its application area has also begun to shrink. Figure 6 is a visual summary of the item recommendation principle of the Content-Based Filtering Model.




2.1.2. Collaborative Filtering


Collaborative Filtering is an information filtering model that first appeared in the 1990s, and became a stepping stone for the subsequent research on recommender systems [27,28]. Collaborative Filtering is a model that constructs a user’s preference database using the user’s evaluation data to predict items that fit the user’s taste, and then uses it for recommendation [14]. This model can be classified into Memory-Based Collaborative Filtering and Model-Based Collaborative Filtering [29]. Memory-Based Collaborative Filtering can be further divided into User-Based Collaborative Filtering and Item-Based Collaborative Filtering.



User-Based Collaborative Filtering is a model that compares similarities between users by comparing the evaluation data for each user of the same item, and then creates and recommends a list of top N items that fit the taste based on the rating of each item of a similar user group. Item-Based Collaborative Filtering predicts an item by using the similarity between the item and the item selected by the user by creating a rating matrix of the user and the item. In other words, Memory-Based Collaborative Filtering uses technologies such as Pearson Correlation, Vector Cosine Correlation, and KNN to create similar groups (neighborhood groups) among users and recommend items to users within the same group [30,31].



As Memory-Based Collaborative Filtering was used in E-Commerce Services such as Amazon, the Collaborative Filtering recommendation model prevented customer churn and increased sales [32]. However, if the model does not include enough data, three problems can occur: sparsity, cold start, and gray sheep. First, the sparsity problem is a problem that occurs when there are not enough data available for recommendation [33]. Similarly, the cold start problem occurs when there are no evaluation data, that is, the first rater due to the influx of new users at the beginning of the service [34]. Finally, gray sheep is a problem in which recommendation difficulties arise when the set of users whose evaluation data are similar to that of the individual user is too small [35]. To solve this problem, Model-Based Collaborative Filtering, which estimates or learns a model for prediction using the data evaluated by the user, has been studied [32]. For Model-Based Collaborative Filtering, techniques such as Clustering, SVD, and PCA were mainly used.



The Collaborative Filtering model was adopted and used as a recommendation model more frequently than Content-Based Filtering. However, despite the development of collaborative filtering, the scalability problem and the sparsity problem [36] are not solved, so there is a limitation in that the accuracy of the recommendation is lowered. In order to overcome this limitation, a Hybrid System filtering model combined with Content-Based Filtering has recently been used a significant amount. Since 2010, the study related to Collaborative Filtering has mainly aimed at improving the performance of Collaborative Filtering, including a study aimed at developing a similarity calculation technique [37], a study aiming to expand the model by using customer feedback [38], a study aiming to obtain more user preference data using tagging [39], a study using clustering [40,41,42], etc. Figure 7 is a visual summary of the item recommendation principle of the Collaborative Filtering Model.




2.1.3. Hybrid System


Both filtering models feature limitations because the Content-Based Filtering model relies on metadata about the user’s item, and Collaborative Filtering relies on the user’s item rating data. A Hybrid recommendation model was proposed to solve the limitations of both recommendation filtering models and to improve the recommendation performance [43].



The Hybrid recommendation model is divided into seven types: Weighted Hybridization, Switching Hybridization, Cascade Hybridization, Mixed Hybridization, Feature-Combination, Feature-Augmentation, and Meta-level, according to the method that combines filtering techniques in Burks’ study [44]. Table 1 is a table summarizing the seven methods of the Hybrid recommendation model introduced in Burks’ study [44].



Since the Hybrid Recommendation model is mainly designed to solve the sparsity problem, the main goal of most studies dealing with the Hybrid recommendation model is to compensate for the lack of rating data by integrating the information of the Content-Based Filtering and Collaborative Filtering models. Hybrid Recommendation model-related studies include the following: a study on supplementing taste data by storing user evaluation data in a matrix using a Bayesian Probabilistic Matrix Factorization Framework, and learning side information data with insufficient user preference information using an auto-encoder [45]; a study using an automatic encoder that learns the nonlinear activity of users and items and removes stacked noise, which integrates information [46]; and a study on constructing a recommendation system model by introducing various items of side information in addition to the explicit rating accorded to items, such as the social connection between users and item information data [47]. These studies each attempted to alleviate the sparsity problem. Figure 8 is a visual summary of the item recommendation principle of the Hybrid Recommendation model.




2.1.4. Qualitative Evaluation Metrics of Recommendation Systems


In order to evaluate the performance of the Recommendation System model, it is necessary to quantify the characteristics of an excellent recommendation system [48]. In this study, the measurement criteria for evaluating the quality of models commonly used in recommendation system research were analyzed.



The simplest way to evaluate the performance of a recommendation system is RMSE (Root Mean Squared Error). RMSE is an index commonly used to evaluate prediction accuracy and is obtained by taking the square root of the mean squared error (MSE) calculated by dividing the sum of the squares of the difference between the actual grade and the predicted grade by the total number of grades that have been predicted [49].



Common qualitative evaluation indicators of recommendation systems include Precision [50,51], Recall [50,51], Accuracy [48], F-Measure [51], ROC Curve [49], AUC (Area Under the Curve) [52]. The confusion matrix is used to calculate the value of the qualitative evaluation index of this recommendation model. Table 2 is a confusion matrix that visualizes the predicted value and the actual value to measure the performance of recommendation systems. This matrix enables quantitative measurement by classifying whether the user’s preferred item is an item recommended by the recommendation system. Each row means an item that reflects the user’s preference, and each column indicates whether the recommendation model has recommended the corresponding item. The True Positives (TP) of the confusion matrix indicate the number of items that matched the user’s preference when the recommendation system recommends the item. True Negatives (TN) represent the number of items preferred by the user that are not recommended by the recommender system. False positives (FP) represent the number of cases in which the system recommends items that the user does not prefer. False Negatives (FN) represent the number of cases in which the system does not provide recommendations for items that users do not prefer. Here, the ratio of actual positives among all the positives is called TPR (True Positive Rate), and the ratio of false positives among all the negatives is called FPR (False Positive Rate) [53]. TPR is the same as the recall value.



A good performance of the recommendation system means that it recommends an item suited to the user’s taste. Furthermore, not recommending items that are not suited to the user’s taste is also part of a good recommendation system model. In general, Accuracy was used as an indicator to evaluate the performance of the recommendation model. Accuracy means the ratio of successful recommendations to all the recommended items. Accuracy can intuitively evaluate model performance, but it is difficult to accurately judge model performance when the information data on user preference items are unbalanced [54]. Therefore, to evaluate performance in more detail, Precision and Recall indicators are used. Precision is derived by calculating the proportion of items that match the user’s taste based on the item recommended by the model to the user. Recall is derived by calculating the ratio of items to be recommended by the recommendation model to the user based on the item selected by the actual user. Precision and Recall are trade-offs. Therefore, the F-measure value is sometimes derived when it is necessary to check the result of the integration of two indicators [55]. The F-measure is the calculated harmonic average of Precision and Recall. Precision, Recall, and F-measure possess values between 0 and 1, and the higher the value, the better the performance of the recommendation model.



The ROC curve is a graph showing the relationship between FPR and TPR. This method is mainly used to visually explain the ratio of the performance results of Precision and Recall. Since the ROC curve is a graph, it is difficult to obtain a quantitative value. To compensate for this problem, the AUC index is mainly used. AUC is the area below the ROC curve, and the accuracy of the recommendation model can be measured by calculating the area of AUC. As the AUC value is closer to 1, it can be evaluated that the performance of the model is excellent. In general, if the AUC value is 0.8 or higher, the model is judged to offer high accuracy [52]. Table 3 summarizes the formulas and definitions of general qualitative evaluation indicators that evaluate the performance of the recommendation system.




2.1.5. Research Trend of Recommendation Models


As shown in Figure 9 and Table 4, the point of time after 2010 surveyed in this paper is Web 3.0, which has been created since 2010 following Web 2.0 [56]. It is an ‘intelligent web’ in which the information data analyzed through semantic web and data mining are combined with machine learning and artificial intelligence. This evolved from Web 2.0, in which the spread of social network services such as Twitter and blogs connected people and created and shared various data based on these connections. By analyzing a variety of highly increased data, it is now possible to recommend items that take into account the user’s taste. Data collected from the web started to be used in the recommendation system in earnest after 2012 [57], and it has become a major cornerstone of the steady advance of the recommendation system. Figure 9 visualizes the development of the Web, and Table 4 compares the characteristics of each element according to the development of Web 1.0, Web 2.0, and Web 3.0.



Figure 10 visualizes the trend change of the papers that studied the three recommendation models among the papers collected according to the survey criteria set out in this paper, according to year.



Content-Based Filtering is the simplest recommendation model. In the early 2000s, there were many studies using it to present recommendations to users, but due to its disadvantage of recommending only biased items, the number of studies using this model alone has gradually decreased since 2010. However, it is still being studied and utilized continuously in the fields of books and news, which are application fields centered on text information.



Collaborative Filtering is the most frequently used and studied recommendation model, accounting for 41.6% of all papers. This is because the recommendation filtering model used in Amazon’s product recommendation system is highly effective and has been recognized as offering high industrial use value. Although there are limitations to Collaborative Filtering, studies have continued to overcome them. As shown in Figure 10, research on the Collaborative Filtering recommendation system model has decreased since 2014, and the number of Hybrid recommendation model studies has increased more than that of Collaborative Filtering, but it can be seen that research continues to be actively conducted.





2.2. Recommendation Techniques


Data mining is a technique for deriving useful information by discovering correlations and patterns between data based on data analysis in large datasets [58]. It analyzes the information of the item, makes it possible to recommend items similar to the item to the user, and creates a similar user group among users to identify the client/visitor click stream data matching the user group. It can also recommend customized browsing options to meet the needs of specific users [59]. Various data mining analysis techniques are used for such recommendations. Figure 11 is a visual summary of the techniques mainly used in the recommendation system to be described in this section. Furthermore, Figure 12 shows a typical data mining process.



2.2.1. Text Mining


Text mining is a technique for discovering useful text information by extracting text-related information from data. With the recent development of natural language processing technology, semantically important information has been extracted from the corresponding text [60]. When natural language processing is used in some text analysis processes, there is a tendency to analyze texts based on the frequency of words, so there is a limit to understanding semantics [61]. For this reason, in order to accurately grasp the meaning of the text, the ontology [62], which defines the common vocabulary of items and organizes the meaning by constructing the conceptual schema of the text domain, started to be used.



This text mining is used to recommend similar items by performing semantic analysis of item information in the Content-Based Filtering recommendation model [19]. In addition, the Collaborative Filtering recommendation model evaluates the semantic knowledge of information data between users, enabling item recommendation with similarity [62]. Figure 13 is a visual summary of a typical text mining process.



On the other hand, in order for a user to search for an item on the Internet, it is important to show an accurate semantic analysis result of the text, but a mechanism for identifying the context is also required. Therefore, in order to make communication between humans and computers useful, text mining technology is being advanced to context awareness [63]. As a text mining technique, fuzzy linguistic modeling (FLM) introduces fuzzy logic to natural language processing and analyzes the meaning of language using fuzzy subsets [64]. If FLM is used in the recommendation system, it is possible to identify the multilingual context of the item. In particular, when user preference is not clear or user preference data are insufficient, it offers the advantage of additionally acquiring insufficient preference data through a preference relationship after analyzing text data between items using FLM [65].



The text mining technique mainly used in the Content-Based Filtering recommendation model is Term Frequency–Inverse Document Frequency (TF-IDF), which gives weight according to the number of repetitions of a specific text. This technique expresses the components of the text of the document as vectors, and then the importance of a term is identified by calculating the relative frequency of a word in a specific document using the weight function TF-IDF [66]. Text mining techniques are mainly used in health care, education, tourism, and academic services.




2.2.2. KNN (K-Nearest Neighbor)


K-Nearest Neighbor (KNN) is an algorithm that classifies K-nearest neighbors of test tuple and train tuple to classify a dataset. KNN classifies datasets based on the closest distance by comparing the similarity between each item of data through distance-based weighting [67]. Euclidean distance, cosine similarity, and Pearson correlation are mainly used as measures to compare similarities. When the KNN algorithm is used in a recommendation system, the user’s search pattern can be classified and the user’s future preference can be predicted. After analyzing the patterns of user behavior data, such as users’ web server logs and clickstream data, it can be used to classify items similar to users’ tastes, and then use the results to recommend suitable items.



On the other hand, Jannach et al. [68] published a study result indicating that the performance of the recommendation model studied using the KNN algorithm was poor. Since KNN must select an appropriate value for K, which governs the performance of the model, there are inefficiencies that require repeated experiments and the problem of being biased by K [68]. In addition, the performance of KNN is degraded in analyzing data with a large input size. Therefore, when the size of the input data is large, dimensionality reduction that transforms the data into a meaningful expression should be used. The main goal of dimensionality reduction is to reduce data without loss of information, and principal component analysis (PCA) and linear discriminant analysis (LDA) are mainly used for this purpose.




2.2.3. Clustering


Clustering is an algorithm that identifies finite categories or clusters to describe data, and is widely used in recommendation systems because of its low redundancy and ambiguity [69]. There are many different types of clustering techniques used in the recommendation system, but K-means clustering is mainly used. K-means clustering is an algorithm that clusters around the mean after setting the number of K clusters. After calculating the similarity between all the data in the recommendation system, it is assigned to the nearest cluster and the calculation is repeated in the order of calculating the cluster center [70]. However, if the number of clusters is small, K-means clustering is vulnerable to the scalability problem, in which the calculation speed decreases when the number of users and items increases while the recommendation system is servicing [71].



On the other hand, Gong [72] performed user clustering and item clustering using a similar inter-user clustering technique based on user ratings for items and conducted a study to recommend personalized recommendation items. As a result of studying the method of finding a cluster group similar to the recommended target user based on the similarity between items in this study, the problems of scalability and scarcity, which are the disadvantages of the existing Collaborative Filtering approach, were solved.



Clustering was mainly used in the Collaborative Filtering recommendation model and was generally studied in the recommendation system in the tourism, education, and e-commerce fields.




2.2.4. Matrix Factorization


Matrix Factorization recommendation system became widely known through the Netflix Prize, and especially solves the problem of scarcity in Collaborative Filtering [73]. Matrix Factorization is a method to characterize items and user data after inferring elements from user evaluation data for items and storing them as vectors [74]. The main purpose of this technique is to find the dimension of the latent factor that expresses the user information and the user’s preference by storing the user’s evaluation data in the Rating Matrix [75]. In particular, it offers good scalability and flexibility as it can analyze users’ tastes by using data such as mouse movement and search pattern, as well as explicit data that the user directly evaluates for a specific item [74].



Singular value decomposition (SVD) is a method that provides predictive data to customers by analyzing various item data to transform the user and selected items into a space of the same latent factor [76]. The algorithm offers the advantage of increasing the efficiency of the recommendation system by reducing computational overload. In the existing recommendation system, it was difficult to identify user preferences with tag and like data in the SNS field because it was possible for multiple users to make recommendations based on numerical evaluation of common items [77]. However, Matrix Factorization is widely used because it makes it possible to provide recommendations using information collected in various ways in the SNS field [4,78,79,80].




2.2.5. Neural Network


In recent years, the use of neural networks has expanded in various fields, such as speech recognition, image recognition, photo search, and language translation. On the other hand, although the introduction and use of neural networks in the recommendation system field is relatively small compared to other fields, many studies are being conducted as one of the main areas of interest in recommendation-system-related research. It has been widely used in research to obtain additional data in situations where it is difficult to understand user preferences with historical data [81,82]. In addition, He et al. [83] modeled noisy implicit feedback data using a deep neural network (DNN) to improve the performance of a recommendation system; deep learning offers the potential to improve the performance of recommendation systems. In other words, in developing a recommendation system, neural networks are used for modeling research to additionally secure and supplement data to solve the problem of sparsity and cold start in Collaborative Filtering, or for the purpose of improving the performance of the recommendation system itself.




2.2.6. Research Trends of Recommendation System Techniques


Figure 14 and Figure 15 are visualizations that can be used to analyze the research trends of techniques used in the recommendation system field. Figure 14 visualizes the number of recommended techniques used in the papers analyzed according to the survey collection criteria set in this paper. Furthermore, Figure 15 visualizes the utilization of each recommended technique according to the flow during the year.



Text Mining is a technology necessary to analyze the characteristics of the items selected by the user in Collaborative Filtering models, such as the Item-Based Collaborative Filtering model of the Content-Based Filtering Recommendation model and the Hybrid Recommendation model. This technique can be used in various recommendation system models and is continuously required in areas such as medical data (health care field), academics, and tourism, that contain a significant amount of text information. From Figure 14, it can be seen that text mining is a technique that is actively used in recommendation system research. Furthermore, through Figure 15, it can be confirmed that Text Mining is continuously used in research related to recommendation systems.



On the other hand, KNN’s performance was the least utilized in the recommendation system research collected in this paper after 2010 due to the inefficient search process for K values, the bias problem of K, and the problem that it cannot be used when the data size is large [68].



Clustering is a technique mainly used to identify user groups similar to users in the Collaborative Filtering model. When clustering is used for Content-Based Filtering and in the Hybrid Recommendation model, it is mainly used when clustering and analyzing the similarity of location-based data in the recommendation system field of the travel field. Clustering is useful when analyzing similar groups or similar items when the evaluation data is not a number. However, currently, in various apps and web services, the frequency of using clustering as a recommendation technique is decreasing because users evaluate items using ’likes’, ’star ratings’, or numerical data. However, from Figure 15, it can be seen that clustering is used consistently by year.



MF is a technology that searches for potential factors that express the user’s preference for the items provided by the service, and it is possible to analyze not only numerical data for specific items, but also data collected through external situation data, mouse streams, etc. The calculation time can also be reduced because it is calculated by decomposing the matrix consisting of user and item evaluations. Therefore, the number of studies using MF than KNN has increased because the existing KNN problems have been supplemented. However, as the number of businesses using large-scale servers increases, the need for a new recommendation system utilization technology to build a model that can calculate more than MF technology in order to derive results faster and more accurately than before increases in turn.



The development of smartphones, wearable devices, and SNS has enabled the collection of various data related to users. In other words, even if the user does not input evaluation data, body data that is naturally generated while the user is active, posts, keywords, and images uploaded by the user to SNS are all data that can be utilized in the recommendation system. Neural Network technology began to be used to analyze these various types of data in recommendation system research. In particular, Neural Network technology specializing in image analysis and image prediction can more accurately and quickly analyze an image uploaded by a user or an item purchased by a user. Clustering technology can also be used to analyze a map of a user’s favorite travel destination and recommend a user’s favorite destination among nearby places, but a neural network can be used to recommend a user’s preferred travel destination by learning various features of the user’s preferred travel destination. Therefore, the Neural Network can analyze the characteristics of various items that the researcher has not thought of before; in Figure 14 and Figure 15, it can be seen that this technology was the most commonly used technology in the 10 years of recommendation system research.





2.3. Application Fields


The recommendation system has been expanded and used in various service fields. In this study, we intend to analyze how the recommendation models and technologies for various recommendation systems described above are studied and utilized according to the characteristics and purpose of the actual service field. Based on the papers collected for analysis, the service fields in which the recommendation system was used were classified into seven main categories: Streaming Service, Social Network Service, Tourism Service, E-Commerce Service, Healthcare Service, Education Service, Academic Information Service. The seven main categories are divided based on the list of services that use a recommendation system with increasing users or increasing business value, and the list of services that appear frequently when ’Recommendation System’ of the Google Scholar search engine is searched as a keyword. Figure 16 is a visual summary of the list of services mainly used in the recommendation system to be described in this section.



2.3.1. Streaming Service


In the past, video content, such as movies, were mainly consumed by users through TV or movie theaters. However, recently, a significant amount of video content is consumed through streaming platforms such as Netflix and YouTube. Audio content is also changing from downloading and consuming files to a user’s local device to consuming content through streaming platforms such as Spotify. Streaming services related to media content have been developed along with the recommendation system because it is necessary to reduce users’ worries about choosing a vast amount of content and to provide content that is tailored to each user. In general, in the streaming service field, user preference data is collected centering on the user’s media content service usage history data, and after mapping user preference with all the content owned by the streaming service, recommendations are generated in the order of the content most similar to the user’s preference. [36,84].



Until the early 2000s, in the streaming service field, the Content-Based Filtering model was widely used in recommendation systems. However, in the Web 2.0 era, due to the inefficiency of providing only some content to users in a streaming service that features large amounts of rich content data, ’research on the usefulness of the Collaborative Filtering method that recommends items in consideration of the similarity between users’ was mainly conducted [85,86]. On the other hand, the biggest feature of streaming services is that information is categorized by genre, artist, and cast of items [87]. Due to these characteristics, studies using text mining techniques were mainly used in the study of recommending streaming services. In the study by Odić et al. [88], Text Mining was performed on the properties of users’ video viewing item list in order to recommend content desired by the user. In Text Mining, ontology was used to not only find movie items desired by users, but also to recommended items considering users’ situational information.



Recently, the number of streaming service users has exponentially increased. Therefore, to ensure smooth service, it is necessary to reduce the overload of calculating user preference analysis. In order to solve this problem, studies have been conducted to improve various recommendation techniques and recommendation filtering models for streaming services. Barragáns-Martínez et al. [36] used the Singular Value Decomposition (SVD) algorithm to reduce computational overload when calculating user preferences to alleviate major problems such as limitations in scalability and data sparsity. Through this, a Hybrid Recommendation model that recommends TV programs with higher user preference was proposed. As a result of evaluating the performance of the proposed model, 0.78 was derived from MAE, and as a result of additional user testing, it was claimed that positive feedback was received. A study by Walek et al. [9] proposed a Hybrid recommendation model that recommends movies that fit user preferences using the SVD algorithm and Fuzzy Logic, based on user’s preferred movie genres and movie ratings. As a result, promising values for Precision (81%), Recall (83%), and F-measure (82%) were achieved.



Since the music streaming service field exerts a greater influence on user preference compared to other content, high predictive power is required for user preferences [89]. To this end, studies on a Content-Based Filtering recommendation model considering user data and audio content data [80,90] and on a Hybrid recommendation model study that combines a Collaborative Filtering model that considers evaluation data of other users similar to the user [86,90,91,92,93] were performed. On the other hand, in the field of music streaming service, the study of music content recommendation was mainly conducted in consideration of audio characteristics such as genre, melody, and rhythm that reflect the user’s taste [94]. Wang et al. [89] analyzed the item properties of music using Text Mining, extracted audio signal features such as the rhythm and melody of music data, and recommended items. This study proposed a Hybrid recommendation model that recommends music that users prefer using a Neural Network. As a result of comparing the RMSE values of the Hybrid model proposed in this paper and the general Content-Based Filtering model, the RMSE of the Hybrid model was 0.255 and the result of the Content-Based Filtering RMSE 0.270 was derived. Therefore, it could be confirmed that the Hybrid model proposed in this paper showed better recommendation performance. McFee et al. [87] proposed a study to analyze audio similarity through content analysis of data samples preferred by similar user groups obtained through Collaborative Filtering. Through the similarity analysis results for each audio signal of the optimized audio content, a Hybrid recommendation model that enables the recommendation of various lesser-known music was proposed. In other words, this study proved the expandability of the recommendation system for music streaming service by solving the weakness of Content-Based Filtering, the narrow range of user preference items.



Table 5 summarizes the research related to the recommendation system used in the streaming service field among the papers collected according to the research criteria of this study.




2.3.2. Social Network Service


Online social network services (SNS) such as Facebook, Instagram, Twitter, and LinkedIn are huge digital-based social exchanges where users can not only lifelog their daily life, hobbies, interests, etc., but also provide a field of interaction with other users [97]. The vast increase in the use of SNS was also accompanied by a vast increase in user-related data.



It is possible to collect content information that users register with posts through SNS. In addition, user evaluation data can be collected; as well as rating data, these include various types of feedback data, such as likes and comments. The collected data are not only used for recommendations within SNS, but are also open to utilization in recommendation systems for other businesses. In other words, various data collected through SNS f are closely related with the advancement of recommendation systems.



Since SNS is connected to various users who are not friends, the data of other users who are similar to the user can also be used for analysis to produce recommendations. Therefore, it is easy to use Collaborative Filtering and Hybrid recommendation models [98]. Figure 17 shows the structure of the concept and principle of the Hybrid recommendation model mainly used in the SNS recommendation system.



Collaborative filtering is mainly used to recommend friends or items based on the behavioral patterns of other users who possess a friend list similar to the user on SNS [3]. However, the vulnerabilities of Collaborative Filtering [99] such as cold start, sparsity, and gray sheep need to be addressed. For this purpose, research on SNS recommendation system using Model-Based Collaborative Filtering model [4,78] has been conducted. A number of studies have been conducted to supplement the weaknesses of Collaborative Filtering by using various techniques along with the Recommendation Filtering model. For example, Kim et al. [78] proposed TWILITE, a Twitter follower recommendation system, and a tweet message recommendation system suitable for users’ preferences. This study designed a follower recommendation system using Matrix Factorization with a Collaborative Filtering model. In addition, the weakness of the Collaborative Filtering model was addressed by recommending a tweet message suitable for user preference using a probabilistic model based on LDA (Latent Dirichlet allocation). As a result of empirically evaluating and comparing the performance of TWILITE’s recommendation algorithm with other algorithms, the proposed model showed higher values than other algorithms in terms of Recall, Precision, and average hit-rank index, demonstrating its excellent performance. Similarly, Yang et al. [4] also studied the Collaborative Filtering model and Matrix Factorization Technique for the SNS recommendation system. However, the difference with the study by Kim et al. [78] is that users with the highest trust relationship with the target user is defined as users with a similar taste through the proposed Trust model, thereby overcoming the weakness of the model. In order to evaluate the performance of the proposed model, this paper compared the results of applying the proposed model to four large data sets and the results of applying other recommendation algorithms, PMF, SoRec, RSTE, and SocialMF, to the same data set. The experimental results were derived as the performance indicators, Precision, Recall, F1-score, and NDCG (Normalized Discounted Cumulative Gain). As a result, all of the performance indicators of the algorithm proposed in this paper were excellent. This model showed superior performance compared to other algorithms, especially when an item was recommended to cold-start users.



In the field of SNS, a number of studies on Hybrid recommendation models have been conducted. Amato et al. [5] proposed a Hybrid recommendation model that can provide recommendations based on user interaction and generated multimedia content on multiple SNSs. Through Text Mining, we analyze user preference data, text comments that can relate user emotions, behavioral data such as past logs performed by users, and user evaluation data for various contents. As a result of the analysis, similar items were clustered to provide user-centered recommendations for social networks. In the study by Capdevila et al. [6], the user’s preference was also analyzed using the user’s geographic location and the full text data of the SNS using the Text Mining technique. A personalized item was recommended to the user according to the analysis result. Furthermore, in this study, a Hybrid recommendation model that can recommend even a location to a user was proposed.



As a result of evaluating the performance of the Hybrid model proposed in this paper through the AUC value, in the recommendation consisting of a user and item pair, 0.6566, in the non-paired recommendation, it was 0.6044, which showed better recommendation performance than the existing CB and CF models. Table 6 summarizes the research related to the recommendation system used in the social network service field among the papers collected according to the research criteria of this study.




2.3.3. Tourism Service


As the demand for travel has increased, recommendation systems have begun to be used in the tourism service field to recommend tourist destinations, route recommendations, and transportation methods. As the travel-related recommendation system uses situational data, such as review data and location data, user location, time, and weather, collected through SNS, research on recommendation systems using SNS has increased in the tourism service field.



SNS stores the user’s check-in data and the location of the post uploaded by the user, and tourism services can use it as a dataset for recommending tourist attractions and routes [103,104]. The travel recommendation system analyzes these SNS data and provides travel information suited to the user’s taste, thereby increasing user satisfaction and increasing loyalty in tourism, encouraging users to return to tourist destinations after their trip. Kesorn et al. [103] proposed a Personalized Tourism Information Service (PTIS) framework that recommends tourist destinations customized to users based on their Facebook check-in data analysis. PTIS utilizes a Hybrid recommendation model to recommend tourist attractions to users, as well as users’ Facebook friend check-in data. The model continuously updates the user’s profile by utilizing data that can identify preferences that users generate while using the service, such as history and evaluation data. Therefore, as the number of PTIS users increases, it is possible to improve the recommendation performance through massive and varied data. In the recommendation model using popular tourist destination data, Facebook close friend data, and appropriate visit time data proposed in this paper, Precision yielded an average of 87.75%. In addition, Sun et al. [104] performed spatial clustering based on the geo-tagged data of photos uploaded to Flickr, a photo-sharing SNS, to identify important tourist destinations; the rankings were then sorted in ascending order, and routes were recommended to users by considering both the popularity of the tourist destinations and the road length data through machine learning. An empirical evaluation was performed to evaluate the performance of the model proposed in this paper. The tourism route recommended by the proposed model was less than twice as short as the shortest route considering only the length of the road. Through this, it was shown that optimal tourist routes can be recommended to users by considering the image taken on the road, the point of interest (POI), and the length of the road. That is, the study made it possible to recommend an optimal travel route that reflects user preference. Figure 18 visualizes the recommendation principle in this recommendation system to provide overall popular tourist destinations and optimal routes.



On the other hand, there are studies that utilize not only the evaluation data of tourists but also the current situation data of users in the recommendation system model for recommendation in the tourism service field [2,105,106]. Representatively, Abbasi-Moud et al. [2] proposed a context-aware tourism recommendation system by deriving context data from users’ review data on tourist destinations. This study derived situation data including time, location, and weather data, from tourist destinations using Text Mining and performed text sentiment analysis and semantic clustering of review data to determine user preferences. As a result of comparing the proposed Hybrid model with similar systems proposed in other studies, the proposed model showed the highest values in Precision, Recall, and F-Measure indicators. In particular, the Precision value increased compared to previous studies because, first, by analyzing sentiment, the user’s disliked words were filtered from the default setting list and, second, a tourist destination adjusted to the current situation was recommended by considering several contextual factors. Thus, it is possible to recommend a preferred tourist destination according to the user’s situation.



Smirnov et al. [105] proposed the TAIST (Tourist Assistant Infomobility System), a recommendation system using a collaborative filtering model. In this study, the user’s preference was identified using the evaluation data of tourists, and a list of tourist destinations was created and then recommended. Next, based on the ontology-based situation data for recommended tourist destinations, the optimal travel route considering the accessibility of tourists and recommendations for public transportation were provided. As a result of user evaluations by 1000 tourists accessing information on cultural heritage, the proposed system has proven its superiority through its ability to recommend cultural heritage sites in a timely manner and support tourists during travel.



Table 7 summarizes the research related to the recommendation system used in the tourism service field among the papers collected according to the research criteria of this study.




2.3.4. E-Commerce Service


In the past, items such as clothes, food, and books were mainly consumed by users through offline stores. However, in recent years, with the development of digital platforms such as the web and applications, the form of consuming items has changed through e-commerce platforms such as Amazon, eBay, and Alibaba. E-commerce offers consumers many items and various options in the online environment and provides sellers with an easy way to sell. In particular, consumers were unable to go outside due to the lockdown measures due to COVID-19, and as a result, they were unable to use offline stores. Consequently, consumption using digital platforms increased exponentially. The categories of items sold on digital platforms also began to diversify [112].



The E-commerce service collects data related to various users for business expansion and actively utilizes these data in a recommendation system. The service predicts user preference by analyzing auxiliary user information, such as gender and age group. Based on users’ preferences, it is used for item recommendation [113]. In addition, research is underway to collect shared opinions on reviews or items that reflect the subjective opinions of users through the Virtual Community (VC) provided by each commerce and utilize the recommendation system for it [114]. Currently, tracking data is generated by tracing the actions of the mouse and keyboard when the user uses the service, and this data is used in the recommendation system. Mouse and keyboard data can analyze user preferences by tracking user interactions with browsers and apps to determine purchase intentions [115].



Therefore, by using the data collected from the VC and the recommendation system, it recommends the item that reflects the user’s preference. Furthermore, it is possible to recommend an item to a user using the taste information of a group of other users with similar preferences to the user [116].



The most significant characteristic of the e-commerce service is that consumers usually show a pattern of spending that complements the items they have previously preferred or have already purchased. Therefore, finding items similar to items previously purchased by the user is helpful in recommending items suitable for the user [117]. For this reason, the Collaborative Filtering recommendation model and the Hybrid recommendation model are mainly used in the service [72,118].



In a study using a Collaborative Filtering recommendation model, Gong [72] derived the most similar neighboring users among users through user clustering technology using the users’ purchased item data. As a result, a group of neighboring users similar to the user and a collaborative filtering system that used this selected item clustering technique to recommend appropriate items to users were suggested. In an experiment comparing the proposed CF with the existing CF, the number of neighbors had a significant effect on the recommendation quality. As a result of calculating the MAE by increasing the number of neighbors from 20 to 50, the proposed algorithm showed a lower MAE value as the number of neighbors increased, and the gap to the existing CF model widened, demonstrating its excellent performance. Hwangbo et al. [118] extracted customer preferences by using preference data from customers who purchased offline items and click data (clickstream) for the same online items as offline items. Because the study adds offline data, it can prevent cold start, improving recommendation performance. As a result of an experiment comparing the proposed recommendation system, K-RecSys, with the recommendation system used in shopping mall sites, in the case of the existing system, 5.8% of all clicks occurred, in the case of K-RecSys, 9.9% of all clicks occurred from recommendations. In addition, the purchase rate through K-RecSys’ recommendation was 12.3%, while in the existing system it was only 8.9%, proving that the proposed system recommends items that are suited to users’ preferences.



However, as the vulnerability of Collaborative Filtering began to be mentioned [119], the E-commerce service field began to utilize user assistance information to compensate for this problem. In particular, a number of Hybrid recommendation models were used that recommended using all of the review, comment, and user preference analysis data collected from VC. A study by Zhang et al. [113] proposed a ’Hybrid Probabilistic Matrix Factorization’ model-based recommendation system that models user preferences from user auxiliary information and items through a Neural Network, and distinguishes keywords from text information about items. This approach simultaneously considers users’ unique preferences and emotional tendencies to predict users’ ratings of items. DUPIA is a model that is proposed through the RMSE value, and performance evaluation and comparison results for MovieLens (ML), AIV data sets of PMF, CTR, CDL, ConvMF, ConvMF models; DUPIA achieved the best performance and showed improvement of 1.41% in ML100K, 1.16% in ML1M, 1.35% in ML10M, and 11.87% in AIV compared with the second-best model. In particular, DUPIA performs very well on the sparse data set AIV, with a performance improvement of about 12%, indicating that the proposed approach can be very effective in cold start situations. This is because user groups with different user preferences and item characteristics can be separated more precisely. Guo et al. [120] proposed a system to recommend products suitable for consumers by fusing neural networks and multi-source information to determine the weight of recommended items and analyzing the requirements of mobile e-commerce consumers. As a result of comparing the proposed algorithm with the existing traditional algorithm, the accuracy of the existing algorithm was 80.01% and that of the proposed algorithm was 91.23%, using multi-source data on consumer behavior to more accurately analyze consumer needs. In addition, the coverage rate continuously increased until it reached or approached a peak when user information was continuously reinforced. This can be a strong advantage, especially when the number of consumers skyrockets due to advertising, promotions, and other activities.



Research related to the recommendation system in the E-commerce field is increasing rapidly every year. In addition, recently, research on advanced recommendations related to the interface of the digital platform has been conducted. As the number of items advertised in E-commerce increases, the user’s level of interest gradually decreases. Therefore, research related to arranging an effective interface to increase user interest is being conducted. In Sulikowski et al.’s study [121], the Evaluation of a Recommending Interface (PERI) framework was implemented and similar performances were shown, regardless of the vertical and horizontal directions of the interface, for a fixed period of time. However, in terms of purchase commitments, the recommendation performance of the vertical layout increased by more than double. In addition, by providing a vertical arrangement and a visual effect of slowly blinking, the user’s interest in the item was further elicited.



Figure 19 visualizes the recommendation principle of the system that developed the existing Item-Based Collaborative Filtering recommendation model by combining offline customer preference data and online customer preference data. Table 8 summarizes the research related to the recommendation system used in the e-commerce service field among the papers collected according to the research criteria of this study.




2.3.5. Healthcare Service


As interest in health increases, the number of users who use smart wearable devices has started to increase as the technology has become compatible with smartphones, and their convenience of use has also increased [123]. Such wearable devices can efficiently monitor the user’s bio-state [123]. Smart Watch, a representative wearable device, regularly measures the user’s body data [124], helps users who do not possess specialized medical knowledge to prevent diseases, and enables self-diagnosis. These wearable devices collect a vast amount of user biometric data to help with disease-related research or appropriate diagnosis through specific body situations [125] and, furthermore, it has been helpful in research that recommends treatment [126]. Health-related recommendation system studies analyzed the relationship between patients’ symptom patterns and diseases to provide users with insight into better treatment options [127,128]. In this study, the recommendation system used in the healthcare service field was subdivided into the health recommendation system field and the e-health field, which support professional treatment according to the purpose of the system application.



In the field of health recommendation systems that help users with professional treatment, the main goal is to provide suitable treatment methods according to the symptoms of various types of diseases and the stages of each disease. To this end, the health recommendation system analyzes the patient’s information and the characteristics of the disease, offers an accurate diagnosis of the disease to the patient, and recommends an appropriate treatment according to the diagnosed disease. To this end, the Content-Based Filtering model is frequently used because it is necessary to analyze the patient’s information and the characteristics of the patient’s disease. Duan et al.’s [129] research is representative as a recommendation system study using the Content-Based Filtering model. In this study, Text Mining was conducted by creating a tree structure of prefixes of the item dataset to recommend treatment plans. Therefore, a study was conducted to recommend a patient care management plan that provides clinical decision support, nursing education, and impression quality management by composing an item ranking list. A study by Chen et al. [130] divided a patient’s disease into stages, and according to each stage, a disease diagnosis and treatment recommendation system (DDTRS, Disease Diagnosis and Treatment Recommendation System) that recommends an accurate disease diagnosis and treatment plan was proposed. The DDTRS clustered large historical disease diagnosis and treatment data sets extracted from patients’ examination reports. Furthermore, by applying the association analysis algorithm, the similarity of the content information of the disease, diagnosis and treatment data similar to the user was searched, and an accurate disease diagnosis and effective treatment plan were recommended. Five factors, effectiveness, chronergy, non-harmful side-effects, economy, and patient satisfaction, were utilized as indictors for the evaluation of the quality of treatment recommendations provided by DDTRS. In terms of indicators, evaluation was performed through physician feedback. The effectiveness index was the highest, with an average value of 4.33, compared to the other four indexes. The economic index showed the lowest ranking, at 3.24. Since this generally means that a high-quality treatment recommendation has a high therapeutic effect, a large chronological effect, and few side effects, the experimental results demonstrated that the proposed system provides high-quality treatment recommendations.



Figure 20 shows the workflow of the disease–symptom clustering analysis module and the disease diagnosis and treatment recommendation module, the two core modules constituting the DDTRS proposed by Chen et al. [130]. In the field of professional medical treatment, it contains the main process of analyzing the symptoms of a patient’s disease through historical treatment datasets and recommending an appropriate treatment.



In addition, the field of health recommendations can suggest similar treatment modalities to other patients with similar symptoms to the patient. The Collaborative Filtering model is frequently used in studies of health recommendation systems that recommend other patient groups with symptoms similar to those of the patient. The study by Thong et al. [131] derived relational data after calculating the similarity between patients using the fuzzy clustering technique. Based on the relational data derived in this way, a medical diagnosis recommendation system that classifies patients into groups according to disease characteristics was recommended. In this study, after finding a patient group with similar disease characteristics to the diagnosed patient, the Collaborative Filtering recommendation model was used to diagnose the patient by checking the medical diagnosis record of the corresponding patient group. As a result of evaluating and comparing the performance of the proposed algorithm HIFCF with the IFCF, DAVIS, HASAN, DE, Samuel, SZMIDT algorithms, and MAE values, the average MAE value of HIFCF was 0.395, which was lower than that of the other algorithms in all cases. The average MAE value of the second lowest DE algorithm was 0.481, suggesting a gap. Therefore, the accuracy of the proposed recommendation algorithm was verified.



In the field of specialized treatment, in addition to diagnosing a patient’s disease and providing treatment based on professional medical knowledge, studies have recently been conducted on recommending an appropriate diet in response to patient information such as disease, age, gender and weight, individual nutritional expectations, and food preference [132,133,134]. The study by Iwendi et al. [133] proposed deep learning solutions that use various Neural Network techniques, such as Logistic Regression and Recurrent Neural Network, to share information among patients with the same disease and recommend which kind of diet they should follow. A performance evaluation was performed on various Neural Network techniques, such as MLP, GRU, LSTM, RNN, Naive Bayes, and Logistic Regression. As a result, in the case of the class in which the LSTM was allowed, the precision was 98%; and in both the recall and F-Measure, the value was 99%. For the disallowed class, the values were: Precision, 89%; Recall, 73%; and F-Measure, 80%. Overall, the model showed an excellent performance. In particular, it showed an excellent performance for the disallowed class. Other models performed well for the permitted class but did not perform well for the disallowed class. On the other hand, LSTM outperformed all the other models in all the mentioned indicators and a performance evaluation was performed on various neural network techniques, such as MLP, GRU, LSTM, RNN, Naive Bayes, and Logistic Regression. As a result, in the case of the class in which the LSTM was allowed, the precision was 98%, and in both Recall and F-Measure, the value was 99%. For the disallowed class, the values were: Precision, 89%; Recall, 73%; and F-Measure, 80%. Overall, the model showed an excellent performance. In particular, it showed an excellent performance for the disallowed class. The other models performed well for the permitted class, but did not perform well for the disallowed class. On the other hand, LSTM outperformed all the other models in all the mentioned indicators and produced good results for both allowed and disallowed classes.



On the other hand, in the field of e-health services, health data customized to the user are used to help the user independently control their health data [135]. In the field of e-health services, we provide a variety of content containing the health data needed by users without having to go through a specialist, and we focus on enabling users to access personalized health information as well as everyday health information at any time and anywhere. Therefore, in this field, the recommendation system based on the Content-Based model that provides personalized health contents based on the user’s health data has mainly been used [136,137,138]. Wiesner et al. [137] provided individualized context-aware health information to users by integrating a Content-Based recommendation model with personal health data from the Personal Health Record System, and it used semantic network and ontology techniques to propose an approach that allows non-expert general users to easily manage their health data. A study by Sanchez Bocanegra et al. [136] suggested a recommendation system utilizing Text Mining ontology techniques. High-quality content is selected from health video content posted on YouTube; it is then connected to a health education website and provides consumers with the health information they need. To evaluate the recommendation performance of the proposed system, Precision and NDCG indicators were used for recommendation links to video content on general medicine, diabetes, and hypertension. As a result, the precision values were 0.5–0.87 for the over-the-counter video and 0.68–0.89 for the diabetes video, and the NDCG values were 0.5–0.88 for the over-the-counter video and 0.72–0.90 for the diabetes video. These values show that the recommendation performance was generally higher when recommending over-the-counter drugs and diabetes images, compared with the Precision and NDCG values of 0.39–0.62 and 0.46–0.65 for the hypertension video, respectively. In addition, through the proposed system, we demonstrated the feasibility of providing an educational health website as an additional explanation for a given health video with a semantic-based recommendation algorithm. Table 9 summarizes the research related to the recommendation system used in the health care service field among the papers collected according to the research criteria of this study.




2.3.6. Education Service


From the traditional form of education in the classroom or lecture hall, a new education trend, called Smart Learning, has formed through e-learning, in which learning is conducted through an online environment [140]. Smart education has started to be gradually used in education due to the increase in the spread of various smart devices and the development of wireless networks. Smart education can access vast digital resources and seamlessly provide personalized learning tailored to the needs, goals, talents, and interests of learners without time and space constraints. In addition, the educational form has improved by reflecting the learning trend of the digital age [141,142]. Therefore, the field of education services using the recommendation system provides learning resources in consideration of the learning style and knowledge level of learners, thus providing an effective and efficient learning experience. In other words, personalized learning content can be provided to learners.



In the study of recommending learning content suitable for learners with a focus on the similarity between learners and learning objects, the Content-Based Filtering recommendation model was mainly used after analyzing the learner’s profile information and learning object information [143,144,145]. A study by Shu et al. [144] utilized a Content-Based Filtering recommendation model that learns learning resource text data using Neural Network technology and provides learning materials at an appropriate level to learners by combining them with learners’ preferences. To evaluate the performance of the proposed algorithm, CBCNN, it was compared with existing traditional recommendation algorithms and state-of-the-art methods. As a result, CBCNN proved the accuracy of its recommendation performance by showing the lowest values compared to the other algorithms for the MAE and RMSE indicators: 2.6032 and 3.3841, respectively. Furthermore, it is generally known that the kNN-based recommendation method is more advantageous than other methods in terms of objective function, and the proposed algorithm showed the best performance in Precision, Recall, and F-Measure values among the non-kNN models. Experimental results have proven that CBCNN can alleviate the cold start problem and provide recommendations for appropriate learning resources. Similarly, a study by Chen et al. [145] also proposed a mathematical framework to which the Markov Decision Process was applied based on information about learners and learning resources and an Adaptive Learning System that introduced Plain Vanilla Systems.



For this purpose, studies have mainly been conducted using the Collaborative Filtering model, which recommends appropriate learning content by calculating similarities between learning activities or learners [7,146,147,148]. In addition, by combining the knowledge-based model and the ontology technique with the existing Collaborative Filtering model, it was possible to alleviate the problem of data sparseness based on the semantic similarity between learners and to generate more suitable recommendations [7,148].



Dwivedi et al. [147] proposed a Collaborative Filtering model-based recommendation framework that forms a learner group by reflecting the individual preferences of e-learning learners and provided the most appropriate learning content to learners based on their learning style and knowledge level. In the experimental results on the training data set to evaluate the performance of the proposed system ‘eL_GRS’, with Precision from 0.6580 to 0.7243, Recall from 0.7316 to 0.9011, F-Measure from 0.7316 to 07993, ‘eL_GRS ‘performed better than the classical group recommendation in terms of Recall and F-Measure for both random and similar groups. In particular, the recommendation performance for similar groups was more effective. In addition, in terms of the MAE of the proposed system, it showed better performance than the existing system for all the sample data. Through this, the high-quality resource recommendation ability of the proposed recommendation system for the learner group was proven. Tarus et al. [7] proposed an online learning resource recommendation system based on a Knowledge-Based Collaborative Filtering model by considering the learner’s sequential learning patterns to derive similarities between users based on the knowledge of the learner and learning resources by using the ontology technique and the Sequential Pattern Mining(SPM) algorithm. Since the proposed hybrid algorithm combines CF, ontology, and SPM, an experiment to compare the performance with the CF algorithm and the ‘CF+ontology’ algorithm was performed. All three algorithms showed optimal MAE values when the number of neighbors was 20. At this time, the proposed hybrid algorithm showed MAE values of 0.66, and ‘CF+ontology’ and CF showed MAE values of 0.69 and 0.76, respectively. Furthermore, the proposed hybrid algorithm always showed better results than the other two algorithms for the Precision and Recall indicators. In the learner’s satisfaction evaluation of the system, it was confirmed that 94% of the learners were satisfied with the recommendations of the proposed system, and the satisfaction levels for ‘CF+ontology’ and CF algorithm were 76% and 62%, respectively. Through this, we proved that the proposed algorithm outperforms the other two algorithms in terms of prediction accuracy to provide high-quality recommendations suitable for learners.



In the education service field, several studies were conducted on the smart education system in the e-learning environment, which covered not only a system that recommends learning content suitable for learners, but also a system that recommended college preparation topics and course selections so that students could experience a more substantial education [149,150,151]. Because it is important to consider not only the data on the item to be selected, but also the data of other users of the item, the Hybrid recommendation model, which combines two or more models, was mainly used in the generation of recommendations for curriculum selection. Esteban et al. [151] proposed a hybrid multi-criteria lecture recommendation system to be able to select a suitable lecture by combining a Collaborative Filtering model that considers student information, including student ratings and grades for university courses, and a Content-Based Filtering model that considers lecture information, including professors and lecture contents. To evaluate the performance of the proposed model, comparative experiments were performed using the existing CB and CF models and various criteria, including multi-criteria, lecture evaluation, and professorship. As a result, the RMSE value of the proposed hybrid approach was the lowest at 0.971, and the second-lowest value was 1.123, showing the best performance through the difference in results. Furthermore, it was proven that recommendation using multiple criteria is more effective than recommendation using single criteria.



Figure 21 visualizes the recommendation principle of a Hybrid recommendation system model that recommends learning materials suitable for users based on existing learning materials, learner preferences, and learning material data used by learners. Table 10 summarizes the research related to the recommendation system used in the education service field among the papers collected according to the research criteria of this study.




2.3.7. Academic Information Service


Due to the exponentially increasing amount of academic information, researchers in academia need to devote significant time and effort to finding academic information in the field related to their research. In the field of academic information services, research on recommendation systems has been conducted to provide information and technologies that can be helpful to scholars when conducting research.



A representative service to which the recommendation system in the academic information field is applied is the Digital Library, an information collection system that enables users to quickly and easily search for and utilize various digital materials around the world. In particular, the University Digital Libraries (UDL), a service that supports university learning, education, and research, also actively uses the recommendation system [152,153]. The recommendation system was not only used to help the process of accessing such academic information, but also research was conducted to support the researcher’s research-related academic data, thesis writing, and submission process [154,155]. In other words, the main purpose of recommendation system research in the academic information field is to recommend and provide academic information suitable for various users, including scientific communities, research institutions, and development practitioners, as well as to support the research itself. On the other hand, most recommended content in the academic information field are academic research materials composed mainly of texts. Therefore, a number of studies on the recommendation of academic information using the Content-Based Filtering recommendation model and the Hybrid recommendation model using Text Mining techniques have been conducted [156,157,158].



Achakulvisut et al. [158] proposed a digital library system based on the content of academic research using a Content-Based Filtering recommendation model so that researchers can quickly and accurately find academic materials in the scientific field. As a result of testing the performance of the proposed Digital Library system, it was shown that the proposed algorithm greatly outperforms the recommendations of other general keyword-based algorithms. Serrano-Guerrero et al. [152] performed text analysis through fuzzy logic by collecting information written by other users stored in Google Wave to efficiently search digital academic materials. A UDL integrated recommendation system was proposed using a Content-Based Filtering recommendation model through text similarity. In order to evaluate the performance of the proposed UDL integrated recommendation system, a recommendation result analysis was performed considering user opinions. The recommended user’s Precision, Recall, and F-Measure indicators were 0.7881, 0.8609, and 0.8197, respectively, while the recommended resource index values were 0.8674, 0.8734, and 0.8693, respectively. Through this, it can be seen that the system offers excellent recommendation performance and facilitates the dissemination of user and resource information in multidisciplinary resource-related tasks stored in UDL. Tejeda-Lorente et al. [153] used a Hybrid recommendation model after performing fuzzy text analysis, which is mainly used in general UDL recommendation systems. In particular, their study increased the accuracy of recommendations by adding a quality item to the data and made it easier for users to access related research resources. The proposed system provides a recommendation considering the quality of the resource. As a result of the performance evaluation of the recommendation, the average values of the F-Measure index and the MAE value were 0.6765 and 0.7565, respectively. As a result of the performance evaluation of the recommendation, which did not consider the quality of the resource, the performance of the proposed recommendation system was proven by comparing the average F-Measure and MAE values of 0.5939 and 0.7823.



A system that provides recommendations to cite data suitable for research when writing a thesis is called a citation recommendation system. These systems are created based on the user’s profile and the list of citations already included in the article the user is writing. Therefore, the Content-Based Filtering recommendation model was mainly used for citation recommendation. He et al. [154] proposed a study on a Content-Based Filtering citation recommendation system using a context-aware Text Mining technique. Unlike other citation recommendation systems, their study proposed a method of providing a citation list ranking suitable for the thesis by recognizing the context of the thesis that the user is currently writing without relying on the existing citation list. To investigate the performance of the proposed approach, CRM, extensive empirical evaluation was performed using Recall, Co-cited Probability, and NDCG indicators. When CRM was compared to seven other citation recommendation approaches, CRM performed best for all three metrics. This means that the proposed system is effective at recommending references by considering all the past citation contexts of authors.



Furthermore, a study was conducted to recommend a list of journals or conferences suitable for research. In a representative case, Wang et al. [155] proposed a system that recommends a list of journals or conferences suitable for content based on the abstract of the thesis. As a result of testing, the proposed system achieved an accuracy of 61.37% and proved that the most suitable journal or conference for research can be suggested in an average of about 5 seconds. Figure 22 shows an overview of the citation recommendation generation process reviewed in the study by Färber et al. [159] of the recommendation systems used in the academic information service field. Table 11 summarizes the research related to the recommendation system used in the academic information service field among the papers collected according to the research criteria of this study.





2.4. Recommendation System Research Trend


In this chapter, using the large amount of research data that was collected by keywords related to the application service field using the recommendation system, and without limiting the journal ranking in Google Scholar from 2010–2021, the market size, or the value of major services for each application field by collecting various data about the system, we derive a comprehensive trend in the development of recommendation systems.



2.4.1. Streaming Service and Research Trend


Figure 23 shows the trends of research and major services in the field of streaming services between 2010 and 2021. To this end, the number of published papers by year of all the papers searched for by Google Scholar with the keyword ’Streaming Service Recommendation’ from 2010 to 2021 was summarized. Furthermore, the trends in international subscribers of Netflix [160] and Disney Plus [161], the representative services of the OTT industry from 2010 to 2020, is also shown. Netflix, which started in 1997, has steadily increased its number of users [162,163] and, along with this, research in the field of streaming services has also steadily increased. However, in 2012, Netflix achieved tangible success in expanding its service globally but lost sales. In 2013, copyright issues such as the illegal copying of Netflix’s original series arose, causing difficulties for the business [164]. It may also feature a certain partial correlation with the declining interest in streaming service-related studies in 2012 and 2013. Nevertheless, Netflix has further expanded its service worldwide, making it the streaming service with the most subscribers among the current OTT services. After 2020, Netflix’s subscribers increased more rapidly due to social isolation as a consequence of COVID-19, along with changes in media consumption [165]. The success of Netflix served as an opportunity to expand the OTT service industry, contributing to the increase in OTT services, including Disney Plus and Amazon Prime.



In the case of Disney, which distributes media content through movie theaters, there was a financial loss in related sectors due to a reduction in film production as a consequence of COVID-19 [166]. However, Disney rapidly increased its subscribers and occupied the market through the Disney Plus service in early 2020 [167].



As shown in Figure 23, the study of the recommendation systems used by streaming service, which has increased rapidly since 2015, can be seen as featuring a correlation with the development of streaming services and the increase in their users. Furthermore, in the context of this advanced technology, COVID-19, which began to spread in early 2020, is believed to have led to the rapid growth of streaming services.




2.4.2. Social Network Service and Research Trends


Figure 24 shows the trends in social network service research and major services between 2010 and 2021. For this purpose, the number of published papers by year of all the papers searched by Google Scholar with the keyword ‘Social Network Service Recommendation’ from 2010 to 2021 was summarized. In addition, the trend in international users of Facebook [168], Instagram [169], and Twitter [170], which are representative services of the social network industry from 2010 to 2020, is also shown.



Twitter was an early SNS service that started in 2006, but since 2010, Facebook has overwhelmingly dominated SNS services. Facebook possesses a wider public range than Twitter, allows users to check the public timeline of people around the world, and offers the advantage that all users can become friends, so the number of users has steadily increased [171]. Instagram first started service as an IOS app in 2010; it then released the Android version in 2012, after which its number of users increased rapidly [172], Subsequently, in April of the same year, Facebook took over Instagram and performed technological developments, such as updating user feed posts and location tag functions [173]. Since 2014, Instagram has surpassed Twitter’s number of users [174].



In 2012 and 2013, when the number and interest of existing social network service users rapidly increased, research on recommendation systems based on social network services showed an explosive increase. Research related to Social Network Service recommendation systems, which had stalled in 2014, began to reactivate from 2016. In 2016, Instagram further updated its post advertisement promotion function for business accounts, and the number of users increased. Although the link between the increase in the number of studies and the improvement of the Instagram function is unclear, it can be interpreted that a linkage exists. Furthermore the data collected from Instagram and Facebook began to be used in various fields, and from 2017, recommendation research in various fields, combined with SNS data, increased in a much higher volume than in the field of recommendation system research used only in the SNS field [175,176,177].




2.4.3. Tourism Service and Research Trend


Figure 25 shows the trends of tourism service research and major services between 2010 and 2021. To this end, the number of published papers by year of all the papers searched by Google Scholar with the keyword ‘Tourism Service Recommendation’ from 2010 to 2021 was summarized. Furthermore the trend in international users of Airbnb [178], a representative service of the tourism industry from 2010 to 2020, is also shown.



The accommodation sharing service Airbnb added a social connection function by linking with Facebook in 2011 [179]. The sharing function between users was activated and a differentiated business model was established, which served as an opportunity to increase the number of users in a short period of time. From Figure 25, it can be seen that during the period from 2014 to 2019, when the number of Airbnb users increased rapidly, interest in tourism service recommendation research increased slightly at the beginning, and then exploded in 2019.



In 2020, the number of Airbnb users plummeted due to a decrease in travelers as a result of the COVID-19 pandemic. Despite the sharp drop in the number of users, recommendation research in the tourism service field only slightly declined; it has remained high since 2019. It is thought that this may be related to users’ desire for tourism-related services after the COVID-19 pandemic. Meanwhile, new research aimed at circumventing the COVID-19 situation, such as virtual travel, has also begun [180,181,182,183,184].




2.4.4. E-Commerce Service and Research Trends


Figure 26 and Figure 27 show the trends in e-commerce service field research and major services from 2010 to 2021 together. For this purpose, all the papers searched by Google Scholar with the keyword ’E-Commerce Service Recommendation’ from 2010 to 2021 were summarized in the number of published papers by year. Furthermore, the annual sales of Amazon [185] and Alibaba [186], which are representative services of the e-commerce industry from 2010 to 2020, are shown together.



Amazon is an e-commerce service that has been using a recommendation system for more than 20 years, since 1998. Various recommendation system studies have been conducted on Amazon’s recommendation system model, starting with the study by Linden et al. [187,188]. Although Amazon’s annual sales have been steadily increasing, Amazon’s annual sales started to increase even more significantly from 2017 to 2020. From 2013 to 2015, a large amount of research on recommendation systems in the field of e-commerce service was conducted, so we can infer its relevance to the advancement of the service.



The recommendation system also played an important role in the growth of Taobao, an online e-commerce service operated by Alibaba [189]. The dataset collected from Taobao, which provides various shopping records, user data, and item datasets, has supported research into recommendation systems [190]. Taobao is a C2C-type e-commerce service, gradually expanding its business to a platform including purchase, distribution, and pay. Accordingly, annual sales have increased rapidly since 2016, and it has established itself as the largest e-commerce service in China. Due to the rapid growth of the e-commerce market, research on recommendation systems is also on the rise.




2.4.5. Healthcare Service and Research Trends


Figure 28 shows the trends of research and major services in the healthcare service field between 2010 and 2021. To this end, the number of published papers by year of all the papers searched by Google Scholar with the keyword ‘Healthcare Service Recommendation’ from 2010 to 2021 was summarized. In addition, the number of users of Apple Watch [191], the representative of the wearable device industry most closely related to healthcare, from 2014 to 2020, and the number of users of Fitbit [192] worldwide from 2012 to 2019 are shown together.



Apple Watch, which first appeared in 2014, is a new type of watch for health management and tracking that records heart rate, blood oxygen, and movement. The number of users of Apple Watch has steadily increased, surpassing the number of users of Fitbit, which was the first smart watch in 2017, and is still overwhelmingly leading the market. On the other hand, when Fitbit first released Smart Watch, but in 2014, an allergic reaction occurred in some of Fitbit’s product lines, so they recalled the entire product and released a new product that was tested by a dermatologist [193]. In general, before 2018, research on recommendation systems in the health care service field was sluggish compared to research on recommendation systems in other fields, but research on recommendation systems related to healthcare has increased significantly since 2018. This seems to have had a significant impact on the performance of related research as Apple started supporting research in various healthcare fields, such as research on irregular heart rate detection algorithms [194], from 2017. Meanwhile, in 2017, as Apple Watch shipments began to surpass the export of Swiss watches, smart watches began to lead the market share of existing watches [195,196]. research on recommendation systems related to healthcare, which has been rapidly increasing since 2018, and the market growth in the healthcare field are influencing each other, creating a synergistic effect.




2.4.6. Education Service and Research Trends


Figure 29 shows the trends in research and major services in the field of education service between 2010 and 2021. For this purpose, the number of published papers by year of all the papers searched for with the keyword ‘Education Service Recommendation’ in Google Scholar from 2010 to 2021 was summarized. Furthermore, the market value [197] of e-learning services from 2010 to 2020 is also shown.



E-learning is a classroom environment in which students learn using electronic devices, unlike the traditional face-to-face classroom environment. E-learning was initially a form of learning supported only by computers. However, from 2010, due to the development and distribution of various smart devices, such as tablet PCs and smartphones, smart recommendations for learner-tailored learning gradually began to expand in the field of e-learning [198]. In addition, as conferencing apps such as Zoom’s beta service and Google Meeting (2017) began to appear in 2012, an environment that enables real-time communication with educators began to be provided. Therefore, it can be seen that e-learning gradually solves the problems of existing learning with the advancement of technology, and studies related to learning recommendation systems have shown an overall increase since 2010. In addition, as the demand increases, research on educational service recommendation systems using various learning content data and learning data also increases.



In particular, when it became impossible to go to school after the COVID-19 outbreak in 2019, schools provided students with learning using various Conferencing App and LMS (Learning Management System). Therefore, research on recommendation systems in the field of education services has also grown in interest since 2019.




2.4.7. Summary of Research Trends


Figure 30 visualizes the ratio of the total papers collected on seven service fields in this study from 2010 to 2021. Figure 31 visualizes the trend of the ratio of the number of papers by year. Through these figures, it can be seen that a significant amount of research on recommendation systems was conducted from 2010 to 2021 in the following order: social network services, tourism, healthcare, e-commerce, and education. Furthermore, from Figure 31, it can be seen that tourism, healthcare, and education have recently taken up a high proportion, and research is expanding. From the data, it can be seen that the interest in the field reflects the rapid increase in people’s interest in particular lifestyles, and that the field of education enables effective alternatives to offline education.






3. Conclusions


The development and spread of the Internet, smart devices, and SNS have led to the expansion of various web and application services. Therefore, it is necessary to develop a variety of recommendation systems that can help users to efficiently receive item information and make decisions amid the rapidly increased amount of item information due to the expansion of these services.



Hence, recommendation systems for several application fields that leverage real-time data acquired by wearable devices and click stream drive better outcomes in many cases. For example, the recommended results, such as the diagnosis and treatment method provided by a healthcare field recommendation system has a lower affinity than results based on the clinical data. However it offers considerable value in the form of supportive information, which can provide timely advice for consultation services and immediate measures, since real-time data ensures a more relevant result by reflecting the current status of patients.



In terms of technology, the recommendation system is largely divided into a data mining part that performs analysis based on data collected about items and users, and a recommendation filtering model area. Each technology and model has been researched and developed to be more customized to the service field applying the recommendation system.



In this study, after collecting research on recommendation systems from 2010 to 2020, the trend in recommendation system models, the various technologies used in recommendation systems, and the business fields where these recommendation systems are utilized was analyzed. First, in the case of the recommendation system model, the Content-Based Filtering recommendation model, which was one of the earliest models to have been used, has gradually been used alone. Furthermore, although research related to Collaborative Filtering gained traction from 2014, it was found that research on Hybrid systems that can complement the strengths and weaknesses of the Content-Based Filtering recommendation model and the Collaborative Filtering recommendation model increased significantly. However, there are cases where the use of Content-Based Filtering and Collaborative Filtering is more appropriate, depending on the service application field. Therefore, research should be conducted in connection with the research according to the field of service to be applied.



As for the filtering model of the recommendation system, studies on techniques such as Text Mining, KNN, Clustering, Matrix Factorization, and Neural Network were analyzed. Over a long period, Text Mining technology for analyzing text information and Clustering technology for analyzing user or location data of a similar group for recommendation have been extensively studied. However, recently, interest in the high possibility of applying the Neural Network technology to a recommendation system has increased, and modeling studies to additionally secure or supplement data are increasing. Therefore, studies to aiming improve the performance of recommendation systems themselves are being actively conducted and expanded.



Meanwhile, recommendation systems are closely related to a service area in which various recommendations are used. Based on papers published by representative companies that provide real services, such as Netflix, Amazon, and Yahoo, there are cases where the research on recommendation systems is actively used in real services. In this study, representative service areas where the recommendation system was used from 2010 to 2021 were defined. Furthermore, through an assessment of the statistics that confirm the value of businesses, such as the number of total studies in each field, the number of users with the highest valuation in each service field, and annual revenue, the study of the recommendation system suggested that it can work with interconnectivity on the growth of actual business.



In this study, not only the technical analysis of the recommendation system research, but also examples of practical service applications and the interconnectivity between recommendation system-related research and the business of the application service were discussed from a macro perspective. This was aimed at providing a broad understanding to researchers interested in recommendation systems. In the future, based on this study, we plan to expand our research to the research and development of recommendation systems suitable for the characteristics of business by application service field [94,199].
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Figure 1. Process of selecting various recommendation system-related studies that were carried out for research on recommendation model, recommendation technique, trend, and recommendation service area. 
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Figure 2. Process of analyzing recommended service area research and business size of representative service for each service field. 
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Figure 3. Overview of recommendation models. 
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Figure 4. Overall flow of recommendation models and recommendation techniques. 
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Figure 5. Process of general recommendation system models. 
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Figure 6. Recommendation principle of Contents-Based Filtering Model. 
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Figure 7. Recommendation principle of Collaborative Filtering Model. 
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Figure 8. Recommendation principle of Hybrid recommendation model. 






Figure 8. Recommendation principle of Hybrid recommendation model.



[image: Electronics 11 00141 g008]







[image: Electronics 11 00141 g009 550] 





Figure 9. Web development. 
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Figure 10. Trend by recommendation model of recommendation system research of papers collected according to this study standard. 
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Figure 11. Technology mainly used in recommendation system. 
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Figure 12. Typical data mining process. 
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Figure 13. Typical text mining process. 
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Figure 14. Frequency (number) of papers using recommendation techniques during the period investigated in this paper (2010–2020). 
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Figure 15. Trend in recommendation technique papers by year (by period) during the period investigated in this paper (2010–2020). 
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Figure 16. List of services that mainly use the recommendation system analyzed in this study. 
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Figure 17. Hybrid recommendation overview of overall social network service. 
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Figure 18. Structural diagram of a tourism recommendation system for providing popular landmarks and optimal routes. 
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Figure 19. Product recommendation system that extends item-based CF through online–offline data combination. 
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Figure 20. Workflow of disease diagnosis and treatment recommendation system. 
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Figure 21. Structure of the educational content recommendation system. 
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Figure 22. Citation list recommendation system. 
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Figure 23. Trends in streaming service field research from 2010 to 2021 and the number of users of Netflix and Disney, the representative streaming service types. 
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Figure 24. Social network service field research trend from 2010 to 2021 and the number of users of Facebook, Twitter, and Instagram, which are representative social network service types. 






Figure 24. Social network service field research trend from 2010 to 2021 and the number of users of Facebook, Twitter, and Instagram, which are representative social network service types.



[image: Electronics 11 00141 g024]







[image: Electronics 11 00141 g025 550] 





Figure 25. Tourism service field research trends from 2010 to 2021 and the number of users of Airbnb, a representative type of tourism service. 
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Figure 26. E-Commerce service field research trends from 2010 to 2021 and the number of users of Amazon, a representative service type of e-commerce service. 
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Figure 27. E-commerce service field research trends from 2010 to 2021 and the number of users of Alibaba, a type of e-commerce service. 
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Figure 28. Trends in healthcare service field research from 2010 to 2021 and the number of users of Apple Watch and Fitbit, representative healthcare-related wearable devices. 
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Figure 29. Education service field research trends and e-learning service market value from 2010 to 2020. 
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Figure 30. Distribution of seven recommendation system fields from 2010 to 2021. 
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Figure 31. Recommendation system research in seven fields from 2010 to 2021. 
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Table 1. Seven types and concepts according to the method combining the filtering technique of the Hybrid system.
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	Hybrid Method
	Description





	Weighted

Hybridization
	A method in which the weight is gradually adjusted according to the degree to which the user’s evaluation of an item coincides with the evaluation predicted by the recommendation system.



	Switching

Hybridization
	A method of changing the recommendation model used depending on the situation.



	Cascaded

Hybridization
	After using one of the recommendation system models to create a candidate set with a similar taste to the user, the method combinesthe previously used recommendation system model with another model to sort the candidate set in the order of items most suited to the user’s taste.



	Mixed

Hybridization
	When many recommendations are made at the same time, Content-Based Filtering can recommend items based on the description of the items without user evaluation, but there is a start-up problem in that it cannot recommend new items with insufficient information. In order to solve this problem, the Mixed Hybridization method recommends items to the user by integrating the user’s past history data that is collected when the recommendation system service is started.



	Feature-

Combination
	A collaborative filtering model is used for featured data and example data for items, and a Content-Based Filtering model is used for augmented data.



	Feature-

Augmentation
	A Hybrid method in which one Recommendation System Model is used to classify an item’s preference score or item, and the generated information is integrated into the next Recommendation System Model.



	Meta-Level
	A method of using the entire model of one recommendation system as the input data in the model of another recommendation system. Since the user’s taste is compressed and expressed using Meta-Level, it is easier to operate the Collaborative Mechanism than when raw rating data are used as single-input data.
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Table 2. Confusion Matrix of Recommendation Systems.
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	Preference
	Recommended
	Not Recommended





	User-preferred item
	True Positives (TP)
	True Negatives (TN)



	User-non-preferred item
	False Positives (FP)
	False Negatives (FN)
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Table 3. Confusion matrix of recommendation systems.
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	Evaluation Metrics
	Equation
	Definition





	Precision
	Precision = TP/TP + FP
	The ratio of items that match the user’s taste among all items recommended to the user.



	Recall
	Recall = TP/TP + FN
	The ratio of items that match the user’s taste among all items recommended to the user.



	Accuracy
	Accuracy = TP + TN/TP + FN + FP + TN
	The ratio of successful referrals to total referrals.



	F-Measure
	F-Measure = 2 × (Precision × Recall)/(Precision + Recall)
	Harmonic mean value of Precision and Recall.



	ROC curve
	Ratio of TP Rate (= TP/TP + FN) and FP Rate (= FP/FP + TN)
	A graph showing the relationship between FPR and TPR. A visual description of the ratio of the performance results of Precision and Recall.



	AUC
	Area under the ROC curve
	AUC measures the probability that a random relevant item is ranked higher than a random irrelevant item
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Table 4. Characteristics of each element according to the development of Web 1.0, Web 2.0, and Web 3.0.
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	Web 1.0
	Web 2.0
	Web 3.0





	Communication
	Broadcast
	Interactive
	Engaged/Invested



	Information
	Static/Read-only
	Dynamic
	Portable/Personal



	Focus
	Organization
	Community
	Individual



	Personal
	Home Pages
	Blogs/ SNS
	Life Streams



	Interaction
	Web Forms
	Web Applications
	Smart Applications



	Search
	Directories
	Keywords/Tags
	Context/Relevance



	Metrics
	Page Views
	Cost Per Click
	User Engagement



	Research
	Britannica Online
	Wikipedia
	The Semantic Web
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Table 5. Recommendation system study of streaming service field.
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Streaming Service

	
RS

Model

	
RS

Techniques

	
Literature Sources






	
Video

	
CF

	
Clustering

	
[95]




	
Matrix

Factorization

	
[85]




	
Hybrid

System

	
Text Mining

	
[8,91]




	
Matrix

Factorization

	
[9,36,88]




	
Music

	
CB

	
Text Mining

	
[90]




	
Neural Network

	
[81]




	
CF

	
KNN

	
[96]




	
Hybrid

System

	
Matrix

Factorization

	
[87,92]




	
Neural Network

	
[89]
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Table 6. Recommendation system study of social network service field.
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SNS

Service

	
RS

Model

	
RS

Techniques

	
Literature Sources






	
SNS Followers

or Item

Recommendation

	
CF

	
Text Mining

	
[100]




	
KNN

	
[3]




	
Matrix

Factorization

	
[4,78]




	
Hybrid

System

	
Text Mining

	
[6]




	
Clustering

	
[5]




	
Information

Recommendation

Using SNS Data

	
CB

	
Text Mining

	
[18,98]




	
Matrix

Factorization

	
[101]




	
Neural Network

	
[11]




	
CF

	
Text Mining

	
[97]




	
Matrix

Factorization

	
[10,79]




	
Neural Network

	
[10]




	
Hybrid

System

	
Text Mining

	
[12]




	
Clustering

	
[102]
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Table 7. Research on the recommendation system in tourism service field.
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Tourism

Service

	
RS

Model

	
RS

Techniques

	
Literature Sources






	
Tourist Attractions

or Tourist

Information

Recommendation

	
CB

	
Clustering

	
[107]




	
CF

	
Text Mining

	
[108]




	
Clustering

	
[109]




	
Matrix

Factorization

	
[109]




	
Hybrid

System

	
Text Mining

	
[103,110,111]




	
Clustering

	
[2]




	
Tourist Route

or Transportation

Recommendation

	
CB

	
Clustering

	
[103,106]




	
CF

	
Text Mining

	
[105]
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Table 8. E-commerce service field recommendation system study.
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E-Commerce

Service

	
RS

Model

	
RS

Techniques

	
Literature Sources






	
Web

	
CF

	
Text Mining

	
[122]




	
Clustering

	
[72]




	
[118]




	
Hybrid

System

	
Neural Network

	
[113]




	
Mobile

	
Hybrid

System

	
Neural Network

	
[120]
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Table 9. Healthcare service field recommendation system study.
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Healthcare

Service

	
RS

Model

	
RS

Techniques

	
Literature Sources






	
Medical

Treatment or Diet Recommendation

	
CB

	
Text Mining

	
[129,139]




	
Clustering

	
[130]




	
Neural Network

	
[134]




	
CF

	
Clustering

	
[131]




	
Hybrid

System

	
Neural Network

	
[133]




	
Health Information Recommendation

Using E-Health

	
CB

	
Text Mining

	
[136,137]




	
Neural Network

	
[138]
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Table 10. Study of the education service field recommendation system.
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Education

Service

	
RS

Model

	
RS

Techniques

	
Literature Sources






	
E-Learning

and Customized Learning

Recommendation

	
CB

	
Text Mining

	
[145]




	
Neural Network

	
[144]]




	
CF

	
Text Mining

	
[147]




	
Hybrid

System

	
Text Mining

	
[7,148]




	
Clustering

	
[143,146]




	
Education Course

Recommendation

	
Hybrid

System

	
Text Mining

	
[149,151]
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Table 11. Recommendation system study of academic information service field.
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Academic

Information Service

	
RS

Model

	
RS

Techniques

	
Literature Sources






	
Recommendation

In Digital Library

	
CB

	
Text

Mining

	
[158]




	
Hybrid

System

	
Text

Mining

	
[152,153]




	
Citation

Recommendation

	
CB

	
Text

Mining

	
[154,155]
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