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Abstract: The Internet of vehicles (IoV) depicts a reality where ordinary things are connected to
vehicular ad-hoc networks (VANETs), allowing them to transmit and collaborate. By placing these
regular objects in VANETs and making them available at any time, this network and data sharing
may raise real privacy and security issues. Thus, group-based communication is mostly preferred in
the literature. However, in heavy network scenarios, cluster-based communication mostly leads to
additional overload in the form of the group leader that causes delay and disrupts the performance
of a network. Due to the interaction of VANETs with applications that are not stable for life, privacy
and security mechanism for detecting many malicious nodes is in great demand. Therefore, a
multi-phantom node selection has been proposed in this paper to select trustworthy, normal, and
malicious nodes. The multi-phantom node scheme is proposed to reduce the phantom node load,
where the multi-lateral nodes in a cluster act as a phantom node to share the load. A multi criteria
decision-making (MCDM) methodology (analytic network process) is used to optimize the phantom
node to pre-serve privacy using the privacy preserved trust relationship (PTR) model. The results
show checking the stability of parameters and using sensitivity analysis by considering different
scenarios for the most optimal phantom node to preserve vehicle location privacy. The impact
of the proposed model will be more clearly visible in its real-time implementation in urban areas
vehicle networks.

Keywords: location privacy; Internet of things; Internet of vehicles; ubiquities computing; multi-criteria
decision; VANETs

1. Introduction

In 2001, the VANETs were first described and introduced [1] under “car-to-car-ad-hoc
mobile communication applications,” which enable to form networks and relay infor-
mation between cars. In VANETs, vehicle-to-vehicle (V2V) and vehicle-to-infrastructure
(V2I) transmission systems coexist to deliver security, safety, road protection, emergency
services, infotainment, navigation, and payment service and permit the vehicles to share
information. These applications allow nodes to connect with infrastructure networks,
citizens, and the network, which leads VANETs to become the fundamental paradigm
known as the Internet of vehicles (IoVs) [2,3]. An intelligent transport system (ITS) has
emerged transportation network. It has developed into a digital, knowledge-based, and
wireless-enabled superhighway [4,5], and such connectivity and sharing of information
have raised severe security and privacy problems.
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Privacy is still a big concern emerging from VANETs. Meanwhile, vehicles sharing
thoughtful information regarding themselves and neighbor’s vehicles, the risk of sensitive
information leakage rises leading to privacy hinders attacks. Malevolent vehicles are enti-
tled as intruder, adversary, malicious and rogue vehicles that execute malevolent events
such that signal sniffing, pattern sniffing, altering of information of packets, dropping pack-
ets, etc. Therefore, these intruder, adversary, malicious and rogue entities from disturbing
the normal network activities, numerous anomalies, signature, watchdog, cross-layer, and
honeypot-based intrusion detection system (IDS) mechanisms are proposed but each has
its limitations.

1.1. Motivation

Many privacy and security mechanisms are offered which titles to improve privacy
and security in VANETs, but these techniques have a harmful impact on network per-
formance. Therefore, a location privacy solution is needed that improves the privacy of
VANETs but does not deteriorate network performance. The researchers offer a variety
of IDS systems, but the majority of them have a highly complex approach to detecting
malevolent nodes, which requires massive network resources and computing. Thus, the
privacy preserved trust relationship model that offers phantom node selection, ranking
the nodes’ trustworthiness and maliciousness of the nodes on certain criteria, has been
proposed in this work. In phantom node-based communication, the phantom node is
responsible for communicating with all nodes in the network within radio range. There-
fore, in crowded network situations, the phantom node can easily become overloaded
by handover, takeover and can cause decision-making delays and deteriorating network
performance. Therefore, a model of multiple phantom nodes has been proposed in this
paper in which multiple vehicles act as phantom nodes. The analytical network process
(ANP) method has been adopted to select phantom nodes in privacy preserved secure
communication. Different significant parameters are considered, and each non-malevolent
vehicle is allotted levels of trust. Therefore, nodes that are not malicious and have a grade
equal to or higher than the certain threshold are selected as another phantom node. In
literature, ANP has been used in a variety of applications such as cluster head selection in
wireless sensor networks [6], source location privacy preservation [7], controller selection
in software-defined networks [8], next forwarder selection in VANETs [9] and many more.

1.2. Contributions

• Different parameters criteria are suggested in V2V and V2I infrastructure to detect
malevolent nodes.

• The proposed model uses the PTR trust threshold to grade the most trustworthy,
normal, and malicious nodes in a network.

• The concept of handover and the multi-phantom node is proposed to improve network
performance and reduce phantom node load of handover in dense network scenarios.

• A multi-criteria decision-making method is proposed to select the optimal phantom
node based on several parameters.

• For the secure dissemination of information, existing trust models (entity-driven,
data-oriented, and combined trust model) are used.

1.3. Handover in VANETs

Handovers in VANETs mean switching from one network point to another network
point [4]. The handover management strives to ensure active connections when the mobile
node shifts its attachment point. Handover is the approach used in MANETs and VANETs
for improving mobility. In VANETs, vehicles communicate directly or via other relay
vehicles (RVs) with roadside units (RSUs) in V2I and V2V communication modes. When a
node reaches a new RSU/RV communication area, the existing RSU/RV needs handover
to a new area. Handover is used to boost the ad-hoc network’s quality of service (QoS).
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There are three critical phases of a simple handover process: measurements, decision,
and execution.

1.3.1. Measurement Phase

A mobile station can discover different wireless networks depending on broadcast
services’ advertisements. The mobile unit scans and produces a list of access points (APs)
prioritized by the signal strength received for these messages on designated networks. The
method of scanning is classified into active and passive. In active, the station will listen
and send messages, while in passive scanning, the station listens only to message.

1.3.2. Decision

Once the management phase is done, next is decision making, in which the station
can determine when and to whom the handover should be made.

1.3.3. Execution

The final step is to carry out the real transfer of control. The information and
all contextual information about the station will be passed to the next system in the
current network.

In the PTR model, a node is selected as phantom node (A), and after some time,
phantom node (A) is disappeared from the network, then phantom node (B) will be the
phantom node. Furthermore, if a new node joins the network, phantom node (B) will scan
the network and check the threshold value; if the threshold value is higher than other
nodes, then phantom node (B) will hand over the responsibility of phantom node (A) to a
new phantom node as shown in Figure 1. Moreover, if the new node value is less than the
threshold, a new node will be a malicious node and be removed from the network.
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Figure 1. Handover in VANETs.

1.4. Privacy

Privacy is a state of not having undisclosed or possessed unidentified personal de-
tails [10]. Privacy is a consequence that other people do not know or have unknown
personal knowledge. In the Internet of things (IoT) arena, privacy is one of the highest
challenges for most users. Most of the personal drivers for the government official, busi-
nessmen, tycoons, and even for common citizens do not want to reveal their personal
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location to the unknown person or any other third party services. In particular, access to
personal information such as drive learning patterns, advanced knowledge of location,
home and work, health, political party affiliation, social links, etc. Knowing all this in-
formation gives adversaries an easy chance to plan their operations. Although several
protocols for vehicle communication have been placed within a network, IoV location
privacy applications still face challenges. To address the location privacy violation issues
in VANETs, sophisticated confirmation methods with a high level of traceability, auditor,
trust authority, and government agencies to check and validate the data in the cloud, and
tamper-proof on-board unit (OBU) device for the IoT sensors needs to be included. There
are two types of privacy, one is content privacy, and the other is context privacy. We have
focused on location privacy which comes under the context of privacy. Location privacy
is to safeguard the user’s location information [11]. We may also consider the privacy of
the itinerary from the perspective of location, which defines the opportunity to protect
the mobility patterns of nodes. Threats to location privacy stem from the capability of
adversary vehicles that have spectrum analyzer of signals or angle of arrival of signal [12]
to collect information from the observation of user communication without direct entrance
to the content of the messages exchanged.

1.5. Trust Models

The term “trust” comes from the social sciences arena. Someone can infer another
person’s behavior based on their previous conduct. Trust building is one of the most critical
aspects of the safety of any system. Trust refers to several relationships between the nodes
involved in the network operations. In VANETs, the creation of trust plays a major role
in preventing attacks. In VANETs, a node can measure the trustworthiness of messages it
receives from other nodes. Table 1 shows different trust models that have not archived all
the preferred and desire properties. It is pertinent to mention that robustness needs more
attention in VANETs when it comes to life-critical applications [13].

Table 1. Trust models and their priority.

Approaches [14] [15] [16] [17] [18] [19] [20]

Robustness - -
√

- - - -
Privacy -

√ √ √
-

√
-

Security
√

-
√ √ √ √ √

Confidence
√

- -
√ √ √

-
Scalability - - -

√ √
- -

Dynamics
√ √

-
√ √ √ √

Sparsity - -
√ √ √ √ √

Decentralized
√ √ √ √ √

-
√

There are two kinds of trust models in VANETs, centralized and decentralized. In a
centralized structure, a trust authority is responsible to calculate, compute and organize
all vehicles’ trust levels. While in a decentralized framework, an entity has to detect other
entities previse actions, performances, activities, behavior and compute their trust level.
Trust can be measured as a real number between (0, 1) or just for example (not trust, little
trust, trust, very trust) and so on. Trust models are categorized into three kinds.

1.5.1. Entity Oriented Trust Model (EOTM)

A message can be trusted if issued by a trusted vehicle, which is a general characteristic
of trust models based on entities. Some models are based on the roles of vehicles, while
others are based on experiences and observations. Centralized experience-based trust
models generally comprise three parts, transport authority (TA), RSUs and vehicle nodes.
TA computes the trust stages of all nodes in VANETs. Every node moving on the road will
check its neighbor node’s behavior and report its remarks to the TA. The TA periodically
updates the trust values of vehicles as reported [21].
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1.5.2. Data-Oriented Trust Models (DOTM)

Unlike the entities-based models, it depends on the message itself rather than the
sender’s message. Piggybacking is a traditional model based on data-oriented trust mod-
els [22]. A vehicle generates and publishes a message of events in VANETS. Many vehicles
receive the messages, and then most of the recipients pass them on under some rules. Every
forwarder shall add their own opinion to a message formed based on their assessment
and previous opinions committed by earlier forwarders. The real development of this
technique is that altered nodes’ opinions have different weights. A node location is nearer
to the occurrence will have higher weights.

1.5.3. Combined Trust Model (CTM)

The main objects in this category are entities and data. The combined trust models
estimate the nodes’ trust level and calculate data trustworthiness [23].

The rest of the paper is organized as follows: Related work is explained in Section 2,
while Section 3 is about phantom node selection. Results and discussions are elaborated in
Section 4, while the paper is concluded with future work in Section 5.

2. Related Work

In literature, many approaches have been proposed to cope with the source location
privacy in VANETs considering different parameters. Few of the relevant approaches are
discussed here. In ref. [24], authors have proposed a smart energy-based source location
privacy preservation approach for intersections in urban cities. Parameters such as speed,
acceleration, distance, and trust were considered by applying a multi-criteria decision
tool to achieve location privacy. However, essential parameters such as trust models, V2P,
RSU, and TA were missing, which could have improved location preservation results. In
ref. [25], the concept of dynamic pseudonym has been used instead of vehicle ID to disguise
adversary. A dynamic grouping and virtual pseudonym-changing method are proposed in
which, based on status, dynamic groups are created with changing pseudonyms. High-
level petri nets are used for modeling the proposed scheme. The authors claim the lowering
of location traceability, minimizing computation cost, and enhanced anonymity. However,
the proposed scheme is limited to low-traffic areas such as highways.

In ref. [26], a conditional privacy scheme using a pseudonym mechanism is proposed,
which utilizes the technique of full aggregation to reduce bandwidth resources and com-
putation overhead. The collected pseudo-identities are used only once to target Type-I
and Type-II adversaries in the random oracle under the computational Diffie-Hellman
assumption. The authenticity of messages must be guaranteed to ensure driver personal in-
formation is not disclosed and identify actual identity in case of emergency or accident. The
authors in [27] proposed a robust scheme that works on conditional privacy preservation
with mutual authentication. The area roads are geographically distributed in several do-
mains, where each domain stores certificate revocation lists in roadside units. The scheme
revolves around elliptic curve cryptography using a one-way hash function excluding
complex operations. The scheme reduces computation cost by 13.3% while reducing com-
munication costs in signing and verifying messages up to 99.85% and 99.93%. However,
some of the limitations of the presented approach are frequent tradeoffs, dependencies on
RSU, and complexity [26,27].

The authors in [28] used a statistical method and a traffic model to identify false
information attacks, particularly on emergency messages and malicious vehicles. The IDS
is implemented at each node and can identify and control the disruption by corrective
action using the statistical method. Parameters such as speed, an average of calculated
flow, and an average of density were considered to exchange information using the Green
Shields model. The mean value of each vehicle is calculated and compared with every
other node. Every node in the particular location will compute the exact flow value. The
t-test is then used to detect any malevolent node reporting a false value. This method does
not recognize the malevolent vehicle when the malevolent vehicle coordinates and varies
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the value of the parameter to match the flow value received with computed values. The
overhead of the proposed IDS increases as several malevolent vehicles increase.

A P4QS peer-to-peer privacy security query service structure was suggested in [29],
which enables anonymous agents to produce false locations to replace cooperative vehicle
locations. However, it does not consider the issue of common trustworthiness among
nodes. The authors in [30] presented a reputation system calculated by nodes to identify the
malevolent vehicles. However, the process of malevolent assessment needs improvement
as it cannot afford the actual joint trust among the nodes. Moreover, the created anonymous
hiding areas cannot efficiently secure the privacy of nodes.

In ref. [31], the authors proposed a trust model (LSOT) in VANETs based on certificate
and recommendation. The LSOT model works in a distributed manner. To compute the
trust model, three kinds of weight features are used: numbers, time decay, and context to
correctly control the complete trust. The model’s main limitation is distinguishing among
the messages and trust of the vehicles.

A trust model DMN in VANETs based on a cluster-based mechanism has been pro-
posed by Khan et al. in [32]. It is the responsibility of the cluster head (CH) to compute
the trust and forward it to a trusted authority. In addition, based on data obtained from
CH, the trusted authority is responsible for removing a malicious node from the network.
Due to continuous reporting, this approach is highly over-generated, reducing network
performance. In addition, the information of network contact between CH, TA, and nodes
is incomplete. A trust model framework based on selection of CH and reputation was
proposed by Jesudoss et al. in [33]. The truth-telling method was adopted to achieve a
better reputation. Moreover, in the selection, by using weights, nodes grant incentives.
The greater the weight, the higher the node is trusted by CH. One of the limitations of this
approach is that it suffers from a rural and highly moveable scenario where few vehicles
are involved in the selection.

Zhang et al. discussed a trust mechanism built on the Chinese remainder theorem
(CRT) [34]. Authors provide authentication focused on protecting the privacy of nodes.
The mechanism is grounded on tamper-proof device (TPD) identification, RSU, and TA.
The limitation of the suggested technique is that it is entirely centralized, relies on RSU and
TA, which makes it impracticable in rural areas. In ref. [35], the authors proposed a trust
system created on fuzzy logic that directly calculates trust on the vehicles. The authors
used honesty, cooperativeness, and responsibility as parameters for calculating trust. The
key drawback is the coverage area limitation due to the decentralization approach.

A hybrid dual-mode trust management scheme for vehicular networks was proposed
by Rai et al. [36]. The proposed scheme applies to both phenomena of urban and rural. The
system is based on a credit method, in which the value is calculated by using the history of
the sender and validation of the received message. The main drawback is the absence of
V2I and central authority.

In this study, we used to trust in both phenomena of VANETs. Firstly, the source
propagates a beacon message to accumulate trust values in the radio range to select the
phantom node and remove malicious nodes in the communication range. Secondly, source
nodes will calculate the local degree of trust among V2V as Criteria 1 and 3 to select
phantom nodes in the absence of an infrastructure network. On the other hand, if the
infrastructure is available, then the source vehicle calculates the degree of trust globally
with the help of all criteria through RSU to select the phantom node and pinpoint the
malicious node on a certain threshold. If a node trust value is below the threshold, it will
mark as a malevolent node and will not participate in the communication. If the malicious
node is found un-cooperated, the RSU will blacklist it and transmit the identification
and trust values of malicious node to the neighbor RSUs to block the particular node for
additional communication. Moreover, the particular node will not communicate elsewhere
with neighbors within a network.

The innovation of the PTR model includes a trust-based phantom node selection
that is proficient through different parameters, e.g., reputation, knowledge, history, and
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experience-based. A vigorous credentials of a malevolent node with the advantage of
trust criteria. Moreover, the PTR model presents the trust transmission and accumulation
technique that permits RSUs to share the level of trust of the specific node. Furthermore, it
is responsible and capable of collecting earlier trust levels with the updated level of trust.
In this model, we have used numerous distinctive trust parameters such as entity-oriented,
data-oriented, and combined trust models to design the PTR model having the capability
to cope with various attacks and hide the source location privacy.

3. Phantom Node Selection

In the proposed model, selecting multiple phantom nodes while considering multiple
criteria makes it a multi-criteria decision-making (MCDM) problem. The MCDM has
several complex applications for decision-making. As previously mentioned, the selection
of a phantom node uses a multi-criteria decision tool (i.e., ANP). The analytic network
process (ANP) now captures various aspects of silent expertise. Elements are diagrammed
into clusters of related factors, and links are made to several elements from a parent factor
in a cluster, such as the decision-making alternatives in another cluster, as illustrated in
Figure 2. They can influence the parent, or the parent can influence them by comparison to
define their priorities. In literature, different clustering mechanisms are used to categorize
nodes into different clusters [37,38]. There are clusters, elements, and connections within
a network. A simple network may be expanded to include dynamic, multistage network
models of advantages, incentives, costs, and risks.
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Figure 2. Pairwise comparison.

The ANP technique is used to measure the weighing importance of every factor in
decision-making. ANP applies dynamic hierarchical, network dependence, and multiple
indices to decision-making issues. The relativity or weight of alternatives is determined by
each criterion involved in a particular decision-making problem. In general, four steps are
taken in determining the weight of the decision-making factor at the network level: first,
we create a network model, second is building judgment matrices, then third is to checking
the consistency and ranking, and lastly, a synthesis and consistency check.
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3.1. System Model

Traffic moves on a double road in both directions in the proposed scenario. The
vehicular network model comprises three criteria (Criteria 1, Criteria 2, and Criteria 3),
each criterion having three parameters, as shown in Figure 2. Criteria 1 includes an entity-
oriented trusted model, data-oriented trust model, and combined trust model, Criteria 2
has TA, RSUs, and vehicle-to-pedestrian (V2P), and distance, direction, and speed are in
Criteria 3.

• In V2V communication (if there is no infrastructure), the source vehicle wants to share
information messages, first of all, and source nodes scan the communication range.
During the scanning, the source node receives alternative values of the trust model
from Criteria 1, 2, and 3, as shown in Figure 3, a and c. ANP is applied to rank and
select trustworthy phantom nodes on the basis of criteria above.

• V2I communication is the wireless exchange of data among vehicles and roadside.
In the presence of the V2I scenario, the source node will scan the radio range along
with infrastructure and accumulate the trust values of nodes and the infrastructure
network, as shown in Figure 3b. The source node may obtain the trust level from the
network. The decision of phantom selection is based on Criteria 1, 2, and 3.
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The proposed privacy preserved trust relationship model (PTR) is lightweight, having
a smaller number of arithmetic processes thatused to decrease the complexity of the model,
e.g., eigen values, eigen vectors, and multipart mathematics. Trustworthiness consists of
numerous phases to compute trust received from the sender. In PTR, the model is a hybrid
that computes trust in content and context-based on V2V and V2I communications. The
PTR model includes the trust estimation and decision model.

3.1.1. Trust Estimation Model

The trust estimation is achieved considering all parameters defined in all three criteria
to compute trust values. The vehicles share information from neighbor vehicles or the
infrastructure network.

3.1.2. Decision Model Process

In the proposed PTR model, the trust values from nodes in the communication range
are based on a threshold value to decide whether to process the message or discard it. If the
node’s trust value is less than the threshold, the phantom node rejects the node and marks
it as a malicious node and then updates the database. If the value exceeds the threshold, it
means it is a normal node and ranked (phantom node) based on the respective trust value.

This study proposed the following method for protecting the source location privacy
of a vehicle. Firstly, the PTR model values of parameters are graded and compared. Based
on this, we have calculated the alternatives (nodes) grading and compared it with all
criteria based on the number of requests made and positive responses in communication
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scenarios (e.g., highway, traffic red-light, traffic congestion, parking, and shopping malls).
In this case, the trust ratio of the data is computed. Each vehicle gives a positive response
to the information, which will be given a reward score by providing true information to
calculate the credibility of each node in a network.

In the second case, if the infrastructure is available, the source node will use RSU, TA,
and V2P to confirm the trustworthiness values of each node in a network and take the
responsibility to select the trustworthy node as a phantom node. Figure 4 illustrates the
proposed PTR model’s complete description and process flow.
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The system model is represented in Figure 5, in which different nodes are represented
through different colors. It can be seen in the figure that communication can be possible
through V2V, V2I, V2P, and RSU. The source node propagates a beacon message to the
neighboring nodes to receive trust values. The source node applies the PTR model to
compute trust values for phantom node selection. Malicious nodes will be removed (if
any) based on the threshold value. Once the phantom nodes are selected, each node
will communicate through them that fall within their communication range. All nodes
can acquire information through phantom nodes from the neighbor nodes for safe and
secure driving. RSUs are deployed at regular intervals as infrastructure entities. RSU has
responsibilities such as nodes to access the network, delivering trust values for vehicles,
and sending information between TA and them.
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The relative significance (shown in Table 2) of the individual element of a layer to
the elements of the above-noted layer can be extracted after constructing the comparison
matrix. In case of a comparison matrix, normalization of the eigenvector conforming to the
eigenvalue of the judgment matrix can calculate the relative importance. The established
matrices of judgment quantify the judgment. However, there may be inconsistencies when
many parallel comparisons are conducted. The matrix consistency assessment aims to
monitor the consistency of the assessment and ensure that every judgment is rational,
avoiding any contradictory outcome. When the consistency rate (CR) is below 10%, the
judging matrix shall be deemed to be consistent [39,40]. A consistency index (CI) can be
calculated by Equation (1), where λ max is the maximum eigenvalue.

CI =
λmax− n

n− 1
, n = 1, 2, . . . , 9 (1)

Then, the CR is acquired by dividing CI by the random consistency index (RI) as
shown in Equation (2), as the values of RI against each element are shown in Table 3.

CR =
CI
RI

(2)
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Table 2. I The intensity of relative importance.

Strength of Relation Description

1 Equal significance

3 Reasonable significance

5 Robust significance

7 Established significance

9 Complete significance

2, 4, 6, 8 In-between score between two neighboring values

Reciprocal Values The judgment score of the importance of the element i and j is Rij, and the reciprocal value is 1/Rij

Table 3. The RI Values.

Elements 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

RI 0 0 0.58 0.9 1.12 1.26 1.36 1.41 1.45 1.49 1.51 1.53 1.56 1.57 1.59

3.2. Limit Matrix

The Limit (resultant) matrix is acquired from the weighted matrix to attain stable
values. It contains a summary of all pairwise comparisons made having an indirect
relationship among elements. Table 4 shows the weights of alternatives and criteria. It can
be seen in Table 4 that node G has the maximum weight and hence selected as a phantom
node, followed by node I as the second highest weight. For instance, nodes B and J have
the minimum weights. Therefore, both are selected as malicious nodes based on threshold,
as shown in Table 4. Moreover, the limit matrix can be beneficial in ranking the criteria as it
contains the weights of criteria as well.

Table 4. Limit matrix.

Alternatives Criteria 1 Criteria 2 Criteria 3

A
lt

er
na

ti
ve

s

A B C D E F G H I J CT DOT EOT RSU TA V2P DR Distance Speed

A 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020 0.020

B 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011

C 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019

D 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022

E 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019

F 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021

G 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029 0.029

H 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019

I 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024

J 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012

C
ri

te
ri

a
1 CT 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115 0.115

DOT 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039

EOT 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112 0.112

C
ri

te
ri

a
2 RSU 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096 0.096

TA 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045

V2P 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124

C
ri

te
ri

a
3 DR 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141 0.141

Distance 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059 0.059

Speed 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065

4. Results and Discussion

To obtain the ranking of all alternatives and criteria in a given scenario for decision-
making, the ANP method is repeated to compare all elements to get a limit matrix. The
result illustrates that node G has the maximum weight (i.e., 0.147), thus selected as a
phantom node, and the second candidate is node I having 0.122 value as shown in Figure 6.
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The result indicates that Nodes B and J have minimum weights, i.e., 0.056 and 0.063,
respectively, thus marked as malicious nodes as shown in Figure 6.
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4.1. Sensitivity Analysis

Sensitivity analysis is greatly endorsed to analyze the stability of the elements. It
is used to examine the outcomes and position of elements (alternatives) gained using
ANP model. In a weighted matrix, it is to be measured that all alternative’s elements are
subjective by the elements in criteria (parameters). To begin the sensitivity analysis, the
first highest weight element is identified. A sensitivity analysis can also deliver decision-
making perceptions to the result of a particular scenario. If a priority of criteria is reformed,
then it will change the ranking of the alternatives as well. The sensitivity analysis is
performed by exchanging every parameter’s weight with another parameter by keeping
the weights of other criteria constant [41]. Criteria 3 is selected to check the sensitivity of
parameters (distance and speed) assign weights to parameters (e.g., lowest, average and
highest). The complete process of ANP is applied to the entire network to gain the new
final priorities of alternatives (nodes). The results are shown in Figure 7 that shows the
impact of distance parameter on alternatives and changed their weights. Node G is in high
rank with weight 0.14652, 0.14656 and 0.1466, respectively. Node B has the lowest ranking
weights 0.05773, 0.05685, and 0.05598 according to (lowest, average and highest) weights
as shown in Figure 7a.
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Speed parameter variation also affects the alternatives weights. After performing
these variations, Node G still has high weights (0.14321, 0.14492, and 0.1466), whereas
Nodes B and J have low priority in all aspects, as shown in Figure 7b.

4.2. Influence of Criteria

Figure 8 shows the impact of Criteria 1 (CTM, DOTM and EOTM) on alternatives. The
graph shows that each parameter has an influence on each node. The parameters influence
on Node G is (i.e., 0.147, 0.157) respectively, thus selected as a phantom node(a), Node I has
second maximum values (0.128,0.123 and 0.128) and selected as phantom node (b), Node
D has third number as maximum values of (0.125,0.114 and 0.122) as shown in Figure 8.
The result shows that Node B has the minimum weight (i.e., 0.051, 0.057 and 0.054), thus
remarked as a malicious node, Node J is below the threshold value so marked as malicious
node as well.
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It concludes that Node (G) has the highest priority thus selected as a phantom node
on all aspects of criteria. In contrast, Nodes (B) and (J) are marked as malicious due to
minimum priority weights as shown in Figures 8 and 9, respectively.

5. Conclusions and Future Work

Numerous privacy preservation methods for VANETs have been proposed, but every
method has its own limitations. Most of the current approaches focus only on content
privacy development by avoiding context privacy aspects. Moreover, the current privacy
preservation models use a single trust parameter such as history-based trust, indirect or
direct trust model, acceleration, Euclidean distance, etc., to choose a cluster head node.
These parameters may allow selecting a cluster head node nonetheless do not provide a
safe way to frame trustworthy communication. Most of the existing source location privacy
techniques do not report this problem and lack in conveying trustworthy communication.
In this paper, a privacy-preserving trust relationship (PTR) model is proposed to address
these context privacy problems. PTR offers a method to formulate trustworthiness and
secure communication.

Moreover, a node with optimal trust value and all parameters is elected as a phantom
node based on threshold values, which enhances trusted communication among nodes to
believe in information produced by a vehicle. The PTR model scans the network and marks
the malicious node based on threshold. Furthermore, the proposed work is improved
by using different trust parameters to come up with the most optimal phantom node to
preserve the location privacy of a vehicle. Sensitivity analysis is performed to check the
impact of one parameter over other to come up with the most significant parameter.

In the future, we are aiming to implement the proposed model in a real-time vehicle’s
network considering urban areas, especially at junctions in crowded regions.
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