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Abstract: Convolutional neural networks (CNNs) are widely used in modern applications for
their versatility and high classification accuracy. Field-programmable gate arrays (FPGAs) are
considered to be suitable platforms for CNNs based on their high performance, rapid development,
and reconfigurability. Although many studies have proposed methods for implementing high-
performance CNN accelerators on FPGAs using optimized data types and algorithm transformations,
accelerators can be optimized further by investigating more efficient uses of FPGA resources. In
this paper, we propose an FPGA-based CNN accelerator using multiple approximate accumulation
units based on a fixed-point data type. We implemented the LeNet-5 CNN architecture, which
performs classification of handwritten digits using the MNIST handwritten digit dataset. The
proposed accelerator was implemented, using a high-level synthesis tool on a Xilinx FPGA. The
proposed accelerator applies an optimized fixed-point data type and loop parallelization to improve
performance. Approximate operation units are implemented using FPGA logic resources instead of
high-precision digital signal processing (DSP) blocks, which are inefficient for low-precision data.
Our accelerator model achieves 66% less memory usage and approximately 50% reduced network
latency, compared to a floating point design and its resource utilization is optimized to use 78% fewer
DSP blocks, compared to general fixed-point designs.

Keywords: convolutional neural network; FPGA; high-level synthesis; accelerator

1. Introduction

In many modern applications, convolutional neural networks (CNNs) are adopted
for image classification based on their high versatility and accuracy. Many recent studies
have proposed novel CNN architectures, application systems, and optimization methods
for both software and hardware platforms [1–8].

Optimizations for CNN accelerators generally involve exploring optimized data types
and network architectures. Traditional CNNs use high-precision floating-point data types
for both training and inference, but many recent studies have explored more efficient
data types by reducing data sizes and applying quantization [9–14]. Many studies have
proven that CNNs can achieve improvements in performance and resource utilization by
using low-precision data without a significant loss of classification accuracy. Network
architectures can be optimized to increase memory access bandwidth, efficient resource
utilization, and parallelization for improved latency. Many network architectures have
been explored and developed with various trade-offs between resources.

Many studies on CNN acceleration have adopted field-programmable gate arrays
(FPGAs) as hardware platforms for evaluating performance because FPGAs have the ad-
vantages of reasonably high performance, rapid development, and reconfigurability, using
software tools [15–29]. They also have built-in complex computational units, such as digital
signal processing (DSP) blocks for implementing large-scale arithmetic operations with
maximum performance [30]. CNNs are limited by their large memory size, computational
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resources, and power consumption. To achieve high inference speed, additional resources
and power are required as trade-offs. However, newly developed FPGAs contain a large
number of computational units and optimized power systems that are sufficient for im-
plementing high-speed and high-power CNN accelerator models, which are suitable for
implementing and experimenting with various CNN models.

However, FPGAs are large arrays of pre-constructed hardware-mapped elements. The
logic and functions designed by users are synthesized to fit into these elements and may
fail to utilize them optimally. In particular, DSP blocks perform arithmetic operations with
high precision and are underutilized when fed low-precision data. Increasing the efficiency
of FPGA resources is also a challenge in CNN accelerator design [15,21–23]. We can
implement more efficient arithmetic operators in place of DSP blocks when implementing
CNN accelerators for more optimized resource utilization and management.

The software tools provided by FPGA manufacturers are used when developing
hardware accelerators for CNNs on FPGA platforms. Recently, various high-level synthesis
(HLS) tools were developed. HLS tools can automatically synthesize register-transfer-
level (RTL) designs from source code written in high-level languages (e.g., C/C++). For
Xilinx FPGAs, the Vivado and Vitis HLS tools were developed. HLS tools can support
various data types, including both floating- and fixed-point data types with arbitrary bit
lengths, as well as pragma directives for timing, resource configuration, and the software
verification of designs. Bitwise operations can also be synthesized, facilitating precise
hardware-optimized operations. Many studies were conducted by using HLS tools to
develop and implement CNN accelerator models on FPGAs [15,18,19,26,27,29].

In this paper, we propose a hardware accelerator design for the LeNet-5 CNN architec-
ture [31], which is a CNN architecture for handwritten digit classification that was trained
and tested on the MNIST handwritten digit dataset [32]. We implemented the proposed
accelerator on a Xilinx XCZU9EG-2ffvb1156 FPGA chip, using the Xilinx Vitis HLS tool
(v2020.2). A set of 10,000 MNIST handwritten digit images were used for inference to
evaluate accuracy. As a baseline, we applied loop optimizations and a network dataflow
scheme to improve computation parallelization and reduce inference latency. To further
optimize the network, we adopted a fixed-point data type supported by the HLS tool.
Based on the tanh activation function used for the LeNet-5 architecture, we optimized the
data transferred to the memory by removing unused integer bits after activation, improv-
ing memory efficiency. We also implemented approximate multiply-accumulate (MAC)
units using bit-level data modification to reduce computational cost. This also reduces the
number of DSP blocks used, which are limited in numbers in FPGAs. We experimented
with multiple designs using various data types and sizes to analyze and compare the
results on performance and resource utilization.

The contributions of this study are as follows:

• An approximate MAC operator based on bit modifications and functions provided by
HLS tool is proposed and implemented for CNN accelerator on FPGA.

• Additional data size optimization for CNN is applied by removing unused bits after
output activation function processing.

• Experiments were performed with various bit width for data on HLS implementation
of CNN accelerator, and the performance results are analyzed.

The remainder of this paper is organized as follows: Section 2 presents background
information on CNNs, the LeNet-5 CNN architecture, and fixed/floating-point data types.
Section 3 describes the proposed CNN accelerator design and the applied optimization
methods in detail. Section 4 analyzes the experimental results, followed by conclusions in
Section 5.
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2. Background
2.1. CNN

A CNN is a type of deep neural network (DNN) that utilizes a convolution algorithm
based on a 2D array of inputs. Although the output is the sum of multiplied inputs and
weights, similar to a traditional DNN, a CNN uses kernels. Kernels are groups of weights
that perform sliding-window convolution operations on input feature maps. Each output
node is the sum of overlapping input feature maps and kernels. This is also known as a
shared-weight scheme. This allows a CNN to reduce the number of trainable parameters
significantly while accelerating network training and inference.

To reduce network size and computations, pooling layers, which are also called
sub-sampling layers, can be adopted. Pooling layers aim to reduce input dimensions by
extracting meaningful data from each region of an input. A kernel, which represents the
batch of units to be computed or compared together, can use varying sizes and stride values
to generate different output dimensions. Depending on the network, pooling layers can
also have trainable parameters, such as weight and bias values. In general, average pooling
and max (or min) pooling methods are used. Average pooling computes the average of
the surrounding units, whereas max pooling compares values and outputs the maximum
value. Average pooling is more computationally expensive than max pooling, but partially
preserves all input values by calculating the average of a batch. Max pooling drops all
values, except for the maximum value, but is computationally cheaper. The optimal method
depends on the target network and data. One method may yield better results than the
other for a given network [33–35].

Activation functions are used to introduce nonlinearity into networks. Activation
functions process the output values of nodes before they are passed to the next layer.
Without an activation function, a neural network is essentially a linear regression model. As
shown in Figure 1, complex classification cannot be achieved by linear models. Therefore,
nonlinear activation functions are used to construct more complex models. There are
multiple types of activation functions. Some examples are presented in Figure 2. In addition
to differences in arithmetic complexity, activation functions can also affect network training
and accuracy. Therefore, identifying the optimal activation function for a target network is
important [36,37].

Figure 1. (a) Linear model and (b) nonlinear model.

Figure 2. Example activation functions: (a) sigmoid, (b) tanh, and (c) ReLU.
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2.2. LeNet-5

LeNet-5 is a CNN architecture developed by LeCun et al. [31]. It is a handwritten
digit classifier architecture that was trained and tested on the MNIST handwritten digit
dataset [32]. The network architecture is presented in Figure 3 and the data flow is presented
in Figure 4. It consists of three convolutional layers (C1, C3, and C5), two pooling layers
(S2 and S4), and two fully connected layers (F6, OUTPUT). Each layer uses a tanh activation
function. The input is a 32 × 32 handwritten digit image, and the outputs are digit
classification results (zero to nine). The layer configuration of LeNet-5 is presented in
Table 1.

Figure 3. LeNet-5 CNN architecture [31].

Figure 4. Structural data flow of the LeNet-5 CNN architecture [31].

Table 1. Layer configuration of LeNet-5 [31].

Layer Input Weight Bias Kernel Stride Output

Conv1 1 × 32 × 32 6 × 1 × 5 × 5 6 5 1 6 × 28 × 28
Pool1 6 × 28 × 28 6 6 2 2 6 × 14 × 14
Conv2 6 × 14 × 14 16 × 6 × 5 × 5 16 5 1 16 × 10 × 10
Pool2 16 × 10 × 10 16 16 2 2 16 × 5 × 5
Conv3 16 × 5 × 5 120 × 16 × 5 × 5 120 5 1 1 × 120

FC1 1 × 120 120 × 84 84 - - 1 × 84
FC2 1 × 84 84 × 10 10 - - 1 × 10

The convolutional layers perform convolutions, using a 5 × 5 kernel with a stride
of one. The number of trainable weights is the product of the number of input feature
maps, output feature maps, and kernel size (5 × 5). The number of biases is the same as the
number of output feature maps. Pooling layers perform 2 × 2 average pooling operations
with a stride of two, reducing the input image’s width and height by half. LeNet-5 also
uses trained weights and biases. As shown in Figure 5, after average processing, feature
maps are multiplied by weights and then added to biases. This results in trained weights
and biases of the same number as the input feature maps.
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Figure 5. Average pooling with weights and biases.

The fully connected layers have the same structure as traditional artificial neural
network layers. All inputs are connected to all outputs. The number of weights is the
product of the numbers of input and output neurons. The number of biases is the same as
the number of output neurons.

2.3. FPGA

An FPGA is a device composed of configurable logic blocks and other circuitry, such
as memory blocks, which are connected by path-switching circuits called programmable
interconnects. An FPGA can be programmed to perform functions designed by users and
can be reprogrammed at any time. Although FPGAs may provide lower performance than
application-specific integrated circuits, the reconfigurability of FPGAs can significantly
reduce development time, so they are often selected as hardware platforms for various
experiments. Recently developed FPGAs also contain high-performance clocking resources
and a large number of processing units, such as DSP blocks, allowing users to develop high-
speed applications (including CNNs) with ease. FPGAs are programmed using software
tools provided by FPGA manufacturers that generally use a hardware description language.
However, recently developed HLS tools allow users to write system code in high-level
languages, which is then synthesized to the register transfer level. Such tools also provide
various functions, such as pragma directives that can automatically configure resource
utilization limits and timing constraints for synthesis.

Despite the excellent performance of FPGAs, because logic blocks are built-in units
with fixed sizes, it is possible that in practice, resources may not be utilized at their peak
performance. MAC operations used in computationally heavy systems, such as CNN
accelerators, are generally implemented using DSP blocks. An example of an FPGA DSP
block (Xilinx DSP48E block [30]) is presented in Figure 6. This block contains a precise
27 × 18 bit multiplier, which is less efficient when using low-precision data. Additionally,
the number of DSP blocks is limited in an FPGA, so a non-optimized algorithm can result
in limited throughput and require a larger FPGA chip. This not only applies to DSP blocks,
but also to other logic elements. In the worst cases, a small change in the data bit width can
significantly change how an algorithm is implemented, thereby affecting the performance
and resource utilization of the entire system. With the wide use of FPGAs in modern
applications, many studies have focused on the efficient implementation of systems on
FPGAs. Several studies on FPGA CNN accelerators have performed algorithm modification
for resource usage management and optimized data types for logic elements [21–23].
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Figure 6. Xilinx FPGA DSP48E2 block [30].

3. Proposed Accelerator Design

The proposed accelerator is based on the LeNet-5 architecture. We used the Xilinx Vitis
HLS (v2020.2) tools to synthesize the accelerator design targeting the Xilinx XCZU9EG-
2ffvb1156 FPGA chip. The accelerator models are implemented on programmable logic
cells of the FPGA chip without using MPSoC processor cores, and thus can be implemented
on any other FPGA chips. The accelerator receives input data in a 32-bit floating-point
data type and converts them into fixed points. The fixed-point outputs of the network are
converted into 32 bit floating-point values and exported as the final outputs. The network
performs the initial setup once, and then the stored weights and biases in the internal
memory can be reused for new sequences of input image sets.

The proposed CNN accelerator utilizes three major optimizations: loop parallelization,
fixed-point data optimization, and approximate MAC operations. The details of these
optimizations are explained in the following subsections.

3.1. Loop Parallelization

Loop parallelization is achieved by using HLS pragma directives provided by the Vitis
HLS tools. “#pragma HLS Unroll” is used to flatten loops. When synthesized, operations
in the loop body are implemented as multiple instances that operate in parallel, as shown
in Figure 7, which significantly reduces latency at the cost of additional computational
resources. Additional optimization is performed by using “#pragma HLS Pipeline” to
divide operations in small stages for concurrent execution, as shown in Figure 8. The
pseudocode for a convolutional layer with pragma directives is presented in Figure 9.

Figure 7. Unrolled arithmetic units.
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Figure 8. Pipelined operations.

Figure 9. Pseudocode for a convolutional layer with pragma directives.

The entire network is pipelined using “#pragma HLS Dataflow”. This directive allows
functions to operate in a pipelined manner, increasing the throughput of the accelerator.
As shown in Figure 10, because the input of each layer is dependent on the output of the
previous layers, all layers must be executed in order. Executing multiple layers in parallel
for the same network input is not possible. Additionally, each layer must finish processing
its current input (generate an output) before accepting another set of inputs to prevent the
internal registers from being overwritten during its operations. Therefore, the minimum
number of clock cycles required for the accelerator to accept the next input image is the
same as the number of clock cycles (plus one) of the layer requiring the greatest number
of cycles.
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Figure 10. Pipelined network using dataflow directives.

3.2. Fixed-Point Data Optimization

Floating-point and fixed-point formats are two major representations of real numbers
in computing. The structures of these two formats for the same 32 bit length are presented
in Figure 11. The IEEE-754 single-precision binary floating-point format is composed of
1 sign bit, 8 exponent bits, and 23 significant bits for a total of 32 bits. Data are represented
by their significance and scaled by the exponent as a power of two. The term “float” refers
to the fact that the decimal point in the number can move relative to the significant digits.
Therefore, the floating-point format can represent a wide range of numbers.

Figure 11. The 32 bit (a) floating-point format and (b) fixed-point format.

The fixed-point format consists of integer bits (including sign bits) and fractional
bits. Fixed-point data are essentially binary data shifted by a given static factor. The
positions of the bits are fixed without additional digit shifting, unlike floating-point data.
Although the precision of data is limited by the number of bits, fixed-point arithmetic is
more computationally efficient. For hardware implementations, using a fixed-point data
type can reduce the area, power, and latency of arithmetic processing units.

CNNs are typically implemented and trained on GPUs and CPUs, using a floating-
point data type for high precision. However, many recent studies have proposed a method
of using a fixed-point data type for both training and inference acceleration [9,16,18,19,21].
Although fixed-point data have limited precision and result in the gradual loss of data,
recent research has shown that using fixed-point data for CNNs can yield approximately
the same results as using floating-point data when given a sufficient number of bits. The
trade-off between network accuracy and performance (i.e., area, power, and latency) is
important, so a smaller length of fixed-point data can be adopted in some scenarios. For
FPGA designs, using fixed-point data can reduce resource usage, power, and latency [38].
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To determine the optimal number of fractional bits, we can test experimental models
with different data sizes. The number of integer bits is dependent on the network archi-
tecture, particularly the size of the convolution kernels. When the accumulated results
from MAC operations on inputs and weights exceed the number of integer bits available
for memory, overflow may occur, leading to critical errors in a network. We found that in
our CNN architecture, the minimum number of integer bits required to prevent overflow
during accumulation is six bits (including one sign bit). This allows us to store values
ranging from −32 to 31, which is sufficient for a 5 × 5 kernel with multiplied values ranging
from −1 to 1.

Because the LeNet-5 network uses the tanh activation function to process the output
of each layer, the size of each layer output ranges from −1 to 1. Therefore, we can further
reduce the memory size for storing data and port width between layers by truncating
unused integer bits. As shown in Figure 12, the 12 bit data resulting from MAC operations
can be truncated by four integer bits, yielding 8 bit data. This can also improve the memory
access throughput.

Figure 12. Removing unused integer bits from signed fixed-point data.

The proposed accelerator uses low-precision signed fixed-point data with two integer
bits and six fractional bits to store parameter values. This has the benefits of significantly
reducing memory size and resource usage with little loss in accuracy when using our ap-
proximate MAC operation units for convolutional layers, which are described in Section 3.3.
For pooling and fully connected layers, the accelerator uses 12 bit fixed-point operations.
Operation units are synthesized as lookup tables (LUTs) and flip-flops instead of DSP
blocks. Data are truncated when the result of multiplication exceeds 12 bits in length (i.e.,
one sign bit, five integer bits, and six fractional bits). Our experiments revealed that the
precision of the pooling and fully connected layers has less impact on the classification
accuracy, compared to that of the convolutional layers.

3.3. Approximate MAC Operations

Our accelerator design contains two models using two different MAC operator mod-
ules for the convolutional layers. Figure 13a presents the rounded MAC module, and
Figure 13b presents the carry MAC module. Multiplication is performed with 18 bit preci-
sion, but when passing the data to the accumulator, rounding or a carry bit is applied to
remove the lower six fractional bits. These methods reduce the complexity of the accumu-
lation stage without having a heavy impact on the arithmetic results. The proposed MAC
operators are implemented on FPGAs in the form of LUTs and logic blocks instead of using
high-precision DSP blocks, which would be inefficient based on the small data size.
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Figure 13. Proposed approximate MAC units: (a) rounded MAC and (b) carry MAC.

The rounded MAC module uses a round-to-zero quantization method for the fixed-
point data type. As shown in Figure 14, the truncation of fixed-point data results in data
rounded to the floor (minus infinity). Our experiments revealed that simply truncating the
lower six fractional bits results in critically reduced classification accuracy. Therefore, a
round-to-zero operation is applied to make the rounded value symmetrical for positive
and negative values. This process is automatically synthesized as a hardware function, as
defined by the HLS tools.

Figure 14. Comparison of truncation and round-to-zero operations for fixed-point data.

The carry MAC module passes an extra carry bit to the adder instead of performing
the rounding function. The lower six bits are completely truncated. The carry bit is the
sign bit of the resulting signed fixed-point data. Because negative values are represented as
two’s complement, truncating the lower bits rounds the value to minus infinity, in contrast
to positive values, which are rounded to zero. The added carry bit pulls a negative value
toward positive infinity.
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4. Experimental Results

The proposed and experimental accelerator models were designed using the Vitis HLS
tool (v2020.2). The number of clock cycles needed for output generation is acquired from
synthesis reports on the HLS tool. The accelerator models are then exported to the Xilinx
Vivado Design Suite tool (v2020.2) for more accurate analysis. The results on the maximum
operating frequency, resource utilization, and power consumption are derived from post-
implementation (placement and routing) reports and the power estimation report taken
from the Vivado tool.

The network was trained with MNIST handwritten digit dataset training set images on
CPU, using the floating-point data type. Inference accuracy results were acquired from the
testbench simulation on the HLS tool. A total of 10,000 MNIST test set images were used to
obtain the classification accuracy for each model. The trained floating-point parameters
are sent to the accelerator models, where they are internally converted into fixed-point
data type using hardware functions. No additional training was performed after data
optimizations.

We first compared the classification accuracies between various data types. Table 2
presents comparisons of classification accuracy between the 32 bit floating-point model,
fixed-point models with various bit lengths, and the proposed accelerators using rounded
MAC and carry MAC operations. Only loop parallelization was applied to the floating-
point and fixed-point models. Our proposed model applies all three of the optimizations
described in Section 3. The fixed-point models use fixed-point data with six integer bits
(including sign bits) and different numbers of fractional bits ranging from 6 to 12. The
models using fixed-point data with 9 to 12 fractional bits exhibit less than a 1% loss in
accuracy. However, using seven bits yielded a notable 10% loss, and using six bits resulted
in a very poor accuracy of 34%, both of which are unacceptable. The proposed model with
rounding MAC had less than 1% loss, and the carry MAC model had an accuracy loss of
approximately 2%, which is acceptable.

Table 2. Comparison of classification accuracies between accelerator models.

Data Type
<Integer, Fraction>

Accuracy
(10,000 Sets)

Floating (32-bit) 9863
Fixed <6, 12> 9859
Fixed <6, 11> 9858
Fixed <6, 10> 9847
Fixed <6, 9> 9834
Fixed <6, 8> 9758
Fixed <6, 7> 8977
Fixed <6, 6> 3408

Rounded MAC 9821
Carry MAC 9614

Additionally, we experimented with varying fixed-point data precision levels for
each layer type. A model with 18 bit data (six integer bits and 12 fractional bits) for
the convolutional layers and 12 bit data (six integer bits and six fractional bits) for the
pooling and fully connected layers yielded 9840 correct classifications out of 10,000 images,
as shown in Table 3. This is very similar to the 9859 correct results for the full 18 bit
fixed-point model. Therefore, we concluded that the pooling layers and fully connected
layers have very little negative impact on network classification accuracy when using
low-precision data.
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Table 3. Classification accuracies with varying data precision.

Data
Type

Accuracy
(10,000 Sets)

18-bit 9859
18/12-bit 9840

12-bit 3408

Next, we compared the timing and resource utilization of each model. The results were
obtained from the resource usage and final timing reports outputted by the Xilinx Vivado
Design Suite (v2020.2) platform using “export RTL” option on the Vitis HLS tools. The
results are based on post-implementation (placement and routing). The timing comparisons
are presented in Table 4 and resource utilization is presented in Table 5. Graphs showing
both types of results are presented in Figure 15. In Table 4, the clock period is the minimum
length of the clock period required for the model to operate correctly. Based on this period,
we can obtain the maximum operating frequency. The clock cycles column contains the
number of clock cycles between the start of the input data stream and the end of the
final output stream. Latency is the product of the minimum clock period and number of
clock cycles.

Table 4. Timing comparisons between accelerator models.

Data Type
<Integer, Fraction>

Clock Period
(ns)

Maximum Frequency
(MHz)

Clock
Cycles

Latency
(ms)

Normalized
Latency

Floating (32-bit) 9.428 106.07 1,076,296 10.147 100%
Fixed <6, 12> 7.342 136.20 701,300 5.149 51%
Fixed <6, 11> 7.160 139.66 701,300 5.021 49%
Fixed <6, 10> 7.534 132.73 701,300 5.284 52%
Fixed <6, 9> 7.455 134.14 701,300 5.228 52%
Fixed <6, 8> 7.466 133.94 701,290 5.236 52%
Fixed <6, 7> 8.436 118.54 701,300 5.916 58%
Fixed <6, 6> 7.549 132.47 701,300 5.127 51%

Rounded MAC 8.734 114.50 587,004 5.127 51%
Carry MAC 7.890 126.74 587,004 4.631 46%

Table 5. Comparisons of resource usage between accelerator models.

Data Type
<Integer, Fraction> CLB LUT FF DSP BRAM SRL Latch

Floating (32-bit) 12,405 52,406 46,114 199 303 589 0
Fixed <6, 12> 9653 43,929 31,100 549 159 581 32
Fixed <6, 11> 9256 42,807 29,618 569 165 581 32
Fixed <6, 10> 9236 41,841 28,720 569 163 581 32
Fixed <6, 9> 9245 40,717 28,016 559 150 581 32
Fixed <6, 8> 8932 39,360 27,531 539 144 581 32
Fixed <6, 7> 8661 38,448 26,372 549 128 581 32
Fixed <6, 6> 8030 37,598 25,196 559 124 581 32

Rounded MAC 11,273 61,713 27,863 123 102 545 32
Carry MAC 10,991 57,657 28,311 123 102 581 32
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Figure 15. Comparisons of latency and resource usage between accelerator models.

According to Table 4, one can see that the floating-point model has a higher clock
period and more clock cycles than the fixed-point model, resulting in approximately twice
as much latency. However, when considering both Tables 4 and 5, one can see that timing
and resource utilization are not completely proportional to the length of the data type.
Although the floating-point model has high latency, it uses fewer DSP blocks compared
to the fixed-point models. Among the fixed-point models, the 18 bit model uses fewer
DSP blocks than the other models, except for the 14 bit model, and the 12 bit model uses
10 more DSP blocks than the 13 bit model. Regarding the timing, the clock period is not
proportional to the length of the data. Based on this result, we can infer that the HLS tool
applies algorithm modification and a resource reuse scheme when required or possible. As
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a result of the fixed sizes of FPGA elements (such as DSP blocks), changes in the bit length
of the input and output can result in significant changes in resource usage and mapping.
The floating-point model appears to use fewer DSP blocks by reusing arithmetic units in
multiple layers, whereas the fixed-point models use additional DSP blocks to accelerate the
network further. Additionally, because the FPGA elements are mapped to fixed locations,
changes in resource usage affect the signal paths, thereby changing the maximum operating
frequency through critical paths.

Next, we analyze the results of the proposed accelerator models. The rounded MAC
model and carry MAC model both yield a reduced number of clock cycles compared to the
other models (i.e., 45% less than the floating-point model and 16% less than the fixed-point
models). Regarding each type of network layer, while the convolutional and pooling layers
have the same numbers of cycles as those in the fixed-point models, the fully connected
layer exhibits a noteworthy reduction in cycles. However, our proposed models also have
a higher clock period than the other fixed-point models. It is assumed that the increased
number of LUTs used to implement the proposed approximate MAC cause additional path
delays during routing. When comparing the two MAC models, the rounded MAC model
has a 10% longer clock period than the carry MAC model because the rounding operation
is more complex than the carry injection. Regarding the final latency, the rounded MAC
model achieves a 49% reduction, and the carry MAC model achieves a 54% reduction
compared to the floating-point model. Next, we examine resource usage. Because our
proposed approximate MAC units are implemented using logic resources, the utilization
of configurable logic blocks (CLBs) and LUT is increased. However, the use of DSP blocks
is reduced by approximately 78% compared to the fixed-point models. The memory size
is reduced by 66% compared to the floating-point model. When comparing the rounded
MAC and carry MAC models, the rounded MAC model uses more CLBs and LUTs, but
uses slightly fewer flip-flops (FFs) and shift-register LUTs (SRLs).

A comparison with previous works is shown in Table 6. Our proposed accelerator
models can operate at a moderately high 100 MHz frequency. The data size of the memory
is an 8 bit fixed point, but owing to the removal of unused bits on the integer part, our
proposed models can more efficiently handle data transmission. When compared to
work [28], our models use 78% fewer DSP blocks, 30% fewer LUTs, 33% fewer FFs, and
half the memory. It is notable that our proposed models have low throughput (GOPs)
compared to state-of-the-art accelerators. This is because our proposed models do not have
novel optimizations on the loop algorithm and memory access, resulting in high latency,
due to memory bottleneck. It can be expected, however, that with the same optimizations
applied, our proposed models would have similar performance. Furthermore, optimizing
the activation layers would result in much better performance, as our current models rely
on DSP operations for activation.

Table 6. Results comparison with previous works.

Model [24] [27] [28] This Work
(Rounded MAC)

This Work
(Carry MAC)

Year 2018 2020 2020 2021 2021

FPGA
Zynq

VC7VX485T
Zynq

XCZU9EG
Artix

XC7A20
Zynq

XCZU9EG
Zynq

XCZU9EG
Clock (MHz) - 150 50 100 100

Precision (bit) 16-bit
fixed

16-bit
floating

8-bit
fixed

12/8-bit
fixed

12/8-bit
fixed

Power (W) 0.676 - 14.13 1.673 1.598
GOPs 20.3 28.8 164.1 0.141 0.141
DSP 406 204 571 123 123
LUT 75,221 25,276 88,756 61,713 57,657
FF 38,577 66,569 42,038 27,863 28,311

BRAM 101 55 218 102 102
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5. Conclusions

In this study, we designed a CNN accelerator, using an approximate MAC oper-
ator based on a fixed-point data type. The implemented network architecture is the
LeNet-5 CNN, which performs handwritten digit classification on the MNIST handwrit-
ten digit dataset. The proposed MAC operators are the rounded MAC and carry MAC
operators. To perform approximate operations in the adder stage, rounded MAC uses a
round-to-zero function, and carry MAC uses carry bits to reduce errors following least-
significant-bit truncation. The proposed approximate MAC units are implemented using
logic resources on FPGAs instead of high-precision DSP blocks, which are underutilized by
low-precision data.

The results revealed that, compared to the floating-point model, our two proposed
accelerator models, namely the rounded MAC model and carry MAC model, have 66%
reduced memory size, and 46% and 54% reduced latency, respectively. Compared to general
fixed-point models, the proposed models use additional CLBs and LUTs to implement the
approximate MAC operators, but use approximately 78% fewer DSP blocks.
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