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Abstract: The constant advancements in Information Technology have been the main driver of the
Big Data concept’s success. With it, new concepts such as Industry 4.0 and Logistics 4.0 are arising.
Due to the increase in data volume, velocity, and variety, organizations are now looking to their data
analytics infrastructures and searching for approaches to improve their decision-making capabilities,
in order to enhance their results using new approaches such as Big Data and Machine Learning.
The implementation of a Big Data Warehouse can be the first step to improve the organizations’ data
analysis infrastructure and start retrieving value from the usage of Big Data technologies. Moving to
Big Data technologies can provide several opportunities for organizations, such as the capability of
analyzing an enormous quantity of data from different data sources in an efficient way. However,
at the same time, different challenges can arise, including data quality, data management, and lack
of knowledge within the organization, among others. In this work, we propose an approach that
can be adopted in the logistics department of any organization in order to promote the Logistics 4.0
movement, while highlighting the main challenges and opportunities associated with the develop-
ment and implementation of a Big Data Warehouse in a real demonstration case at a multinational
automotive organization.

Keywords: big data; data warehouse; Logistics 4.0; Industry 4.0; implementation

1. Introduction

The explosion of the Information Technologies area has been the driver that launched
new concepts such as Big Data and Industry 4.0 into the spotlight. The concept of Indus-
try 4.0 emerged in 2011 from a project created by the German government to promote
computerized manufacturing based on new technologies such as additive manufacturing,
artificial intelligence, the Internet of Things, Big Data, and cyber-physical systems among
others [1–4]. Since the creation of the Industry 4.0 concept, several barriers have hindered
its implementation in organizations (even with the evolution of diverse technologies that
support it). The financial constraints, the lack of management support, the resistance
to change, the lack of infrastructure, and the poor-quality data, among others, are some
barriers that need to be faced to implement the concept of Industry 4.0 [4]. This concept
relies on the digitization of the production systems to provide the capability of producing
customized products within a short time and with costs similar to mass production scenar-
ios [5]. This factor has a tremendous impact on the organizations’ logistics due to the need
to react to the sudden changes made by the customers.

The concept of Logistics 4.0 emerged as part of Industry 4.0 [6], with a few papers
being published in recent years [3,7,8]. Logistics 4.0 can be defined as “... the logistical system
that enables the sustainable satisfaction of individualized customer demands without an increase in
costs and supports this development in industry and trade using digital technologies” [3]. Such an
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initiative is needed to improve the link between the manufacturers and the customers, in
order to avoid failures in the manufacturing system [3].

Throughout history, the evolution suffered by industry has also been reflected in
logistics. In each industrial revolution, a similar evolution occurred in logistics. When the
steam power engine was invented and the first industrial revolution appeared, logistics was
transformed by using mechanical transport. In the second industrial revolution, powered
by electricity and mass production, logistics evolved using automatic handling systems.
In the third industrial revolution, with the support of information and communications
technologies, new logistics management systems were developed [9].

Now, the connection between the concepts of Industry 4.0 and Logistics 4.0 goes deep
into the technologies that are used to enforce Logistics 4.0’s main characteristics. Among its
characteristics, we can find constant visibility through all supply chains for all stakeholders,
verification of the supply chain coherence, and dynamic optimization. These characteristics
are enforced by the use of Information Technologies [10].

Big Data technologies, with their capability of analyzing massive volumes of diverse
data flowing at a high velocity, have an important role in the implementation of these new
concepts (Industry 4.0 and Logistics 4.0) and in the resolution of their main associated
challenges [8].

With the implementation of Big Data technologies, it became possible to perform tasks
that involve a massive quantity of data at high speeds such as providing a supply chain
control with real-time data, inventory control and management, and improving forecasting
models, among others [5].

Along with the influence of concepts such as Industry 4.0 and Logistics 4.0, the invest-
ments in Big Data technologies are being stimulated, making them more stable and mature,
ready to be implemented inside the organizations and became part of their business.

A vast range of organizations, from diverse types of business, are now trying to evolve
their data analyses infrastructures to this new era, advancing their Data Warehouses (DWs)
based on a more rigid data model to the new concept of Big Data Warehouses (BDWs) with
a more dynamic data model [11–13].

This work aims to demonstrate how the implementation of a Big Data Warehouse
(BDW) in a logistics context can drive forward the concept of Logistics 4.0 and improve
the organization’s performance. The contributions of this work are: (i) proposing a gen-
eral approach that can be adopted in the logistics departments of several organizations;
(ii) proposing a logical and technological architecture that supports the BDW and data
analysis; (iii) proposing a data model for a logistics BDW; (iv) demonstrating the challenges
and opportunities that emerge throughout the development and implementation of a BDW
in the logistics department.

A demonstration case is presented, which was developed inside a multinational auto-
motive organization by taking advantage of its existing data platform. The methodology
used in this work was the Design Science Research Methodology, this work being an
outcome of the methodology’s adoption.

This work is structured as follow: Section 2 provides the published works related to
BDWs and their architectures; Section 3 presents the suggested architecture to solve this
problem; Section 4 describes the organization reality and the tasks performed to accomplish
the goal; Section 5 presents the results accomplished followed by a discussion where the
challenges and opportunities are highlighted; Section 6 shows the final conclusions and
future work.

2. Related Work

With the implementation of concepts such as Industry 4.0 and Logistics 4.0, it becomes
important to endow the organizations’ data analysis infrastructure with the capability
of retrieving, transforming, and analyzing massive amounts of data at a high velocity.
Before the establishment of the Big Data concept, organizations had their data analysis
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infrastructure based on DWs, where the data model was rigid and structured in order to
provide the best performance when data were inspected.

Aftab and Siddiqui [14] presented several differences between a traditional DW and
a DW in the era of Big Data. Most of the changes are related to how to deal with data
due to their characteristics. Between them, we can highlight a few changes such as the
change from Extract, Transform, and Load (ETL) to Extract, Load, and Transform (ELT),
which happens to enhance with the processing power of distributed systems, such as
Hadoop. The change to real-time and interactive analysis, the change from structured to
unstructured data, and the change to analytical interfaces, such as dashboards, are based
on user requirements.

Nowadays, Big Data technologies, due to their capacity for distributed processing and
storage, allow us to have more dynamic data models with less rigid structures, maintaining
high performance even with massive volumes of data.

To implement Big Data technologies, we can follow two different approaches: “lift and
shift” and “rip and replace”. The “lift and shift” strategy means that we replace or extend
parts of the existing infrastructure with Big Data technology to improve its capabilities and
to solve specific problems. This may result in a use case approach instead of a data-driven
approach, which can lead to uncoordinated data silos. The “rip and replace” approach
means that the existing Data Warehouse (DW) is replaced by Big Data technologies [15].

Independent of these two strategies, there are several architectures and technologies
that can be used to implement a BDW. The use of different types of Not Only SQL (NoSQL)
databases, such as document-oriented and column-oriented [16] or graph models [17], can
be used to store the different types of data in the BDW. In the literature, we can find different
architectures that can be used in a BDW, such as the Lambda architecture [18] and the NIST
Big Data Reference Architecture (NBDRA) [19]. The Lambda architecture has three layers
and unifies, in a single software design pattern, the batch and real-time data processing
concerns. The three layers presented in the Lambda Architecture are batch processing,
real-time computing, and a layer to query the data. This division between batch processing
and real-time processing allows differentiating data according to their nature and relevance
to the business. In this way, it is possible to immediately process the data that are needed in
time, while data that are only needed in the long run can be processed later [18].

The NBDRA was presented by its authors as a common reference that can be im-
plemented using any Big Data technology or service provider. It is divided into the
following five components: system orchestrator; Data provider; Big Data application
provider; Big Data framework provider; and data consumer. The system orchestrator is the
component that establishes the requirements for all the infrastructure, including, among
others, architectural design, business requirements, and governance. The data provider
is the component that makes data accessible through different interfaces. The Big Data
application provider deals with all the necessary tasks to manipulate data through its
lifecycle. The Big Data framework provider consists of several services or resources that are
used by the Big Data application provider. The data consumer is the entity that will take
advantage of all the data processing made by the Big Data system [20]. Using the NBDRA
and the Lambda Architecture as a reference, Santos and Costa [20] created an approach to
develop BDWs.

Several examples demonstrate the capacity of Big Data technologies to improve the
analytical capabilities of organizations. Chou et al. [21] proposed a system architecture
based on Hadoop, Sqoop, Spark, Hive, and Impala to analyze data from electrical grids.
Sebaa et al. [12] presented an architecture based on the Hadoop ecosystem and a conceptual
model to develop a BDW in the healthcare field. Santos et al. [22] presented a demonstration
case where a Big Data architecture and a set of rules to evolve from a traditional DW
to a BDW were applied. Sebaa et al. [12] developed a BDW based on Hadoop due
to its cost-effectiveness, where they presented the architecture and the conceptual data
model. Ngo et al. [11] designed and implemented a BDW for agricultural data using
Hive, MongoDB, and Cassandra. In the same domain, Wang et al. [23] developed and
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implemented an end to end system for farm management based on HDFS, Spark, Hive,
and Hbase. Doreswamy et al. [24] used a hybrid DW model with an OLTP system and
Hadoop to develop a meteorological DW using a star schema. Costa and Santos [25]
developed a BDW for smart cities using technologies such as Hive, Cassandra, HDFS,
and Presto, among others. Vieira et al. [26] developed a tool using Big Data technologies
and a simulation model to assess the impact of disruptions in the performance of the
supply chain.

These examples demonstrate how Big Data technologies can be used in collaboration
with traditional DWs or even replacing them, both aiming to improve the analytical
capabilities of the organizations.

Although several domains are addressed in the literature, the lack of work in the
logistics area is notorious. Moreover, few approach the problems faced when the imple-
mentation occurs in the real world.

3. Proposed Architecture for a Logistics 4.0 Big Data Warehouse

In this section, we present the logical (Section 3.1) and technological (Section 3.2)
architectures that can be used to implement a BDW for the Logistics 4.0 movement.

3.1. Logical Architecture

The main goal of this BDW is to be an analytical repository containing a substantial
amount of data, in order to support the daily activities of the logistics decision-makers in
the Logistics 4.0 era.

Two of the key factors in Logistics 4.0 are the real-time exchange of information
between all the actors in the supply chain and the real-time Big Data analytics of vehicles’,
products’, and facilities’ location [8].

The exchange of information between all actors in the supply chain can originate
diverse data sources with different types of data that need to be stored and analyzed
in one central repository in order to be easily accessible by the practitioners. The same
happens with the real-time Big Data analytics of the diverse supply chain components
(vehicles’, products’, and facilities’ location). Considering this, the real-time characteristics
can be important; nevertheless, it is necessary to adapt to the organizational requirements.
Real-time analytics can be a different concept from one organization to other. For example,
for one organization, the real-time requirements can be to have access to data in less than
ten seconds, but for other organizations, it can be to access the data in less than two
minutes. Moreover, some organizations do not need to create an architecture that takes
into consideration the real-time requirements.

In our demonstration case, the organization does not have the requirement of real-time
analysis, so the architecture presented in Figure 1 does not incorporate that component.
Nevertheless, due to the relevance of real-time performance in Logistics 4.0, it may be
relevant to implement and validate that component in future work.
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Figure 1. Logical architecture.
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As can be seen in Figure 1, the logical architecture has the following components:

• Sandbox Storage: where the raw data are stored in a distributed file system before
any transformation. This component is divided into two layers: Update Layer and
Backup Layer. The Update Layer contains the up-to-date data retrieved from the
sources, while the Backup Layer contains compressed outdated data to be used in
case of necessity;

• BDW Storage: where data are stored in the distributed file system and accessible using
the Metastore after being transformed. This component has two layers with the same
functionality as the Sandbox Storage layers: (i) a layer that provides updated data,
(ii) another layer to provide a backup in case of problems with the new data;

• Machine Learning component: uses raw data from the Sandbox Storage or clean data
from the BDW to create predictions, in order to enrich the data and store it in the
Sandbox Storage or in the BDW to provide predictive capabilities for the organization.
This component can increase the organization’s capabilities to understand and predict
changes in their supply chain and be capable of adapting quickly;

• Metastore: provides an interface to access the stored data. This component is divided
into two layers: (i) the data layer where the data are modeled using a data-driven
approach; (ii) the application layer where we have the necessary materialized objects
or views to answer the needs of specific applications. The existence of these two
layers provides some advantages. One of these advantages is the capability of creating
several abstractions on top of the data layer, providing a simple and fast way to
access the data. In this application layer, each application can have its views or tables
(materialized objects), increasing the performance when accessing the data. Moreover,
if the organization has different teams working on different applications, if necessary,
each team can create the necessary tables or views for their application, providing
higher business agility;

• The Coordinator, Resource Management, and Workflows: provide functionalities to
manage the Big Data Cluster and the data lifecycle. The Coordinator and Workflow
allow the creation of diverse jobs or tasks that can be submitted in the desired order.
The Resource Manager distributes the clusters of resources to process the jobs.

Outside the BD Cluster, we can find the data sources that provide the raw data to be
used in the BDW and the Visualizations Tools where dashboards are developed to present
the results to the users.

3.2. Technological Architecture

Due to the need to analyze big quantities of data in the most efficient way, new
technologies that use the power of distributed processing and storage have gained sig-
nificant attention. Probably the most well-known technology in this context, which can
arguably be seen as the originating driver of the Big Data movement, is Apache Hadoop
(https://hadoop.apache.org/ (accessed on 8 September 2021)) , where data can be stored
in the Hadoop Distributed File System (HDFS) [27] and then processed using the Map
and Reduce [28] programming model. Several other technologies such as Sqoop (https:
//sqoop.apache.org/ (accessed on 8 September 2021)), Hive [29], Spark [30], and Impala
(https://impala.apache.org/ (accessed on 8 September 2021)) [31], among others, are be-
ing constantly developed to tackle specific problems in the Big Data ecosystem. These
technologies allow the practitioners to retrieve data from the data sources, store them with
appropriate metadata, and then, process them, in order to provide useful knowledge to the
end-users.

Currently, in the Big Data world, the amount of Big Data technologies is overwhelming,
and it can sometimes be difficult to understand and choose the right technology for the
right job. For example, for data collection, technologies such as Flume, Kafka, or Talend can
be used. For data preparation and enrichment, we can use Spark or Storm. For data storage,
Hive with HDFS, NoSQL databases, or Kudu can be used. For machine learning tasks,
we can use Spark, H2O, or TensorFlow [32]. For query engines, Impala, Presto, or Drill

https://hadoop.apache.org/
https://sqoop.apache.org/
https://sqoop.apache.org/
https://impala.apache.org/
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can be used. For data visualization, tools such as Tableau, Power BI, or JavaScript can be
used [33].

Due to the organizational requirements and due to the technologies available in the
organization depicted in this demonstration case, the technological architecture presented
in Figure 2 was used to support this demonstration case. Nerveless, this technological
architecture can be used inside others organization’s logistics departments, assuming
the goals and requirements are similar to the ones depicted in this work. In the case of
distinct requirements, some technologies could be adjusted. Regarding data ingestion from
the sources, this work used Sqoop. Even though Sqoop can only connect to structured
databases [34], since for this demonstration case, the organization’s data sources were only
SQL databases, there was no need to use another technology to ingest the data. After the
data were retrieved from the sources, the same were stored in the HDFS, using the Parquet
format, which is one of the several formats that can be used to store data in the HDFS.
Other formats that can be used are, for example, ORC or AVRO [35]. Parquet was chosen
not only due to its adequate compatibility with Spark and Impala technology, but also
due to its read-oriented format and adequate compression, which would bring advantages
when we need to query the data [36]. Moreover, it was necessary to develop a Bash script
in order to provide a mechanism to create data backups in the Sandbox Storage and in
the BDW.
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Figure 2. Technological architecture.

Spark was the chosen framework due to its data cleansing and transformation capabil-
ities and due to the capability to develop several machine learning models. Spark has the
SparkSQL [37] library, which allows the use of SQL functions in conjunction with the Spark
programming API and complex libraries such as Spark MlLib [38]. Being able to perform
all these tasks in one unique framework is a significant advantage, since, in this way, it is
not necessary to spend more time using and learning different technologies. Moreover,
Spark is compatible with the Parquet files and Hive, which was used to provide the data
and metadata to the end-users.

Hive includes the Hive Metastore (the system catalog) where the metadata (schema
and other statistics) are stored, allowing proper data exploration and query optimiza-
tions [29]. Hive allows the creation of external tables where data are stored in HDFS
directories, and its lifecycle is not managed by Hive [29]. Within Hive, we create two levels
of interaction with the data. At the first level, the data are modeled using a data-driven
approach where the core entities (such as Needs, Stocks, and Products, among others)
and other entities such as Date and Time are stored. This layer allows ad hoc access to
the data from these entities to be used by any team or project. In the second layer, the
application layer, a new set of objects (materialized tables or views), oriented toward the
applications’ needs, are created to provide access to the specific data that each application
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or project needs. This provides more personalized access to the data that will increase the
application performance and business agility; thus, each team can create their tables or
views as they need.

Impala provides a Massively Parallel Processing (MPP) SQL engine that combines
the flexibility and scalability of Hadoop with the familiarity of SQL and has proven to be
generally faster than Spark or Hive according to Qin et al. [39] and to Bittorf et al. [31].
Impala can also be used to query data from HBase and provide a connection to visualization
applications, such as Tableau or Power BI, where dashboards can be developed to present
to the end-user the knowledge retrieved from the data [31].

This technological architecture supports all the requirements of this project, granting
that we can allow the data analysis team to provide knowledge to be used by the end-
users, in order to support their decisions and therefore improve the organization’s results.
Moreover, it can be used in other Logistics 4.0 projects to create a new centralized repository
that aggregates different data sources and requires predictive capabilities.

4. Demonstration Case

The application domain addressed in this paper is the Logistics Innovation Depart-
ment of an automotive factory. In this context, the logistics department handles large
volumes of data related to nearly 7000 raw materials from a set of about 400 suppliers
spread all over the globe, which impact the production of about 1100 finished products.
Concerning internal logistics management, the department is responsible for monitoring
and analyzing data and material movements referring to approximately 85 daily scheduled
deliveries, in order to ensure the supply of the material necessary for the proper function-
ing of about 100 production lines associated with various high-service-level customers.
In light of the complexity of the organization’s supply chain topology, the organization
intends to foster the proposal, development, and evaluation of Big Data Analytics tools
capable of integrating and automating a large part of the logistics processes that, until now,
have been managed by conventional spreadsheets extracted from classic and parameteriz-
able Material Requirements Planning (MRP) methodologies existing in a given Enterprise
Resource Planning (ERP) system.

It is an essential department inside of a production facility and deals on a daily basis
with orders, deliveries, delays, production plans, and inventory, among other processes.
These business processes are crucial to maintain the production lines and to deliver in time
the finished goods to the clients. It is a complex and enormous department with countless
business processes.

Due to this complexity, the implementation of a BDW needs to be addressed in an
interactive way, choosing one process at a time, looking at the data sources, selecting the
appropriate attributes, and modeling the data in a data-driven approach that has as a final
goal an integrated BDW supporting Logistics 4.0.

Therefore, in this specific case, to start the BDW proposal, we analyzed the processes
that should be considered the core component of this BDW. With the collaboration of
key experts in the logistics department, the following processes were selected: Product
Inventory, Delivery, Purchase Order, and Needs. This is the first task in the development
process presented in Figure 3.

These processes are the main drivers of the analytical objects in the BDW. Besides
these objects, other objects will be created, such as a spatial object with information related
to countries, Date and Time objects, and complementary analytical objects such as Product,
Plant, and Vendor. Each one of these processes is supported by one or more tables in the
Enterprise Resource Planning (ERP) used by the organization. These different types of
objects are explained later in this section.

The understanding and selection of the business processes, together with the under-
standing and selection of the data sources, compose the first activity of the development
process (Figure 3) called Data Understanding. In this activity, it is necessary to understand
the data from the data sources, namely the tables associated with each business process,
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how they are related, their private and foreign keys, and the meaning and possible values
of each attribute, among other steps. The second task is to select what tables will be used
to develop the BDW.

The next activity is related to the “Data Quality” activity. Data quality is one of the
most important tasks in data-related projects. In this case, this activity has significant
importance due to the complexity of the data sources and their high number of attributes.
For example, some transactional tables have more than 200 attributes, although many
of them are not used. In our demonstration case, data quality criteria were defined to
verify if an attribute would be used in the BDW. In this specific case, we established that
any attribute with more than 90% of empty or null values would not be used. This rule
was essential to limit the number of attributes used, excluding the ones that have low
analytical value. Another rule that was used was to manually verify if the attributes with
only one or two distinct values were worth using. All these rules were defined considering
the organizational and decision-making context. The next step was to produce the data
quality reports through the execution of several spark jobs that analyzed the data extracted
from the HDFS. The attributes that will be part of the BDW were selected by applying the
previously defined data quality criteria.

Data Modeling

Data QualityData Understanding

Understand and
select business

processes

Understand and
select data

sources

Define data quality
criteria

Produce data
quality reports

Apply data
quality criteria

Select
relevant
attributes

Identify Analytical
Objects

Identify
Complementary

Analytical Objects

Identify Descriptive
and Analytical

Families 

Identify Spatial
Objects

Identify Time
Objects

Identify partition
keys

Figure 3. Development process.

After the Data Understanding and the Data Quality, it was possible to model the
BDW. To do that, the modeling methodology presented by Santos and Costa [20] was
applied in order to propose a data model capable of integrating a significant amount of
data. The methodology was based on the creation of the following objects: Analytical
Objects, Complementary Analytical Objects, Spatial Objects, Time Object, and Date Object.

An Analytical Object is a subject of interest, highly denormalized, and can answer
queries by itself avoiding joins with other objects. These objects are directly related to the
business processes such as sales or deliveries and should be the firsts to be analyzed and
identified in order to verify if it is necessary, or not, to create Complementary Analytical
Objects. A Complementary Analytical Object is an object that includes attributes usually
used or shared by different Analytical Objects and that can be used to complement the
analysis of other objects, such as the Analytical Objects. Each object can be divided into
two distinct parts, the descriptive and analytical families. These families provide a logical
group for the object attributes depending on their type and purpose. The descriptive family
groups all the attributes that can provide different perspectives of analysis of the business
indicators, while the analytical family groups the attributes with those business indicators
to analyze the business process or part of it. These objects can be integrated with the use
of join operations [20]. Figure 4 presents the data model identified with the application
of this methodology. Due to privacy concerns, it is only possible to disclose some of the
attributes present in the several objects This data model was developed in the logistics
context of this specific factory, but can be used as starting point for any logistics department
of any organization.
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<< Analytical Object >>
Needs

Outsourced Descriptive Families
+ Plant
+ Product

Descriptive Families
 + Needs
        reservation_number (GK)
        reservation_item_number (GK)
        requirement_type
        material_number
        plant_key
        storage_location
        production_supply_area
        base_unit_measure
        (...)
 + Date
        component_requirement_date
        latest_requirement_date
        (...)

Analytical Families
       requirement_quantity
        quantity_withdrawn
        value_withdrawn
        quantity_entry_unit
        (...)

<< Complementary Analytical Object >>
Product

Outsourced Descriptive Families
+ Plant (GK)

Descriptive Families
 + Product
        material_number (GK)
        complete_material_maint_status
        maintenance_status
        material_type
        industry_sector
        material_group
        (...)
+ Date
        created_on
        last_change_date
        (...)

Analytical Families
        gross_weight
        net_weight
        volume
        length
        (...)

<< Complementary Analytical Object >>
Plant

Outsourced Descriptive Families
+ Country

Descriptive Families
 + Plant
        plant_key (GK)
        valuation_area
        factory_calendar_key
        street_and_number
        postal_code
        city
        (...)
+ Date
        valid_from
        (...)

<< Spatial Object >>
Country

Descriptive Families
 + Country
        country_key (G.K)
        vehicle_country_key
        language_key
        country_version_flag
        print_country_name_flag
        (...)

<< Complementary Analytical Object >>
Vendor

Outsourced Descriptive Families
+ Plant (GK)

Descriptive Families
        vendor_number (GK)
        country_key
        name
        city
        postal_office_box
        postal_office_box_postal_code
        (...)
 + Date
        master_record_creation_date
        record_creation_date
        (...)

Analytical Families
        minimum_order_value
        (...)

<< Time Object >>
Time

Descriptive Families
 + Time
time (GK)
hour
minute
lunch_time
in_office
out_of_office
rush_hour

<< Analytical Object >>
Product_Inventory

Outsourced Descriptive Families
+ Plant
+ Product

Descriptive Families
 + Product_Inventory
        warehouse_number (GK)
        quant_code (GK)
        material_number
        plant_key
        stock_cat_warehouse_mngmt_sys
        special_stock_indicator
        special_stock_number
        storage_type
        (...)
 + Date
         last_movement_date
         last_placement_stock_date
         last_stock_removal_date
        (...)
 + Time
        last_movement_time
        last_placement_stock_time
        (...)

Analytical Families
       total_quantity
       available_stock
       remove_quantity
       (...)

<< Analytical Object >>
Purchase_Order

Outsourced Descriptive Families
+ Plant
+ Vendor

Descriptive Families
 + Purchase_Order
        purchasing_doc_number (GK)
        purchasing_document_item_number (GK)
        deliver_schedule_line_counter (GK)
        company_code_header
        purchasing_doc_category
        purchasing_doc_type
        purchasing_doc_status
        item_number_interval
        last_item_number
        vendor_number
        (...)
+ Date
        record_creation_date
        purchasing_doc_date
        start_validity_period
+ Time
        time
        creation_time

Analytical Families
       cash_discount_days_1
       cash_discount_days_2
       cash_discount_days_3
       cash_discount_percentage_1
       (...)

<< Date Object >>
Date

Descriptive Families
+ Date
date (GK)
year 
month
day
week_day
weekend
winter
spring
summer
fall

<< Analytical Object >>
Delivery

Outsourced Descriptive Families
+ Plant
+ Vendor
+ Product

Descriptive Families
+ Delivery
         delivery_num (GK)
         delivery_item_num (GK)
        shipping_receiving_point
        delivery_type
        order_combination_indicator
         delivery_item_cat
         material_number
         (...)
+ Date
        planned_goods_movement_date
        loading_date
        record_creation_date
        material_availability_date
         manufacture_date
         (...)
+ Time
         time_of_delivery
         local_goods_issue_time
         (...)

Analytical Families
         total_weight
         statistics_exchange_rate 
         delivered_qty_sales_unit
         net_weight
         (...)

Figure 4. BDW data model.
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The Analytical Objects used in this work are: Product Inventory, which has all the
information about the stocks of each product; Deliveries, which has information about
when each order was delivered; Purchase Order, which has information about how many
products are ordered; and Needs, which has information about the production lines’ needs.

The Time and Date Objects were created from scratch and populated with information
related to each one. For example, in the Date Object, we created Boolean attributes such as
week_day, weekend, summer, winter, Monday, Tuesday, and others. In the Time Object,
attributes such as lunch-time, in-office, out-of-office, and rush hour, were created. This
allowed us to analyze the relevant information and contextualize it in time and by date.

The Complementary Analytical Objects emerged in the data modeling process due
to the need to analyze different Analytical Objects using data from the Complementary
Analytical Objects. In these objects was stored relevant and specific data that could provide
useful information when used together with data from several Analytical Objects. From
these objects, we can highlight the following: Plant, Product, and Vendor.

The object Country is a Spatial Object due to the geographical domain, which includes
information from the transactional database and from a JSON file (already stored in the
HDFS) with more information, such as the continent name.

The implementation process presented in Figure 5 starts with the data extraction
performed using the Sqoop and Oozie Workflows, and all the data were stored in a HDFS
directory called Sandbox. This Sandbox directory allows the storage of all raw data, and it is
divided into subdirectories where each data source has its own directory and is divided into
tables or entities. In this demonstration case, two data sources were used, the transactional
database and a JSON file.

Data LoadingData TransformationData Extraction

Create Sqoop jobs Create Oozie
workflows

Identify
transformations

Create Python
scripts

Run Spark
jobs

Create and run Hive
scripts

Figure 5. Implementation process.

With all the necessary data stored in HDFS, we can use Spark to perform the data
transformation phase, where transformations and partition keys are identified. Moreover,
it is in this phase that the data enrichment can be performed with predictions from the
machine learning models.

After the data transformation, the data are stored in the BDW, where each table
represents one of the objects included in the data model. Moreover, when the size of the
object is too large to be used as one unique file, the object is partitioned according to its
partition keys in order to improve the performance when querying the data. Furthermore,
external Hive tables were created to provide Impala access to data. Impala is the SQL query
engine that allows the connection between Power BI and the data stored in the HDFS.

5. Results and Discussion

In this section, we discuss the efficacy and efficiency (Section 5.1) of the BDW imple-
mentation. In Sections 5.2 and 5.3, the challenges and opportunities faced in the develop-
ment of this work are presented.

5.1. Efficacy and Efficiency

With the BDW implementation, it was possible to create a data repository that includes
several businesses processes of the logistics department. Each process contains data from
one or more tables from the transactional database used by the organization.

The data model is dynamic and able to change quickly, in order to include more tables,
with more information related to any object that already exists in the BDW or to create
new ones. The Time and Date objects can be used with other objects to understand the
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organization’s temporal dynamics, such as understanding if there are any specific moments
in the year where more delays are verified or even when the suppliers are usually late
with the deliveries. Similar reasoning can be used with the objects Plant and Inventory to
analyze which plant has more inventory in its storage facilities.

With this work, it is now possible for the practitioners to use raw data extracted from
the data sources (using the Sandbox Layer) or to use data already cleaned and transformed
using the BDW layer. This can be achieved using the BDW Hive tables (as an example,
Figure 6 shows the Country table view using the HUE interface) or the parquet files stored
in the HDFS. They can also create specific materialized objects in the Application Layer in
order to decrease the time needed to query the data. This reduces or even avoids the initial
development time needed to understand, extract, store, and transform data.

Figure 6. Country table in Hive.

The Machine Learning component can also use data from the different architecture
components to provide useful predictions. For example, the available data can be used
to predict if some scheduled delivery will be late or not. With this information, the
logistics planners can take several actions to reduce the impact of this situation. This can
be achieved using data from the Sandbox or from the BDW. Machine learning models
can be created with this data using the Spark ML framework. Both the model and the
predictions are stored in the HDFS, being available for later use and for possible updates
in the future. Furthermore, these data are now accessible to the organization through the
Impala connector and can be used to provide different insights about the organization’s
status or even in projects that use machine learning to predict or classify data to help in
the decision-making. This means that the time and the necessary knowledge to develop
useful dashboards for management are smaller. In Figure 7, a dashboard that analyses
historical and predicted data is presented, showing information about deliveries. It is an
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overview where the historical and predicted delayed or on-timedeliveries are analyzed in
several dimensions.

The top right component of the dashboard shows the number of products that belong
to each category (A, B, or C). This product classification demonstrates how important each
product is for the organization. Products classified with A mean that these are expensive
products for the organization and normally have more lead time, for example electronic
screens. The B category is for less expensive products, and the C category is for inexpensive
products such as bolts. The impact on delays for products classified as A is superior to the
products classified as B and C. The graph shows that there is a bigger number of deliveries
of C classification products, demonstrating that this type of product has more frequent
deliveries. Therefore, if for some reason there is a shortage in the stock of this product type,
the organization will be able to solve that problem rapidly.

The two graphs in the lower-left corner of the dashboard compare the on-time deliver-
ies and the delayed deliveries analyzed by the season of the year. Each one compares the
historical data and the predictions made by the machine learning algorithm. The left one
shows that the predictions followed the trend of the historical date. The right one shows
that an increase in delays in autumn was predicted. With this information, the organization
can prepare mitigation actions to decrease the impact of the delays.

The middle graphs compare the delayed deliveries and on-time deliveries by trans-
portation mode. For example, we can see that the predictions (center lower graph) show a
general increase in the percentage of on-time deliveries.

Figure 7. Dashboard with historical and predicted data related to deliveries.

The right-side graphs compare the historical data with delays and the predictions.
Bigger circles point out that more deliveries from those countries will arrive with delays.
We can see more delays from products shipped by European countries. The same was
predicted by the machine learning algorithm.

These results were based on a portion of the historical data provided by the organiza-
tion. In future work, the accuracy of the predictions will be verified to see if they conform
to the organization’s needs. More data will be also used to improve the model quality.
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5.2. Challenges

The implementation of a new technology inside an organization’s logistics department
can be difficult and raises diverse types of challenges. These challenges can be related to
the technology itself, to the lack of knowledge to develop the project, to the organizational
culture, and to the time and cost to develop the project, among others. When that technol-
ogy uses or relies on the provided transactional data to be successful, several new types of
challenges related to data emerge.

Moreover, if the organization has a large dimension, it can be extremely difficult to
obtain the necessary knowledge to understand the different business processes inside the
logistics department and the data generated by them. For example, if we are inside of a
multinational organization, with diverse divisions, spread over multiple countries, with a
complex transactional database, the data understanding will be one of the most challenging
steps in the project.

The following list provides the identification and brief characterization of the most
relevant challenges that were faced through the development of this work:

1. Data and technological challenges:

• Data understanding:
Understanding the data that are stored in the transactional database is usually
a challenge, made even worse when the organization is a multinational with
a considerable dimension. Transactional databases are complex systems, with
misleading tables and attribute names. The existing documentation about the
data source is usually sparse, not given enough insight into the data. Several
logistics concepts need to be known, such as safety stock, safety time, delivery
time, and procurement, among others, in order to better understand the data
and their relationships;

• Poor or missing raw data:
When an organization starts a project that will use the raw data generated by the
daily business, it is necessary to identify if the necessary data are being generated
and stored in the transactional system and their overall quality. Sometimes,
the project goals cannot be achieved due to the lack of data or data quality.
In complex ERP systems, it is possible to verify that many attributes are not used
by the organization. For example, in logistics, knowing where an order is in
transit to its destination can be very useful to predict if it will be on time, or not,
and to make decisions about how to avoid stops in the production line;

• Different values in different data sources for the same attribute:
Due to the large and complex transactional system, it is fairly common to find
the same attribute in different tables, related to the same entity, but with differ-
ent values. Understanding why this happens and understanding the type of
situations that motivate this type of behavior can be difficult;

• Technological infrastructure:
An adequate technological infrastructure is essential for a stable project de-
velopment. In an organization, the technological infrastructure can be based
on outdated technology or the technological infrastructure can change during
the project lifetime. This will lead to the project’s adaptation to the existing
technologies or their evolution as the infrastructure changes;

2. Organizational challenges:

• Access to data and to a technological infrastructure:
One of the first tasks in projects of this nature is to gain access to data and to the
infrastructure that will be used to process and store them. This is a task that needs
to be performed at the beginning of the project and where the organizations’
policies can interfere in a negative way. This cannot be an obstacle or take a long
time to overcome;
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• Understand the business processes:
Commonly, large organizations have many and complex business processes,
with diverse rules, exceptions, and paths, which can be difficult to understand.
Moreover, the documentation about the business processes can be insufficient,
creating another obstacle in this type of project. In the logistics area, where daily
interactions with the suppliers and their systems exist, where processes are com-
plex in order to achieve better results in the production line, and where concepts
such as just-in-time production are being implemented, the documentations has
a relevant impact when new projects start to be developed;

3. Project team challenges:

• Lack of knowledge of the technologies used:
As Big Data is a recent concept, there is a lack of human resources with experience
in the technologies used to support this concept. Building a team without any
experience in Big Data can lead to several problems in the project. Moreover,
when adding specific requirements of a complex area such as logistics, it is more
difficult to find multidisciplinary teams with knowledge in both areas;

• Lack of sufficient human resources:
To develop such a complex project, the project team needs an adequate number
of human resources. The lack of sufficient human resources can cause delays in
project development. Teams with a high number of elements can be prejudicial
to the project as well, but very small teams lead to a lack of different backgrounds
and points of view, which can hinder the project.

The challenges enumerated in this section are some of the biggest challenges that a
team can encounter while developing and implementing a BDW inside of an organization
of a considerable size. The challenges can cause delays in the project milestones, and they
should be taken into account when the project is planned. Most of them can be mitigated
with simple actions such as granting early access to all necessary resources and developing
the necessary documentation for all the projects.

5.3. Opportunities

When an organization goes through a technological change such as the creation
of a BDW, some opportunities emerge. Indeed, we can say that each challenge can be
transformed into one opportunity. Therefore, we take the challenges provided in Section 5.2
and transform them into opportunities:

1. Data and technological opportunities:

• Improve documentation:
Very often, documentation is treated as the least important part of the project.
The time and effort put into documentation development are lower than re-
quired, leading to poor documentation. With the development of a new project,
the poor documentation of the previous one becomes evident. The effort that
needs to be made to understand the previous project can be reused to improve
the documentation and, therefore, decrease the time and effort needed for the
next ones;

• Improve data quality:
Data quality is essential to the development of these data-based projects. As we
need to perform data quality tasks, this can be used to detect and report data
problems that can be fixed in the near future. This can be useful not only for this
project, but even for past and future projects.

• Technological infrastructure:
A new project that requires new technology can be an excellent driver to improve
the technological infrastructure existent in the organization. These changes can
include, for example, updating the existent technologies or the implementation
of new ones;
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2. Organizational opportunities:

• Improve internal processes:
With the implementation of a new technology, some internal processes will be
analyzed and can be improved. Moreover, processes can use the newly available
technology to improve their performance;

• Improve business processes’ documentation:
Many analytical teams do not know the business processes, and they need to
find the right person to ask. Often, if they ask the same question of different
persons, they will receive different answers. Properly documenting the business
processes can be a key way to improve the business understanding, not only
inside the analytical teams, but for the organization in general;

3. Project team opportunities:

• Creation of a team specialized in Big Data technologies:
Research projects can have a tremendous impact on organizations, not only by
the obtained results, but also by the improved capabilities of human resources.
In this specific case, the creation of one team specialized in Big Data technologies
can boost more projects, more efficiently, and with more efficacy;

• Improve workers’ knowledge in logistics processes:
Human resources with more business knowledge can bring their knowledge
to other projects and have a positive impact on them. This can be verified
not only in new ones, but also in the maintenance and improvement of other
ongoing projects;

• Improve workers’ knowledge about data sources:
Data analytics projects always depend on the data source. Knowledge about
them is essential for a good start and a proper development of the project. It is
crucial to have in the project team, at least, one specialized resource in the data
sources, helping the development team understand the data.

Besides the enumerated opportunities, other opportunities can arise with the creation
and implementation of a BDW in a logistics department. For example, new projects can
be initiated and use the BDW as their data source, providing integrated and consolidated
data for their timely development. Other departments can use data in the BDW to improve
their predictions and their decision-making needs.

6. Conclusions and Future Work

This paper presented the proposal and implementation of a BDW in a logistics depart-
ment of an automotive factory. The implementation of the BDW is the starting point to push
the concept of Logistics 4.0 in this facility, improving the analytical capabilities and sup-
porting the decision-making process in the logistics department. Moreover, we highlighted
several challenges and opportunities that normally are not considered in other works.

Through this work, we presented the logical and technological architectures that sup-
port the implementation of the BDW, which includes several logistics processes. Moreover,
we presented the proposed BDW data model. The BDW data model is a key element to gain
insight into the current state of the organization and to support the logistics planners’ deci-
sions efficiently. The logical and technological architecture, as well as the data model can be
used as starting a point to develop and implement a BDW in similar logistics departments.

As we advanced, we faced several challenges and opportunities in the BDW devel-
opment and implementation. One of the most difficult challenges was to understand
the several logistics processes and how the data of these processes were stored in the
transactional system. Finding the right data to support the proposed system was a difficult
and time-consuming task. Nevertheless, the most important thing is to be aware of the
challenges and implement mitigation plans in order to solve them, or at least decrease
their impact on the project final results. Other challenges that can be faced in this area
are related to the technologies and the available infrastructure used by the organization.
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Sometimes, the technological infrastructure changes during the project, which can lead
to several project changes. Moreover, the available infrastructure can include outdated
technologies or be short in resources when used by several teams at the same time.

In the opportunities field, several points that can be addressed to improve the orga-
nization, the logistics department, and the next projects. However, these opportunities
need to be addressed in new projects with a well-defined goal and scope, due to the new
challenges that these projects will present. Organizations need to promote a culture of
continuous improvement to face these opportunities.

As future work, the BDW implementation can be improved by automatizing the
data extraction, transforming, and enrichment pipelines to increase the performance and
decrease the human intervention. Moreover, the data model can be extended by adding new
objects (complementary or analytical) in order to enlarge their scope or improve the existent
ones by adding new data to the already existing objects. Furthermore, more machine
learning models can be created and integrated into the existing BDW to enrich the data
and provide predictions to help the logistics planners. Furthermore, the implementation of
a real-time layer should be taken into consideration.
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