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Abstract: Scaling the voltage to the sub-threshold region is a convincing technique to 

achieve low power in digital circuits. The problem is that process variability severely 

impacts the performance of circuits operating in the sub-threshold domain. In this paper, 

we evaluate the sub-threshold sizing methodology of [1,2] on 40 nm and 90 nm standard 

cell libraries. The concept of the proposed sizing methodology consists of balancing the 

mean of the sub-threshold current of the equivalent N and P networks. In this paper, the 

equivalent N and P networks are derived based on the best and worst case transition times. 

The slack available in the best-case timing arc is reduced by using smaller transistors on 

that path, while the timing of the worst-case timing arc is improved by using bigger 

transistors. The optimization is done such that the overall area remains constant with regard 

to the area before optimization. Two sizing styles are applied, one is based on both 

transistor width and length tuning, and the other one is based on width tuning only. 

Compared to super-threshold libraries, at 0.3 V, the proposed libraries achieve 49% and 

89% average cell timing improvement and 55% and 31% power delay product 

improvement at 40 nm and 90 nm respectively. From ITC (International Test Conference 

99) benchmark circuit synthesis results, at 0.3 V the proposed library achieves up to 52% 

timing improvement and 53% power savings in the 40 nm technology node. 
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1. Introduction 

Low voltage digital design, especially near/sub-threshold design, is becoming more popular in 

application domains where performance is not the primary concern. More and more systems with low 

performance requirements are operated from a near/sub-threshold supply voltage in order to save 

power [3–7]. However, due to the fact that the gate voltage drive of the transistors operating in the  

sub-threshold domain is small, standard logic cells become more sensitive to process variations. 

Commercial cell libraries are designed and characterized for super-threshold voltage operation. 

Without any optimization, most cells of such conventional libraries will not have a robust operation in 

the presence of process variability at a low operating voltage. Therefore, careful sizing of standard 

cells working at low voltage is needed. In [1], the optimization procedures to size standard cells are 

explained. In [2], the standard cell libraries optimized for sub-threshold operation are presented. This 

paper extends the work of [1,2]. Here, the sizing methodology and sizing methods are explained using 

a CMOS 40 nm low power process as an example. Benchmarking of the libraries is carried out using 

both a CMOS 90 nm and a CMOS 40 nm low power process. ITC benchmark circuit synthesis results 

are presented as well. 

Unlike conventional “super-threshold” cell sizing methods [8,9], the proposed balancing-based 

sizing method focuses on the statistical distribution of the drain-source current, rather than the current 

itself. In the proposed approach, the variation of the current is taken into consideration when sizing the 

standard cells by balancing the mean current of the equivalent N and P networks. The way of finding 

the equivalent N and P networks is based on timing arcs. The transition paths within the standard cells 

are different for distinct input patterns. The longest path, which has the worst delay, is defined as the 

worst-case transition path; the shortest path, which has the best delay, is defined as the best-case 

transition path. The transistors of the worst-case and the best-case transition paths are balanced in two 

possible ways: (i) transistor width and length tuning; and (ii) transistor width tuning only. In one case 

both the channel length and width of the transistor are optimized to have a better performance at low 

voltages, since in the sub-threshold regime, increasing the channel length has a positive impact on 

timing and timing variation [8]. Therefore, by increasing the transistor’s length and by tuning the  

width [10] we are able to size the cells in the sub-threshold regime with two degrees of freedom. The 

second optimization approach, width tuning only, targets better timing and variation from the  

sub-threshold to the super-threshold regions. 

Taking into account transistor sizing effects in sub-threshold [8], the balancing-based cell sizing 

methodology is presented in Section 2. Moreover, Section 2 also explains the standard cell 

optimization methods and how they can be applied to complex cells. A 163 standard cells library was 

designed and characterized using the proposed sizing methods in two technology nodes; the results are 

shown in Section 3. The evaluation of these libraries is presented in Section 4. Furthermore, to 

benchmark the libraries in the 40 nm technology node, ITC benchmark circuits are used to test the 
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performance and variability of different libraries. The results are shown in Section 5. Section 6 

concludes the paper. 

2. Sub-Threshold Cell Sizing Methodology 

Several relevant research results have been presented about sub-threshold sizing. In [3,4], the 

authors calculate the optimum supply voltage to minimize energy consumption. It is also claimed that, 

theoretically, minimum sized cells are optimal for energy reduction. In this paper it is shown that under 

speed constraints, and when process variability is taken into account, this is not the case. In [11], the 

authors explain the benefit of technology choices, power supply scaling, and body bias adaptability for 

circuits working in the sub-threshold regime. It is implied that standard cell timing could be improved 

using the mentioned design techniques. The concept of sub-threshold logical effort for complex gate 

sizing is presented in [9]. Particularly interesting is a closed form current equation derived for stacked 

transistors in relation to other transistors in the same stack. Compared to [3,4,9], our sizing approach 

focuses on narrowing the current/delay distribution spread and on increasing the performance through 

a new balancing theory that slows down fast transistors and vice versa. In [8], the transistor reverse 

short channel effect (RSCE) is used for device sizing optimization, where the channel length is 

increased to have an optimal threshold voltage which makes the transistors have a higher current, be 

less sensitive to random variations, and to have a smaller area. With a higher current and a lower gate 

capacitance, the delay and power are both reduced. Furthermore, in [8], the channel lengths of the 

NMOS and PMOS are increased to achieve the maximum currents for both NMOS and PMOS 

transistors. Unlike [8], our sizing optimization does not always lead to the maximum active current for 

both the NMOS and PMOS transistors. Only the transistors on slower timing arcs are allowed to be 

upsized, the ones on faster timing arcs are down sized to save area. In [12], a standard cell library in 65 

nm is presented, where by upsizing the channel length of all transistors in a given cell, the energy per 

operation value is reduced by about 15%. In this paper, the standard cells are tuned individually, with 

various length and width selections to have balanced transition currents. Reference [13] presents a 

searching algorithm based on multiple objectives through a free space search to optimize one cell. The 

approach is exhaustive and suitable for single cells, but the searching effort is very large for a complete 

library. Unlike [11], our optimization targets balancing the mean P and N currents and takes into 

account the impact of process spread. In [14], a 45 nm standard cell library optimized for 0.35 V is 

proposed. The proposed PMOS-to-NMOS transistor ratio optimization is based on the optimal  

energy-delay product, not on balanced rise and fall times. In our work, the rise and fall times are 

balanced taking into account the effect of process variations. 

Overall, in this section, a new statistical formulation [1] to size standard cells is introduced. The 

differences of the proposed work from other sizing methods are that in our work, the threshold voltage 

variation is treated as one of the statistical parameters in the current/delay equation, and the cells are 

optimized to have balanced current/delay distributions. The proposed sizing approach is derived from 

the observation that the transistor’s current distribution in the sub-threshold regime follows a  

Log-Normal spreading, whereas conventional sizing treats the transistor’s current as a Normal 

distribution. Considering the above-mentioned fact and the observation that process variability can be 
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mapped onto threshold voltage variability with a first order approximation, a balancing based sizing 

methodology is developed for robust standard cell design.  

2.1. Sub-Threshold Current Distribution Model  

The sub-threshold region is often called the weak inversion region [15], partly because in the  

sub-threshold region, the transistor is neither completely turned on nor turned off. In digital circuits, 

the sub-threshold current is the parasitic leakage, ideally zero. By reducing the voltage supply to  

sub-threshold, and by letting the transistor operate in weak inversion, the power consumption can be 

reduced quadratically [16]. Transistors operating in the sub-threshold regime obey an exponential 

dependence on the gate drive voltage [8]: 

. 1  (1)  

where	  is the mobility;  is the oxide capacitance;  the sub-threshold slope factor; and  is the 
thermal voltage. 	is the gate to source voltage;  is the drain to source voltage;  is the threshold 

voltage, consists of zero biasing voltage, terminal voltages and device size effects [17]. From  

Equation (1), one can see that the current has an exponential relationship with the gate-to-source 

voltage and the threshold voltage of the transistor. 

In sub-threshold, the probability distribution function (PDF) of the current obeys a Log Normal 

distribution. If the supply voltage is reduced to the sub-threshold level, the widely distributed current 

will lead to a wide transistor delay spread. Therefore, an optimization based on a super-threshold 

current distribution will not guarantee a robust behavior in the sub-threshold regime. We consider the 

as a Normal distribution and model the distribution of the transistor current using [18,19]  

as follows: 

. 1  

1  

(2)  

where  stands for the mean value and	  stands for the standard deviation. In this model  

and  are regarded as technology parameters for a given  and  set. With the width and 

length tuning,  and  also change accordingly due to RSCE. Therefore, depending on the 

range of	  and , different distributions of the  are used in the sizing model. 

2.2. Sub-Threshold Cell Balancing Method  

In traditional CMOS design, the transistor geometry ratio (W/L) of the pull-up PMOS network to 

the pull-down NMOS network is carefully tuned to compensate for the difference between the mobility 

of electrons and holes. This ratio is derived from balancing the rise/fall-time delays and minimizing the 

propagation delay. 

In sub-threshold, it is more about equalizing the strength of the pull-up and the pull-down network 

that directly affects the functional correctness and the minimum 	V . In the proposed sizing 

methodology, the ratio of the pull-up to pull-down transistors is determined by the balance between the 



J. Low Power Electron. Appl. 2013, 3 237 

 

 

current distributions of the PMOS and NMOS transistors. The difference with regard to the conventional 

sizing approach is that the current spread caused by the V  variation is taken into account. 

The proposed sizing methodology includes a transition-based approach in which the worst rise and 

fall times are improved by compromising the best rise and fall times. In this way, there is more room to 

improve the worst-case performance of the cells without area penalty.  

Basically, the mean currents of the PMOS and NMOS networks are made equal, i.e.,  
	 . From this, one can derive [1]:  

 (3)  

where ⁄  is a technology parameter defined by the mobility and oxide capacitance of the 

NMOS and PMOS transistors.  is also used as the conventional sizing factor. Given the  mean and 

variance values, Equation (3) serves as the current balancing equation. The NMOS and PMOS current 

distributions can be closely matched based on Equation (3).  

Figure 1 displays results of Monte Carlo simulations (CMOS 40 nm, 0.3 V power supply) of the 

normalized active current distributions of the NMOS and PMOS transistors of an inverter of strength 2 

(INVD2). In the remaining of the paper the same commercial CMOS 40 nm technology is used as a 

reference. The current distributions of the NMOS and PMOS transistors can be closely matched, 

following Equation (3). Before balancing, the widths of the NMOS/PMOS are 0.62 μm/0.82 μm with 

fixed length of 0.041 μm. After balancing, the widths are 0.31 μm/0.60 μm and the lengths are  

0.1 μm/0.044 μm, respectively. Note that the current distribution of the PMOS transistor is improved 

whereas the current of the NMOS transistor is weakened. In this case, the worst-case current 

distribution of the INVD2 is improved by reducing the best-case current. After the current balancing, 

the area of the INVD2 stays the same as before the balancing method is applied.  

Figure 1. Normalized transistor current distributions in CMOS 40 nm. (a) Current 

distribution before balancing; (b) current distribution after balancing. 

  
(a) (b) 

This balancing equation allows us to balance the rise and fall current distribution of the inverters 

without area penalty. 
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2.3. Stack Sizing Model 

The magnitude of the current flowing through a transistor stack depends on the number of transistors 

and the size of each transistor. Without loss of generality, consider a transistor stack as depicted in 

Figure 2. 

Figure 2. PMOS stack schematic.  

 

Let us enumerate this stack of PMOS transistors in descending order as a function of their 

proximity to the power supply VDD. Similarly, consider a stack of NMOS transistors enumerated as a 

function of their proximity to Ground. Simulation results show that the upper N 1  PMOS 

transistors [lower N 1  NMOS transistors] have a similar impact on the current behavior of the 

stack. Therefore, let these N 1  transistors have equal sizes. Using the results of [9,20] to calculate 

the equivalent transistor width of the stack, W , the mean current of  transistors in a stack is 

calculated as follows [1]  

 

∑
;  (4)  

where  is a technology fitting parameter and  is the DIBL effect coefficient [9]. To simplify the 

calculation of the equivalent transistor size of the stack, the length of each transistor in the stack is held 

fixed. Let the width of all 1  transistors be  and the width of the remaining transistor  
be	 / , as shown in Figure 2. The width of the equivalent transistor is denoted as to	 . The 

same procedure holds for NMOS transistors. 

The variance of the stack is determined by the variance of each transistor in the stack. Since each 

transistor has the same impact on the total variance, the stack variance is the sum of the variances of 

each transistor divided by the square of the number of transistors in the stack [18]. 

1
 

∑
1  

(5)  

where  is also a technology dependent fitting parameter. With Equations (4) and (5), one can 

easily derive the optimal stack width ratio for the stack’s maximum current or minimum current 

spread. To achieve the maximum current, the lower PMOS (upper NMOS) transistor needs to be sized 
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1/ 	times smaller with regard to the upper PMOS (lower NMOS) transistors. The variation of the 

current stack can be written as: 

∝
1 1 1 1

 (6)  

Equation (6) helps to understand how many transistors can be stacked for given current variation 

and area constraints. Ultimately, this is a very important criterion for robust operation. To quantify this 

observation, 3000 Monte-Carlo simulations were run for 2, 3, 4, and 5 NMOS transistors in a stack 

working at 0.3 V and at room temperature (unless mentioned all the Monte-Carlo simulations are at  

0.3 V and at room temperature). The results are shown in Table 1. The length of each transistor is held 

fixed to 0.04 μm, and the total width for each simulation set-up is set to 3 μm to keep the area constant. 

In Table 1 it is shown that Equation (6) predicts correctly the trend of the variation. The mismatch 

between the calculation and the simulation values is because variation is treated as a given 

technology dependent parameter for given sizing (source bulk modulation is not taken into account). 

Table 1 is also an indicator of the large current variability when many transistors stacked transistors 

are used in the sub-threshold regime. 

Table 1. Current variation in series-connected transistors @ 40 nm. 

Number of transistors 
in series 

Simulation results 
Normalized /  

Calculation from 
Equation (6)  (A) /

2 × 0.50 μm 2.31 × 10−8 42.35% 1 1 
3 × 0.33 μm 1.39 × 10−8 53.03% 1.252 1.237 
4 × 0.25 μm 1.11 × 10−8 58.68% 1.386 1.401 
5 × 0.20 μm 0.95 × 10−8 66.18% 1.563 1.573 

2.4. Parallel Sizing Model 

The resulting PDF current of  parallel-connected transistors is the sum of their Log-Normal 

current distributions. The sum of Log-Normal distributions with the same variance can be 
approximated by one Log-Normal distribution [21]. A correlation factor  for  needs to be 

introduced to improve the accuracy of the model. This correlation factor was not needed in  

series-connected transistors because in that case the source-bulk modulation overshadows the 

correlation. The mean and variance of the current of  identical parallel connected transistors is [1] 

 

1 /  

(7)  

where  is the width of one single transistor,	 . 1  and	 ∝ . The 

equivalent width for parallel transistors can be calculated from Equation (7) [1]. 

 

 
(8)  
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Hence the width of a single transistor, which has the same mean current as the one of  transistors 

in parallel, is 	times the width of the transistors in parallel.  

To quantify our model, 3000 Monte-Carlo simulations were run for 1 to 6 NMOS transistors 

connected in parallel, with a total width of 1.20 μm. The simulation and calculation results are shown 

in Table 2. It is worth observing these results in more detail [22]. Namely, the joint correlated  

Log-Normal distribution indicates that the mean current is bigger than that of the uncorrelated sum of 

individual transistor currents [18,21]. This implies that for the sub-threshold regime it could be 

advantageous to layout parallel-connected transistors as the current drive is higher. 

Table 2. Mean current of parallel-connected transistors in CMOS 40 nm. 

Number of parallel transistors  Simulated  (A) Normalized Calculation from Equation (7)

1 × 1.20 μm 1.18 × 10−7 1.00 1.00 

2 × 0.60 μm 1.33 × 10−7 1.13 1.12 

3 × 0.40 μm 1.41 × 10−7 1.19 1.24 

4 × 0.30 μm 1.52 × 10−7 1.29 1.36 

5 × 0.24 μm 1.71 × 10−7 1.45 1.48 

6 × 0.20 μm 1.91 × 10−7 1.62 1.61 

2.5. Complex Cell Translation  

Complex cells can be sized by finding equivalent transistor sizes from reducing stack and parallel 

arrangements to their equivalent reference transistors. Note that when the stack or parallel arrangement 

is reduced to the equivalent reference transistors, the distribution parameters, the mean and standard 

deviation of the arrangements are also calculated by the equations shown above. 

Without loss of generality, a complex cell as the one depicted in the left part of Figure 3 is used to 

explain how the cell is “reduced”. The equivalent sizes of the transistors in series or parallel 

connection can be determined by two rules as depicted in  

Algorithm 1.  

1. If n transistors in Parallel 

2. Then Size of parallel transistors: 

3. 	 	 	 ⋯  

4. Parallel Equivalent Size: Equation (8) 

5. If m transistors in Series 

6. Then Size of transistors in stack:  
7. ⋯  

8. Stack Equivalent Size: Equation (4) 

9. *U means next to output node; L means away from output node. 
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Figure 3. Complex cell translation example.  

 

In the right part of Figure 3, the NMOS network is used as an example to show how the sizing ratio 

is determined by two If-Then rules. The translation starts with the parallel-connected NMOS transistor 

B and C. The initial sizes of size of B and C are equal to  as the unit size of the N network. Then, the 

size of the equivalent transistor of B // C is	  according to Equation (8). With transistor A in series 
connection, the size of A can be defined by the second if then rule, as	 / . The equivalent size of 

A, B // C is defined by Equation (4) as	 / 1 . The size of transistor D is equal to the size of 

the equivalent parallel-connected transistors. A similar procedure can be followed to size the 

transistors of the P network.  

The sizing approach that we just outlined can guarantee the maximum PDF current within the N/P 

networks. The immediate follow up step is to balance the fall and rise delays across the N/P networks 

according to Equation (3). For the transistors shown in Figure 3, the balancing Equation (3) is applied 

between the worst-timing transition path in the N network (transistors A and C) and the best-timing 

transition path in the P network (transistors A and D), and between the best-timing transition path in 

the N network (transistor D) and the worst-timing transition path in the P network (transistors B, C, 

and D). The equivalent transistor of the transistors on the best/worst timing transition path within N/P 

network is determined by Equations (4) and (8). For example, consider the worst-timing transition path 

in the N network consisting of transistors A and C. Following Equation (4), we substitute	  for  
and /  for . Then, the equivalent size of the worst-timing transition path in the network 

becomes	 / 1 . This is balanced against the equivalent transistor resulting from the best 

timing transition path in the P network using Equation (3) to find the actual width values of	 	for the 

N and P networks. Other combinations of equivalent transistors on the best/worst timing transition 

path of the N/P network can be derived accordingly. 

In this paper the libraries are targeted at balancing the worst-case rise and fall transitions. 

When both width tuning and channel length tuning are considered, the library performs well at near 

threshold supply voltages [13]. For higher supply voltages, the benefit of having non-minimum 

channel length decreases. On the other hand, the library in which only width optimization is used has a 

constant improvement over a wide voltage ranges as compared to the reference library. Therefore, the 
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former should be used for digital blocks mainly operating in sub-threshold region, while the latter 

should be used for blocks, which are working in a wide voltage range from sub-threshold voltage to 

nominal supply voltage. The cell area constraint is set to be the same for both libraries and equal to the 

corresponding “super-threshold” cell area. The differences are only on individual transistor sizes, so 

there is no extra area cost. 

3. Library Characterization  

To benchmark the sizing methods, all libraries (two at 40 nm technology and three at 90 nm 

technology) are characterized for worst-case timing and power from 0.3 V to 1.2 V in 0.1 V steps 

based on the layout extracted standard cell netlists (including parasitic). As the super-threshold cells 

will not function properly under 0.3 V, 0.3 V is set as the lowest characterization voltage to have a fair 

comparison with the proposed libraries. The characterization is done in SS process corner at room 

temperature with slew and loading ranges appropriate to the supply voltage. Since the area is 

constrained to be the same as the corresponding super-threshold libraries, the loading stays the same as 

the one in the super-threshold libraries. To define the slew range, a single drive strength inverter with 

loading specified by the commercial super-threshold libraries is simulated. The appropriate slew for 

each voltage is determined by matching rise/fall times of the input node and fall/rise times of the 

output node respectively.  

Both ELC and Altos of Cadence are used for library re-characterization. Altos is used for the 40 nm 

library, and ELC is used for the 90 nm one. The simulation engine is Spectre. The results of the library 

characterization are stored according to the commercial liberty format [23]. The timing information of 

each pin of each cell is presented in four matrices: rise time represents the rising slew, rise transition 

represents the transition time when the output rises. Similarly, fall time and fall transition represent the 

delay when the output falls. The characterized libraries follow a 7 × 7 timing and power template. 

Each matrix consists of 49 values for seven different slew times and seven loading parameters. A 

similar format also applies to power information.  

4. Library Comparisons  

Since the values of slew and loading parameters differ over two orders of magnitude in these 

matrices, it is not convenient to carry out a straightforward comparison. Instead, the average value of 

each matrix is used to represent the delay and power, called as pin-delay and pin-power parametric. 

The pin-delay and pin-power values are used to compare the proposed sub-threshold libraries to the 

“super-threshold” library at different voltages. The comparisons are carried out on a CMOS 90 nm and 

on a CMOS 40 nm SVT technology. In Figure 4, the voltage scalability of different libraries at 90 nm 

is presented. Timing improvement is calculated by comparing the delay value of each cell in  

sub-threshold to the corresponding cell in the super-threshold library, and the average of all 

improvements are compared. The library with width and length tuning shows around 49% better 

timing at 0.3 V, and when the voltage increases to 0.65 V, the improvement drops to 0. Above 0.65 V 

the library with width and length tuning works slower than the “super-threshold” library. The library 

with width tuning only shows 10% to 11% better average timing from 0.3 V to 1.2 V compared to the 

“super-threshold” library.  
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Figure 4. Average cell timing improvement of different voltages in CMOS 90 nm. 

 

In Figure 5, the width and length tuning library is compared to the “super-threshold” library at  

0.3 V. The max cell delay is the maximum value of the pin-delay of each cell. It actually shows the 

worst average transition of each cell. The corresponding pin-delay and pin-power are used to compare 

the power delay product (PDP) of each cell. The max cell and the max cell PDP are compared in each 

technology node.  

Figure 5. Normalized max cell delay and PDP comparison in CMOS 90 nm and 40 nm.  

(a) Delay comparison at 90nm; (b) PDP comparison at 90nm; (c) delay comparison at 

40nm; (d) PDP comparison at 40nm  
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One can see that most of the cells from the width and length tuning library lie above the reference 

45 degree dashed line, which means that the cells from the width and length tuning library have better 

timing properties. Those cells that lie on the reference line are the minimum sized cells, which cannot 

be further optimized using the proposed balancing-based sizing method. Following the proposed sizing 

method, the complex cells and cells with larger drive strength have better performance compared to the 

rest of the logic cells.  

On average, the 90 nm cells with width and length tuning have 38% better timing for worst case 

transitions without introducing extra area cost. On average the cells from the width and length tuning 

library achieve 31% better PDP at worst transition. In the 40 nm technology node, the width and length 

tuning library cells have 49% average timing improvement for worst-case transitions and 55% better 

average PDP compare to the super-threshold library reference at 40 nm.  

Three thousand Monte Carlo simulations have been done for each cell to compare their timing 

variation at 0.3 V. The results of the delay, variation and area of the cells are shown in Figure 6. The 

marker size shows the area of the cell. As known, bigger cells have less variation [24]. However, in the 

figure, this is not always true for all the cells; most of the cells lie in the standard deviation/mean range 

from 50% to 70%. There is no clear indication that, increasing the area will lead to variation savings in 

the sub-threshold region. 

In Figure 6, we see that our cells are mainly distributed in the lower left corner, which means that 

the performance and the robustness of our cells are better than the cells of the super-threshold library, 

as expected. On average, the cells that follow the width and length tuning method have 11% variation 

savings and 2.17× performance improvement at 40 nm. Among all the cells compared, the width and 

length tuning have maximally 45% variation savings for a two input NOR gate NR2D1 and 4.12× 

maximum performance improvement for the NR2XD8 without any area penalty. 

Figure 6. CMOS 40 nm libraries cell delay variation and area comparison at 0.3 V.  

The values in the figure are normalized to the minimum mean delay of each  

super-threshold library. 
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5. Circuit Synthesis Comparisons 

5.1. ITC B14 Benchmark  

We look here first in detail at synthesis results of the B14 circuit from ITC benchmark circuit [25].  

We extracted the critical paths generated by each different library at 0.3 V, and then applied  

1000 Monte Carlo simulations are used to generate the delay distributions of each critical path to 

compare the variability of different libraries. The results are shown in Figure 7.  

Figure 7. Critical path delay distribution comparisons in CMOS 40 nm. 

 

As can be seen from Figure 7, the critical path delay follows a Log-Normal distribution. Without 

any sizing optimization, the critical path has a wide distribution with a long tail as the blue line shows. 

One can see that the delay distribution of the critical path of the proposed library cells is left shifted 

and narrowed down, where the mean delay decreases from 4.25 μs to 2.59 μs, and the variation is 

reduced from 44% to 30%. 

In Figure 8, the synthesized delay versus area trend at 0.3 V is compared. The three black arrows 

show different constraints. With the width and length-tuning library, the circuit can work at faster 

speed. Arrow C indicates that, when delay is a constrain, the circuit synthesized by the width and 

length tuning library requires 14% less area as compared to the circuit synthesized with the  

super-threshold library. When area is the constraint (arrow B), the circuit synthesized by the width and 

length-tuning library is 1.8× faster. Without any constraints, the circuit can be sped up 2.1× with 1.08× 

area compared to the circuit synthesized by the super-threshold library, as indicated by arrow A. 
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Figure 8. Synthesized circuit delay and area comparison in CMOS 40 nm at 0.3 V. 

 

5.2. ITC Benchmark Circuits  

ITC benchmark circuits [25] were synthesized for minimum delay to compare 40 nm libraries at  

0.3 V. The delay, area, and power information are shown in Tables 3–5. In Table 3, the speed of the 

circuit synthesized by the proposed library is pushed to the highest possible value like the arrow A in 

Figure 8. Table 4 shows the delay improvement and power savings when the area is constrained as 

arrow B in Figure 8. Table 5 shows the area and power saving when the same target delay is applied as 

the arrow C in Figure 8. 

Table 3. ITC benchmark circuit synthesis results. 

 

Delay (ns) 

% 

Area (μm2) 

% 

Total Power (nW) 

% 
Super-

threshold 

library 

Width and 

length tuning 

Super-

threshold 

library 

Width and 

length 

tuning 

Super-

threshold 

library 

Width and 

length 

tuning 

B01 850 480 43.5 320 334 −4.4 0.502 0.308 38.6 

B02 780 450 42.3 213 227 −6.6 0.237 0.161 32.1 

B03 880 510 42.0 582 660 −13.4 0.229 0.164 28.4 

B04 1170 630 46.2 2120 2525 −19.1 1.267 0.865 31.7 

B05 1820 1030 43.4 3118 3664 −17.5 1.336 0.920 31.1 

B14 3600 1720 52.2 25866 28056 −8.5 3.795 2.780 26.7 

ITC benchmark results show that, in the 40 nm technology node, the circuits synthesized by the 

proposed width and length-tuning library have better timing, less area, and less power consumption 

when compared to the super-threshold library at 0.3 V. For the delay driven comparison shown in 

Table 3, we observe a maximum timing improvement of 52% and power savings of 39%. If the same 

area constraint is applied, the maximum timing improvement is 44% and the power saving is 41%. 

When the delay target is set the same for both libraries, the width and length tuning library achieves up 

to 24% area savings, and 53% power savings. 
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Table 4. ITC benchmark circuit synthesis results with the equal area constraint. 

 

Delay (ns) 

% 

Area (μm2) Total Power (nW) 

% 
Super-

threshold 

library 

Width and 

length tuning 

Super-

threshold 

library 

Width and 

length 

tuning 

Super-

threshold 

library 

Width and 

length 

tuning 

B01 850 500 41.2 320 315 0.502 0.298 40.6 

B02 780 490 37.2 213 204 0.237 0.148 37.6 

B03 880 750 14.8 582 555 0.229 0.138 39.7 

B04 1170 810 30.8 2120 2077 1.267 0.765 39.6 

B05 1820 1200 34.1 3118 3114 1.336 0.826 38.2 

B14 3600 2000 44.4 25866 25614 3.795 2.466 35.0 

Table 5. ITC benchmark circuit synthesis results with same delay constraint. 

 

Delay (ns) Area (μm2) 

% 

Total Power (nW) 

% 
Super-

threshold 

library 

Width and 

length tuning 

Super-

threshold 

library 

Width and 

length tuning

Super-

threshold 

library 

Width and 

length 

tuning 

B01 850 850 320 243 24.1 0.502 0.238 52.6 

B02 780 780 213 177 16.9 0.237 0.144 39.2 

B03 880 880 582 536 7.9 0.229 0.139 39.3 

B04 1170 1170 2120 1671 21.2 1.267 0.877 30.8 

B05 1820 1820 3118 2726 12.6 1.336 0.723 45.9 

B14 3600 3600 25866 24121 6.7 3.795 2.852 24.8 

6. Conclusions 

In this paper, we presented an impact analysis of sub-threshold sized libraries against  

super-threshold sized ones. The proposed sizing methods were benchmarked against a library tuned for 

super-threshold operation in the 90 nm and 40 nm technology nodes. The simulation results of the ITC 

benchmark circuits show that the proposed width and length tuning library achieves up to 52% 

(average 45%) timing improvement and up to 38% (average 32%) power saving with 11% area 

overhead. When area is held constant, the maximum timing improvement figure drops to 44% (average 

34%) and maximum power saving figure increases to 41% (average 38%). When timing is held 

constant, the maximum area saving is 24% (average 15%) and maximum power saving figure 

increases to 53% (average 39%). 
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