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Abstract: In digital pixel sensors (DPS), memory elements typicaltgupy large silicon
area of the pixel, which significantly reduces the pixel's$ fdctor while increases its
size, power and cost. In this work, we propose to reduce DP8angs area and power
overhead by reducing the memory requirements with a medtet integration scheme, and
meanwhile employing a dynamic memory instead of traditigrexploited large 6 T-SRAM
cell. The operation of the DPS takes advantage from the otwgital change of the
code, which results in reduced memory needs without affgdine light resolution. In
the proposed implementation, a 4-bit in-pixel memory isdugereduce the pixel size, and
an 8-bit resolution is achieved with multi-reset scheme.addition, full complementary
metal-oxide-semiconductor (CMOS) 2T DRAM and selectivieesh scheme are adopted
to implement the memory elements and further increase tba savings. This paper
presents the proposed multi-reset integration methogokyl its implementation with
dedicated memory circuits. Proposed architecture is atduiby a prototype chip fabricated
using AMS 0.35:m CMOS technology. Reported experimental results are cogdpaith
relative works.
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1. Introduction

Complementary metal-oxide-semiconductor (CMOS) imagesaes are now part of our everyday’s
life covering a wide spectrum of applications from cell-ppocameras, webcams, digital cameras,
video games to security and automotive applicatidiis The successful deployment of CMOS image
sensors over the charge coupled devices (CCD) technologpiisly due to reduced cost and power
consumption, as well as higher integration and on-chip ggsing capabilities, which are critical for
mobile applications.

Among CMOS image sensors, two mainstream architecturetare distinguished depending on
where the analog-to-digital conversion (ADC) is achievé&dtst is active pixel sensors (APS), which
perform the ADC outside the pixel array using a per-array ergnlumn readout scheme. Second is
digital pixel sensors (DPS), which integrate the ADC at thesldevel. DPS, while giving flexibility of
use, perform massive parallel analog to digital conversibtine pixel level and enable the promising
pixel-level image processing, which is very attractive feal time applications such as automotive
and surveillance systems. In addition, due to a very eadyagnito-digital conversion, DPS can offer
improved noise figure and dynamic ran@g [Previous DPS implementations are based on either pulse
frequency modulation (PFMJ] or pulse width modulation (PWM)] scheme to digitize the voltage
of the photodiode’s sensing node with a voltage comparatbe PWM scheme uses the comparator
output signal to write a global counter value in the pixellememory, while the PFM scheme uses
the comparator output to enable an increment of the pixaHeounter. Both PFM and PWM schemes
are typically power hungry, due to the high switching atyiat the pixel level. In addition, a major
drawback of both schemes is the requirement of area-hurigey lpvel memory particularly for high
resolution imaging. As a consequence, the area and poweneac due to the pixel level memory are
substantial and can account for up to 50% of the total overh&ais strongly impacts the pixel’s fill
factor and thus its light sensitivity as well as the power pixetl area.

Several attempts were made to reduce the memory needs ldepele Among the other solutions, the
use of an address event representation (AER) sch&aernpletely removes the memory from the pixel
at the cost of increased complexity and the introductionrming errors due to collision which occurs
when several pixels attempt to access the data bus simaitalye Another reported solution consists
of compressing the data even before storage as proposé{l ifihis last solution drastically reduces
the pixel area but at the cost of reduced signal-to-noise (8NR) due to the use of lossy compression
scheme. InT], the output of the comparator is sampled and stored usiniggéesbit register cell per
pixel. All register cells are connected in series to formanschain and the whole array is scanned after
each sampling operation. While only one bit pixel-level noeyns required, this architecture increases
power consumption as the number of samples which is a steoragién of the resolution. In this work, a
DPS architecture using 2T DRAM as the storage element andtameset integration methodology are
proposed in order to reduce both the memory needs and the immame at the pixel-level and reduce
the power overhead.

The paper is organized as follows: Section 2 introducesW®Rime domain DPS and its conversion
time analysis. Section 3 is devoted to the multi-reset natign methodology and a discussion about
the trade-offs involved in terms of speed, area and memasg. sbection 4 describes the multi-reset
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integration DPS architecture, the pixel circuitry and tieBRAM implementation and sensing scheme.
Section 5 provides an analysis of power consumption as wglbaver reduction techniques. Section 6
presents the prototype implementation and experimentasarements. Section 7 concludes this work.

2. Time-Domain PWM DPS
2.1. Conventional Architecture

The conventional pixel architecture of a DPS using the PWahiégue is shown in Figuré. The
pixel comprises a photodiodg;, a reset transistoAR, a voltage comparator, a memory unit and a
feedback circuit to perform the auto-reset of the photoelioQutside the pixel array, a timing control
unit and a global counter are required to perform the comveis the light intensity into a digital code.
A read-out circuit is also needed to read the contents framtkemory and to output the data to the
processing unit.

Figure 1. Schematic view of the conventional pixel and correspontimghg diagrams.
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The integration phase starts by disabling the prechargeetgupply voltage of the photodiodes.,
when the reset signal transits from Olitfg,. Meanwhile, a global counter located outside the pixelyarra
is simultaneously enabled. The voltaggof the photodiode node loaded with a capacitafigestarts
decreasing proportionally to light intensity due to the fohgenerated currerdy through the photodiode
P,;. When the voltagé/; reaches a reference voltabg ;, the output of the comparator switches high
and the counter value is written to the pixel-level memorye Teset of the photodiode is performed
automatically after the photodiode voltage has reachedetfleeence level,.;. The written code in the
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memory is a digitized value of the time required fdy to reachV,.;, which is a function of the light
intensity. Using first order approximation, the integrattone is expressed as:
Cpa(Vag — Vier) «

t L z @

From Equation 1), one must notice that the integration time is inverselypprtional to the
photo-generated curred. To perform the quantization of the integration time, thebgll counter is
used to provide the quantization boundaries for the timegived conversion. The non-linearity between
the photocurrent and the integration time can be compethégt@adapting the frequency of the global
counter as shown in Figu2 On one hand, Figurg(a) represents a uniform time domain quantization
leading to a non-linear response from the sensor as the @iroémt boundary quantization steps are
non-linear. On the other hand, the non-uniform time domaemdgization depicted in Figub) enables
to linearize the conversion of photocurrent into digitatleas the photocurrent boundary quantization
steps are now linear.

Figure 2. Uniform and non-uniform time-domain quantizatiod [
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(a) Uniform time domain quantization. (b) Non-uniform time domain quantization.

2.2. Conversion Time Analysis

PWM coding scheme encodes the illumination level infororatf each pixel using a single pulse.
This pulse width represents tinig,, to discharge a photodiode frol, to V,.. In order to convert the
pulse into digital code, a time code generated by the glahahter is written into the embedded memory
once the pulse is detected. There are two quantization apipes to convert the PWM pulse signal into
digital code. The first approach, referred to as uniform tdamain quantization (UQ), which provides
sampling times (or boundary quantization levels) fréyy,, to 7,,... uniformly. The second approach
referred to as non-uniform time domain quantization (NU@3plves the sampling time in order to form
a uniformly quantized photocurrents. A non-linear timevdaon quantizer is therefore required in order
to compensate for time-to-photocurrent non-linearity.
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2.2.1. Uniform Time-Domain Quantization

Uniform time domain quantization scheme divides the timéhiwithe boundarie§’,;, and7,,..
equally into2™ quantization levels, where represents the number of bits or resolution. Therefore, the
time width of each quantization levélT can be expressed as:

Tmax - Tmm

While the relationship between the quantization l&ye(n, t) and the time width of the PWM pulse
t is illustrated in the following equation:

AT
2"(t — Tonin)
-~ 3
Tmax - Tmm ( )

5UQ(”> t) =

Using Equation §) the conversion between the quantization legigh(n, [;) and the discharge
photocurrent/; of the photodiode can be expressed as following:

2n(g_ o )
fugn. ) = —gt—Tm
Idmin o Idmaz

I Lami
271( dma?ddmzn _ [dmzn)

- (4)

Idmam - ]dmin

Assuming thatly,,... > I4min, EQuation 4) can be approximated as:

1 1

Ig) = 2"1 min\ 7
gUQ(nj d) ¢ (Id ]dmaz

) (5)

Equation b) suggests that, the quantization level is inversely priogoal to the discharge current
under the UQ scheme, égu Is a constant. Indeed, it also suggests that the UQ scheraasgige to
the discharging current close 1g,,;,,, shown in Figured(b). This suggests that the UQ scheme focuses
on quantizing the low illumination levels, while the highuimination levels are not properly covered.

2.2.2. Non-Uniform Time-Domain Quantization

Non-uniform time domain quantization scheme resolves thentization levels in order to form
linearly distributed photocurrents I within the boundarie$,,,.;, and/ ...

]maw_lmin
A = Tamaz ~ Jinin (6)

The photocurrent, can be converted to its dedicated quantization l€xgl)(n, ;) as follows:

Iqg — Limin
avi

2"(Ig — Lgmin)

Timaz — Tamin

Enve(n, la) =

(7)
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Figure 3. (a) 3 bits UQ and NUQ in terms of timep} 3 bits UQ and NUQ in terms of
discharging current.
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From Equation {), we can note that the relationship between the time and twhatgation level
Enug(n,t) can be expressed as:

2n(% B Tn(faz)

Envg(n,t) = —5—"a=

Trin Tmax
2TL(TnLaxtTnLin _ Tmm)
Tz — Tmin
In contrast to UQ scheme, Equatio8) (suggests that, the NUQ quantization levels are inversely
proportional to the sampling time. FiguB€b) shows that the NUQ provides an evenly distributed
photocurrent sampling boundaries.

(8)

3. TheProposed Multi-Reset Integration (MRI) Scheme

In order to reduce silicon area of the pixel and to improveftlthéactor, a multi-reset integration
(MRI) scheme is proposed in this work to reduce the memorylsiee the pixel level. This section
presents the concept of the MRI and discusses the trad@dfsms of delay overhead depending on
the size of the pixel memory.

3.1. MRI Concept

The proposed integration scheme takes advantage of thergeuvay how the illumination level
is digitized. The MRI scheme can be interpreted as perfagrthie integration process several times in
order to resolve each bit of the illumination code sequdytiom the most significant bit (MSB) to
the least significant bit (LSB), as shown in FigdreDuring each new integration phase, only a sub-set
of the n bits are stored at the pixel reducing the memory requents. Then, between two integration
periods, the content of the pixel memory is scanned out cdittasy allowing for the remaining bits of the
code to be stored during the successive integration ph&kesequired number of bits for the memory
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is therefore reduced by a factor proportional to the numlbétecations. For example, considering a
resolution of 8 bits and a single bit memory, 8 successivetseasill be required. In order to reduce the
delay overhead caused by the successive integration gerad possible to define timing boundaries
for which the value of the concerned bit of the code is resbllowing to optimize the corresponding
integration duration for each bit.

Figure 4. Timing diagram of the multi-reset integration scheme.
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Assuming the photocurrent is quantized itovalues, withn as the resolution. The quantization
levels Nor covered by each bit can be expressed as:

Nor(i) =2" — 2"+ 1 i€ {0,n—1} (9)

where bit(0) represents the LSB and hit{ 1) represents the MSB. The quantization levels coverage of
the MSB is only half of the total quantization levels. Theref, the optimized integration time for the
bits closer to the MSB is much shorter than those towards 8t. Indeed, derived from Equatiof)(

the optimized duration of the partial integration phasg required to obtain the bit number i of the code
Is given by:

(0%
t( ) Imaa} — 2 _2% 1 (Imax - Imm)
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whereT,,.. = - is the maximum integration time for n bits resolution. Untlee /,,.,. > L.,

Imin
condition, Equation X0) illustrates that integration time decreases expondytighen i increases.
Assuming 1-bit pixel memory, getting the N bits succesgiveill give a total integration timel;,;;
that corresponds to the sum of the durations of each pantegiation phase;,,;. Therefore, the actual

integration time of the proposed scheme is expressed by:
n—1 1
,I‘total = Tmaz Z i—n — o\ ( Imas

14 (20 =27 (e)

Imin

(11)

From this equation, the total time required to realize thegration with the multi-reset integration
scheme is much shorter thanx T7,,,.. It can also be noted that the time required to scan the values
out is not accounted for in this equation. However, this toae be reduced significantly using parallel
and high-speed readout and remains negligible compardeettmtal integration time. In addition, the
read-out phase can be interleaved with the integrationgptagureb takes 2-bit resolution as example
and assumes$,..,/Inin = 100. Using Equation 10), Ty niss = 3557mazs Tint.ess = Tmaz- IS
possible to resolve the MSB at a 1/26 fraction of the integrgperiod followed by the second bit or the
LSB after one integration period. Originally, under the Mdi@heme27,,., are required to obtain the
MSB and the LSB values. In this scheme, using the optimummgnbioundaries, the total integration
time is reduced by 48%. These optimized timing boundariesuaed to reset each partial integration
therefore greatly reduce the timing overhead for high rdswh imagers. In addition, over integration
periods are avoided leading to reduced power consumption.

Figure5. lllustration of timing boundaries for a 2-bit resolution.
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3.2. Trade-off Analysis

Depending on the memory size integrated at the pixel levéerdnt area-delay trade-offs can be
achieved. Indeed a trade-off can be made between the rdouireber of bits for the pixel-level memory
and the required number of reset of the integration phaseSTLMB simulations were performed to
extract the trends in pixel area versus the size of the meembedded at the pixel-level and the results
are shown in Figur®. In the simulation, a square pixel with 30% fill-factor is assed. The area is
estimated for CMOS 0.3hm technology. Area limited by the metal wires and the totaé sif the
transistors are also considered. Area of pixel-level emdbdanemories with 6T SRAM and 2T DRAM
are both considered. The Figure illustrates that the aréaeqgbixel with embedded 6T SRAM is linear
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to the number of embedded bits, since it is mainly constrhinethe transistors’ area. While the area of
the pixel with embedded 2T DRAM is mainly constrained by rhefiees. The size of a pixel using 4 bit
2TDRAM is only 72% of the pixel using 4 bit 6T SRAM.

Figure 6. Pixel area as function of the number of embedded bits.
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MATLAB simulations were also performed to extract the tremdthe delay overhead versus the size
of the memory embedded at the pixel-level. Figashows the interpolated curve of the delay overhead
in terms of integration time versus the memory size n for doit 8esolution by assuminéﬁ = 250.
From these results, it appears that using a 4-bit pixeltHlenamory requires only one reset and leads to
less than 10% overhead on the total integration time. Cenisig both the area and the integration time
overheads, using the 4 bits 2T DRAM optimally maintains alspigel area and keeps a relatively high
operation speed.

Figure 7. Interpolated curve of the delay as a function of memory size.
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4. MRI-Based Digital Pixel Sensor
4.1. Overall Architecture

In order to implement the MRI scheme with a dynamic memoryesdvchanges are required
compared to the conventional architecture. As a resultefriéde-offs analysis presented in the previous
section, the choice to implement a 4 bit memory element has beade. Besides, on top of cutting the
memory requirements by a factor of two with the MRI scheme,ubke of the full CMOS 2T DRAM
instead of the 6T SRAM cell is proposed to further increaseattea savings. The block diagram of the
resulting global architecture is presented in Fig8reTwo scan shift registers are used to select each
line of the array during the reading operation and to shétréad values out of the sensor. The memory
sensing and refresh circuit is composed of sense amplifidrsth detect the state of the pixel: “fired” or
“not fired”, as well as to read the content of the pixel-levelmories, simultaneously. Based on the state
of the pixel, a conditional refresh circuit allows to seieely rewrite the useful information. In other
terms, based on an external leakage monitor or an extenmget@ture sensor giving retention time
conditions in the memory, the content will be refreshed withimal overhead for power consumption.
A control unit allows the pipeline of the read operation amel $can out operation to minimize the time
between two partial integrations. Large write buffers asecuto store the information from the global
counter inside the pixel-level memory during the integnatiA counter timing unit and a linearization
circuit are also used to provide the data to the pixel-levetmories.

Figure 8. Block diagram of the overall architecture.
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4.2. Pixe Circuit

The proposed pixel circuitry is depicted in Figuewhich contains a reset transistor controlled by
a global reset signal, a voltage comparator, a flag circaudrindicate the firing state of the pixel, a
pass logic circuit to bypass the output of the comparatomduihe refresh operation and finally the
2T DRAM cells. The operation of the proposed pixel starts beset low signal enabling to set the
photodiode voltage to the supply level. At the end of thetrpbase, the photodiode is left floating and
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the voltage of the equivalent capacitance of the photod®decharged by the illumination dependant
photocurrent. At the same time, a global down counter oetthé pixel array is enabled and its data
is fed to the internal storage elements of the pixel. The mgrsoset in the write mode during the
integration phase, as shown in Figli@and the content of one bit DRAM will track the corresponding
data line. When the photodiode voltage crosses the refereoitage, the output of the comparator
switches disabling the write signal. When a row is accedsedemory is set in the read mode and the
flag signal allows the write driver of the column to refresk thata if the pixel has fired. At the same
time, all the pixels of the same column belonging to diffénews are set in a hold mode in order to
prevent a wrong data to be written to the memaory.

Figure 9. Pixel schematic and layout.
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Figure 10. Simulated timing diagram illustrating the pixel's opeaoati
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4.3. 2T DRAM Implementation

In the proposed architecture, a 4-bit 2T DRAM is used as tkel pevel memory element. The use
of 2T-DRAM reduces the area compared to the conventional®AN,. The use of a dynamic memory
fits very well the requirements of a DPS as a frequent use ofmt@ory is required with multi-reset
integration scheme. However, the use of dynamic memorids sdme complexity compared to static
ones mainly due to the loss of charges on the storage nodecthy$eakage currents. A refresh circuitis
therefore required to solve this problem, depending onreateonditions, temperature, supply voltage
and process variations. In this part, the implementatiaghepixel dedicated memory is described. Some
technigues employed in memory design will be reviewed aiagtedl to the need of the DPS architecture.

The 2T DRAM cell shown in Figurd1(a) is derived from the well known 3T-DRAM and was
proposed recently as a potential memory cell for micropsces cached. The main advantage
of this memory cell is that it uses a full CMOS technology anhdnproves density compared to the
3T-DRAM, by removing the access transistor. The operatimgcpple illustrated in Figurel1(b) can
be summarized as follows: during a write operation, theemnord-line is set high or low in order to
charge or discharge the storage node loaded by the gateiteayoacof transistor M2 and the diffusion
capacitance of transistor M1. Note that for a conventiondlO§ bit-cell, the gate voltage for storing
the state 1 will be limited to the supply voltage minus oneshiold voltage. In the hold mode, the write
word-line is kept low and the leakage currents discharggnessively the internal node and therefore
determine the data retention time and correspondingly eljeired refresh period. During the read
operation, the read word-line is set low enabling or disaplthe discharge of the pre-charged read
bit-line, depending on the stored state on the gate of stordif2.

Figure11. 2T DRAM cell operation.
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4.4. Differential Sensing Scheme and \Voltage Generation

The choice of differential sensing was made as it reducesdhage swing on the bit-lines thus the
power consumption incurred by the read operation. Besditfsrential sensing improves the robustness
to common mode noise on the bit-line such as supply voltagati@s. This scheme has however a cost
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as it requires both a bit-line and a reference bit-line foingle cell and a reference voltage generation
circuit. In order to reduce coupling noise between bitdinttansposed bit-line architecture is adopted
using regular interleave of bit-lines within the pixel arrds shown in Figurd 2, each columnis divided
into sub-blocks indexed either “odd” or “even”. During adegperation, the control unit outputs the state
of the block being accessed either “odd” or “even”. This sigalows to determine the bit-line and the
reference bit-line for correct reference voltage generadéind also to configure the latch input, using a
multiplexer. The reference voltage is generated using aofaummy cells either stuck at value 0 or 1,
giving an intermediate voltage for the sensing operation.

Figure 12. Diagram of the transposed bit-line architecture and thahlag stage.
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45. Read and Refresh Circuit

In order to activate the sense amplifier at the right time forext sensing of the memory cell, a
replica circuit (Figurel3) based on a dummy column and a dummy memory cell is usgdINote that
for correct sensing of the memory, the differential voltage, the voltage between the reference bit-line
and the bit-line to be read, must be higher than the offsetevaf the sense amplifier. Figuid depicts
the reading stage designed to access the pixel level medsgall memory cells of a same pixel must be
read simultaneously, a simple sense amplifier structurectvasen. A basic latch-based sense amplifier
is used to fit within the pixel pitch. Each pixel contains 4sbill are read simultaneously. Therefore,
four sense amplifiers have to fit with one column pitch. Theimgoperation is a large contributor to the
total power consumption of the chip, indeed the charge reduduring pre-charge operation of the large
bit-line capacitances and the large static current flowimgugh the sense amplifier must be reduced as
much as possible. As a consequence, a close control of tlse semplifier timing is critical and can
reduce large amount of power. As the sensing operation fiereliftial, the generation of a reference
voltage is required. The reference voltage is generated f.i The transposed bit-line architecture
allows to reduce the coupling effects between two adjagees lbut adds some complexity. In order to
keep power under control, the refresh operation is perfdromdy on the fired pixel (Figur&5). This
prevents unnecessary switching transitions on the datsbtiais saves power. In order to achieve this, a
flag signal is used to detect the state of the pixel and onheifdixel has fired the content of the memory
is read and refreshed. To control the refresh operationraakig fed to the DPS starting the refresh
operation.
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Figure 13. Schematic view of the replica scheme.
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Figure 15. Schematic of the sensing and write stage.
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5. Power Analysisand Power Reduction Techniques

In this part an analysis of the power consumption of the psedoarchitecture is given. Power
consumption results were obtained from electrical sinnutet using Spectre simulator from Cadence.
The aim of this analysis is to identify the major contribstéo the total power consumption by giving
the distribution of total power among different blocks o€ thrchitecture such as the array, the sense
amplifier, precharge circuit and the write buffers. Thislgsia is then used to consider power reduction
techniques that are generally costly in terms of speed a&&] anly on critical blocks of the architecture.

5.1. Power Consumption Analysis

In order to perform our power consumption analysis, a @itgath of the64 x 64 DPS has been
designed and simulated using Spectre electrical simutatoeduce the netlist size and therefore the
simulation time. From this analysis, it is clear that maintcibutor to power and energy consumptions
are the pixels as the voltage comparator of each pixel isidalarge static current during the whole
integration time. Considering mobile applications, eyaggthe key metric to be considered and except
the energy required by the pixel to capture one frame, ons&athat the remaining energy consumption
is spread on all blocks. The energy consumption from scdtrsgisters can be neglected. Taklghows
the power consumption analysis from electrical simulaiibnominal process and supply voltage.
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Table 1. Power consumption analysis from electrical simulation @nmal process and

supply voltage.
Average Power at 30 f/s | AverageEnergy per Frameat 30 f/s
Array (Pixels) 13.9mwW 13.94J (3.4 nd/pixel)
Scan shift register 800 nW 23nd
Write buffers 24 u\W 24 nd
Scan register for line selection 10 nW 0.3nJ
Precharge and sense amplifiers 430 nW 13nJd

5.2. Power Reduction Techniques

The power consumed by the voltage comparators containeah pixel represents the major
contributor of the total power consumption. In order to r@glthe power consumption compared to the
actual implementation, either an auto-reset function empg a feedback unit or a different comparator
structure could be used. The main advantage of a latch-ls&sesg amplifier is the power consumption
reduction compared to the conventional architecture, @/aebias current is drawn permanently from
the supply. However, this kind of comparator suffers fromgéaoffset resulting in a lower image
quality. To solve this problem, a pre-amplifier may be usec disst stage at the cost of increased
area overhead. Another solution is the use of switched gptachnique, allowing to enable or disable
the comparator using a clock signal. This circuit matchek wi¢gh the time domain DPS architecture.
Indeed, during the analog to digital conversion, the vataf the photodiode needs to be compared
to a reference voltage,.; periodically when the global counter output is switchingnfr one state to
another. If the global counter frequency is low enough totdwbn the comparator during a short
period before the counter value changes, then power sawiagsbe achieved. This scheme is even
more efficient when using the non-uniform quantization soheas the frequency is reduced along with
the integration period. Therefore the switching activindahe time during which the comparator is
on is strongly reduced compared with the standard impleatient Figurel6 depicts the schematic
of the proposed implementation for the DPS voltage compagatd simulated curves of key signals.
Compared with the conventional pixel level comparator, 2%and 1 NMOS are added to control
the switching. These three gates only increase the sizeegbribposed design in Figur® by 2.8%.
Transistors MN1-MN2-MP1-MP2 constitute the differentair, MNB is a bias transistor with its gate
voltage controlled externally for improved flexibility. MNis a footer transistor to cut the supply path
once the pixel is fired. MP3 and MN3 constitute the outputestaighe comparator to have a full swing
signal output voltage o0s2. MPS is added to set the corretet stathe output during inactive mode by
controlling the voltage os1. Note that we can use this coatpawith a photodiode set in photovoltaic
mode allowing for energy harvesting capabilities. The Bssdk circuit used to disable the operation
of the comparator is not affecting the reset transistor buatrolling the supply path and enabling to
maximize the time during which the photodiode is in the epdrgrvesting mode. From the simulation
results (Figurel?7), one can observe that while enabling periodically the carator, only one pulse is
observed on signal 0os2 corresponding to the crossing oftibeodiode voltage with the voltage level
Vyer. The simulated power consumption of the voltage compaiator the range of nW depending
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Figure 16. Schematic diagram of the proposed switched-opamp congai@t PWM
vdd

on the frequency and linearization scheme used, whichlgrestuces the power consumption of the
DPS applications.

original implementation by 2 to 3 orders of magnitude.
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6. Hardware and M easurement Results

In order to validate the proposed architecture, a prototyfpe 64 x 64 DPS array was designed

using the AMS 0.3Bm CMOS technology. Figurg8 shows the microphotograph of the fabricated chip
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illustrating the different parts of the chip namely, thegdiarray, the shift registers for line selection and
scan-out of data as well as the control block.

Figure 18. Microphotograph of the prototype.

The functionality of the DPS using MRI concept was validased successfully tested. Electrical
signals from the pixel were successfully captured. Figi@dlustrates the signals captured within the
pixel using a Tektronix DS2024 oscilloscope. This Figurevehelectrical signal both inside and outside
the pixel, to demonstrate its functionality. Top to bottoigngls illustrated in Figurd.9 correspond
to the complement of the reset signal, the photodiode nottage the line selection signal and the
complement of the flag state signal after the read-out pHaseclearly illustrated that once the pixel
Is reset the photodiode voltage starts to decrease due thtite-generated current. While sampling
periodically the output of the comparator, the complemdrthe state signal remains high until the
photodiode voltage crosses the reference voltage.

Figure 19. Measurement results of key electrical signals. Reset, Wl and Rbl
are the reset signal, the photodiode voltage, the rightiret $ignal and the read bit line
signal, respectively.

Table2 summarizes the main characteristics of the proposed ingi&ation compared to previous
6-T SRAM based DPS implementatiord pnd [2] using the same technology node. The area of the
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proposed pixel is 22m x 22 um and the fill factor is 20%, which could be further improvedhathe
use of a single ended sensing scheme compared to the diféi@me we used in this work. While the
current consumption per pixel is improved compared to eviimplementations, it is expected that
further benefits can be obtained using power reduction tqaks discussed in previous sections.

Table 2. Comparison of key metrics with related work.

ThisWork [7] [2] (Conventional) [4]
Technology 0.35um 0.35um 0.35um 0.35um
Supply voltage 3.3V 3.3V 3.3V 3.3V
Pixel area 22pm x 22pum | 30 pm x 26 um 45 ym x 45um 50 pm x 50 um
Fill factor 20% 16% 12% 20%
Pixel current 1pA N/A 1.6 A N/A
Transistor count 25 32 91 38
Resolution 4/8 bits 4/8 bits 8 bits 4/8 bits
Frame/second 33 300 33~ 33~

* Estimated from the corresponding literature.

7. Conclusions

Digital pixel sensors are promising architecture for higaexd image acquisition, high dynamic range
and high illumination image. However, the area occupiedigyemory is a major drawback reducing
the pixel sensitivity to light. In this paper two differemgaroaches were explored to reduce the area of the
pixel memory. First approach is to reduce the memory reqergs by using the proposed multi-reset
integration scheme. The second approach is to directlyougpthe area of the storage element using a
2T-DRAM cell instead of the area-consuming 6 T-SRAM cell. sStcessfully implement this concept,
a new DPS architecture was proposed. This DPS relies on &maskit integration scheme that takes
benefit from the chronological way the bits of the code arenghmy. Using this scheme, a four bit
per pixel memory was employed making the design of 20% filtdaand 22um x 22 ym digital
pixel sensor possible. Considering the DPS architectummébile applications, the power consumption
of the sensor is also of major concern. Detailed analysih@fpower contributors presented in this
paper helped to identify the main building blocks contribgtto power. The voltage comparator within
each pixel is identified as the bottleneck in terms of powertduts large static current during the whole
integration phase. Some power reduction techniques fordu@PS implementations were also proposed
and discussed in this paper.
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