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At the current stage of development and implementation of information technol-
ogy in various areas of human activity, decisive changes are taking place, as there are
powerful technical resources for the accumulation and processing of large amounts of
information [1,2]. However, the application of known methods and tools to process such
arrays of information does not meet the expectations of developers and leads to the overuse
of resources, the loss of significant information and conflicts between customer expectations
and the results [3,4].

At the same time, such areas of the intellectualization of information and data pro-
cessing as machine learning [5,6], cognitive computing [7,8], big data, deep learning [9,10],
semantic WEB [11,12] and others are in active development, which enable us to solve new
classes of problems based on the available information resources [13,14].

All of the above are prerequisites for the transition to a new quality level of informa-
tion processing and, accordingly, for the creation and implementation of a new generation
of information technologies. However, the specifics and features of the subject areas for
which information technology is developed significantly affect the content and methods
of information processing, so the expectation of universal approaches to creating effective
information technology for different industries is currently premature [15,16]. Approaches
based on the research of characteristics and features of subject branches and the develop-
ment of new information technologies for concrete branches remain justified [17,18].

Currently, all areas of human activity are related to computer systems and software,
so the current problems in the use of computer systems and software are currently reliable
for the protection of information from cyber threats and malware and for quality assurance
of software and computer systems [19].

The need for quality and safety is based on the fact that errors and failures in software
and computer systems and the impact of malware threaten disasters that lead to human
casualties, environmental cataclysms, significant time losses and financial damage, or at
least reputational damage to a company [20].

Therefore, special attention to the development and implementation of effective in-
formation technologies is currently needed in the field of quality and security of software
and computer systems. Achieving high-quality software and computer systems, as well as
cybersecurity, is a key factor in their effective use and one of the main needs of customers.

This Special Issue aims to disseminate and discuss artificial intelligence-based infor-
mation technologies that support sophisticated solutions to improve and ensure the quality
and security of software and computer systems.

Original, unpublished studies in different application areas on the following topics
were sought:
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• Intelligent information technologies for the software engineering domain;
• Intelligent information technologies for the cybersecurity domain;
• Intelligent information technologies for software quality assurance;
• Intelligent information technologies for software security assurance;
• Intelligent information technologies for computer systems quality assurance;
• Intelligent information technologies for computer systems security assurance;
• Intelligent information technologies for computer systems reliability;
• Cross-disciplinary intelligent information technologies for various subject areas.

Our Special Issue only considers knowledge-intensive solutions that outline existing
quality and safety issues and offer reliable and accurate solutions in the field of artificial
intelligence-based information technologies.

Abdulwahab Ali Almazroi et al. (Contribution 1) present a novel six-step framework
for detecting new and modified malware. They consider as input eight malware attack
datasets and insights from Exploratory Data Analysis. They perform scaling, target variable
analysis, One-Hot Encoding, clustering with K-Means and PCA, and feature importance
using MDI and XGBoost. The propose the GhostNet ensemble, which, combined with
the Gated Recurrent Unit Ensemble and using the Jaya Algorithm, is trained on these
datasets to identify and categorize this malware. The proposed model outperforms existing
methods by 15% for Accuracy, Recall and AUC metrics and by 10% for time complexity
reduction. The obtained results demonstrate the cost-effectiveness of these solutions for
detecting eight malware strains.

Keerthi Kethineni et al. (Contribution 2) propose an IoT-based privacy-preserving
anomaly detection model for smart agriculture. This detection of anomalies is important
due to the large volumes of sensitive and important information from IoT devices, for
example, information about crop health, environmental conditions, and resource utilization
data and data regarding optimizing resource allocation, preventing crop damage and
ensuring sustainable farming practices. The proposed model for intrusion detection and
data encryption is based on a privacy-encoding-based enhanced deep learning framework.
Data encoding is performed through a new method using a sparse capsule-auto encoder
with feature selection, mapping and normalization. Intrusion detection is performed using
an attention-based gated recurrent unit neural network model. The metrics Accuracy,
Recall, Precision and F1-score have the values 99.9%, 99.7%, 99.9% and 99.8%, respectively.

Elena Zaitseva et al. (Contribution 3) aimed to evaluate the weights of factors and
consequences of mobile applications’ insecurity. They developed a method of evaluating
the weights of factors of mobile applications’ insecurity, which provides conclusions about
the necessary factors for identifying and accurately evaluating the reliability of forecasting
and assessing a mobile application’s security, and values for the weights of the factors
considering the mutual correlations of consequences from these factors. The authors
evaluated the weights of ten OWASP mobile application insecurity factors.

Vinoth Kumar Venkatesan et al. (Contribution 4) present an efficient model, known
as RPRSCA, Research Paper Recommendation System Using Effective Collaborative Ap-
proach, for the recommendation of quality research papers. The authors use available
contextual metadata to gather the hidden relationships between research papers using
collaborative filtering. RPRSCA provides personalized recommendations regardless of
the research subject and provides better performance. This method and system outper-
form known methods in overall performance and in the ability to select the most rele-
vant, most valuable and high-quality publications and place them at the top of the list of
recommendations.

Kirtee Panwar et al. (Contribution 5) propose a deep learning-based image encryption
system for realizing the efficient and secure transfer of medical images with an insecure
network. Deep learning provides non-linearity, which secures the encryption system
against plaintext attacks, and further improves the recovered image’s quality and similarity
to the originals using luminance, structure and contrast. The high quality of recovered
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images is justified by their PSNR values. The proposed system also provides robust security
against differential and statistical attacks.

Chirag Ganguli et al. (Contribution 6) aimed to compare nodes’ behavior and fitness
during simulated attacks with the purpose of testing the use of adaptive cyber security-
based defense mechanisms and achieving the experimental results. The authors proposed
a metric for the evaluation of the network performance statistics and the throughput
difference of the attacked node before and after the attack. The results of the simulation
using the developed metric show the efficiency of the nodes’ fitness and differences.

Palash Yuvraj Ingle and Young-Gab Kim (Contribution 7) present a comparative state
of the art of video synopsis methods, video synopsis frameworks and their components and
classify these methods and systems. The authors investigate single-view-camera-based and
multi-view-camera-based methods, their taxonomy on the basis of their characteristics and
the most commonly used evaluation metrics and datasets. They then evaluate the different
components. The authors immediately distinguish open challenges and new trends and
identify the gaps and shortcomings of the different algorithms on the basis of the obtained
experimental results.
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