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Abstract: Visualization systems play a crucial role in industry, education, and research domains by
offering valuable insights and enhancing decision making. These systems enable the representation
of complex workflows and data in a visually intuitive manner, facilitating better understanding,
analysis, and communication of information. This paper explores the potential of augmented
reality (AR) visualization systems that enhance multi-modal perception and interaction for complex
decision making. The proposed system combines the physicality and intuitiveness of the real world
with the immersive and interactive capabilities of AR systems. By integrating physical objects
and virtual elements, users can engage in natural and intuitive interactions, leveraging multiple
sensory modalities. Specifically, the system incorporates vision, touch, eye-tracking, and sound as
multi-modal interaction methods to further improve the user experience. This multi-modal nature
enables users to perceive and interact in a more holistic and immersive manner. The software and
hardware engineering of the proposed system are elaborated in detail, and the system’s architecture
and preliminary function testing results are also included in the manuscript. The findings aim to
aid visualization system designers, researchers, and practitioners in exploring and harnessing the
capabilities of this integrated approach, ultimately leading to more engaging and immersive user
experiences in various application domains.

Keywords: visualization systems; AR visualization systems; multi-modal perception and interaction;
user experience

1. Introduction

Visualization systems can provide valuable insights and aid in decision-making pro-
cesses [1]; therefore, they have become indispensable tools in various domains including
industry, education, and research. These systems enable the representation of complex
workflows and data in a visually intuitive manner, enhancing understanding, analysis, and
communication of information [2]. However, traditional visualization systems mainly rely
on visual perception, which limits users’ ability to fully participate in data and limits the
potential of the system.

To overcome these limitations, researchers have explored the integration of augmented
reality and visualization systems to enhance the user experience and improve multi-modal
perception and interaction. The AR system overlays virtual elements into a real-world
environment, creating an immersive interactive experience [3]. On the other hand, tangible
objects involve physical objects that the user can directly observe and touch, and the
visualization feature allows them to directly adjust to real-world objects to improve their
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ability to face complex decisions. By combining these two methods, users can utilize
multiple sensory modes for natural and intuitive interaction. Previous tangible user
interface (TUI) study explored the “tangible virtual interaction” between tangible Earth
instruments and virtual data visualization and proposed that head-worn AR displays
allow seamless integration between virtual visualization and contextual tangible references
such as physical Earth instruments [4]. In addition to enhancing the user experience, the
integration of AR and visualization systems also brings benefits in terms of accessibility and
inclusivity. Users with motion impairments can use their body posture and movements to
manipulate virtual objects, enabling them to interact more effectively with virtual elements,
thereby overcoming the limitations of traditional input devices.

This study proposed an advanced augmented reality visualization system that in-
corporates multi-modal perception and interaction methods. This cutting-edge system
seamlessly integrates virtual elements into the real-world environment, enhancing users’
interaction with their surroundings. By employing various multi-modal interaction meth-
ods, including visual, tactile, and auditory, users can easily identify and engage with virtual
elements superimposed onto their physical reality. The system also enables interactive
feedback, allowing users to physically interact with virtual objects, enhancing the overall
sense of realism. In addition, our system incorporates eye-tracking technology, which
provides a more intuitive and natural interactive visualization, increasing a certain degree
of convenience.

The rest of this article is organized as follows. Firstly, we conducted a literature review
on visualization systems, AR technology, and virtual user interfaces. Then, we introduced
the AR visualization system for improving the user experience, including system archi-
tecture and functional design. Subsequently, the results of AR memory eye-tracking data
using the system were presented. Finally, the data analysis and functionality of the system
were discussed, as well as its limitations and future research prospects. Overall, the system
described in this article provides a deep understanding of the integration aspects of AR vi-
sualization systems, showcasing their functionality and potential applications. By exploring
and harnessing the capabilities of this integrated approach, we can unlock new possibilities
for enhancing multi-modal perception and interaction, ultimately revolutionizing the way
we interact with visualized data and workflows.

2. Literature Review
2.1. Visualization Systems

Visualization systems play a crucial role in aiding the comprehension and analysis
of data [5]. These systems allow users to transform raw data into visual representations,
providing a more intuitive and interactive way to explore and understand information.
Visualization systems offer numerous benefits that contribute to their widespread adoption
in various domains. One of the primary advantages is the ability to uncover patterns
and relationships that may not be apparent in raw data. By presenting data in a visual
form, users can easily identify trends, outliers, and correlations, leading to more informed
decision-making processes [6].

Visualization systems apply in a wide range of domains, including scientific research,
business analytics, and healthcare. In scientific research, visualization systems have been
instrumental in understanding complex phenomena, such as environmental monitoring [7].
In business analytics, visualization systems are used for communication, information seek-
ing, analysis, and decision support [8]. In healthcare, visualization systems aid in electronic
medical records and medical decision making, enhancing patient care and outcomes [9].

As technology continues to advance, visualization systems are expected to evolve in
various ways. One emerging trend is the integration of virtual reality (VR) and augmented
reality technologies into visualization systems [10]. In the context of augmented reality,
visualization systems can leverage the capabilities of AR technology to present data in a
more intuitive and context-aware manner. Various visualization techniques, such as 3D
models, graphs, charts, and spatial layouts, have been explored to enhance data exploration
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and understanding. Martins [11] proposed a visualization framework for AR that enhances
data exploration and analysis. The framework leverages the capabilities of AR to provide
interactive visualizations in real-time, allowing users to manipulate and explore data
from different perspectives. By combining AR with visualization techniques, users can
gain deeper insights and make more informed decisions. Additionally, there has been a
growing interest in collaborative visualization systems using AR. Chen [12] developed a
collaborative AR visualization system that enables multiple users to interact and visualize
data simultaneously. The system supports co-located and remote collaborations, enhancing
communication and understanding among users.

In recent years, there has been a growing interest in incorporating multi-modal feed-
back, including visual and tactile cues, to create more immersive and intuitive experiences.
Haptic feedback has been explored as an essential component of visualization systems to
provide users with a tactile sense of virtual objects. Haptic feedback can enhance the user’s
perception of shape, texture, and force, allowing for a more realistic and immersive experi-
ence. Several studies have investigated the integration of haptic feedback into visualization
systems, such as the use of force feedback devices [13] or vibrotactile feedback [14]. These ap-
proaches enable users to feel and manipulate virtual objects, enhancing their understanding
and engagement with the data. In summary, the integration of multi-modal perception and
interaction in visualization systems, particularly through the use of augmented reality and
user interfaces, has been an active area of research. Previous studies have demonstrated the
benefits of combining visual and tactile feedback to create more immersive and intuitive
experiences [14]. The visualization system proposed in this study presents data that are
challenging to visualize in text or daily life, such as a certain range of information. It utilizes
a 3D format, in contrast to previous information that is entirely virtual or detached from
associated equipment. This study provides timely and reliable information assistance in
user decision making by mapping virtual information onto tangible physical objects and
through multi-modal feedback, including visual and auditory cues.

2.2. Augmented Reality Technology

Augmented reality is a technology that overlays virtual information onto the real
world, enhancing the user’s perception and interaction with the environment [15]. This in-
tegration is achieved through the use of computer vision techniques, tracking technologies,
and display devices. Azuma [16] introduced the concept of AR as a combination of real
and virtual environments, where virtual objects are seamlessly integrated into the physical
world. AR enables users to perceive and manipulate virtual objects in a real-world context,
leading to improved spatial understanding and an enhanced user experience.

AR has gained significant attention in various domains, including education [17],
healthcare [15], and entertainment [18]. Several studies have explored the benefits and chal-
lenges of AR in different applications [19,20]. In recent years, advancements in hardware,
such as smartphones and head-mounted displays (HMDs), have made AR more accessible
and widely adopted. HMDs, like Microsoft HoloLens and Magic Leap, provide immersive
experiences by overlaying virtual objects directly into the user’s field of view [21]. These
devices offer a wide range of possibilities for visualization and interaction in AR systems.
Researchers have explored different AR techniques [22–24] to improve the user’s visual per-
ception and engagement. Studies have shown that AR can provide a more immersive and
interactive experience by combining virtual objects with real-world surroundings, offering
opportunities for enhanced learning, training, and decision-making processes [25]. How-
ever, some challenges need to be addressed for the successful implementation of AR. One
major challenge is the accurate and robust tracking of the user’s position and orientation in
real time [26]. Various tracking techniques, such as marker-based [27], sensor-based [28],
and Simultaneous Localization and Mapping (SLAM) [29], have been developed to over-
come this challenge. Our system is designed for versatility and scalability, applicable across
various fields such as industry, education, and healthcare. This universal design enhances
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the practical value of our system, addressing diverse user needs in different domains and
increasing its utility and potential for widespread application.

Another challenge is the design and development of intuitive and natural user in-
terfaces for AR systems. Traditional input devices, such as keyboards and mice, may not
be suitable for AR interactions. Therefore, researchers have explored alternative input
methods, including gesture recognition and voice commands, to enhance user engagement
and interaction [30–32]. However, a single gesture recognition or voice command may only
provide limited interaction options, limit the user’s operating methods, and have reliability
and accuracy issues, while lacking diversity and flexibility. Therefore, multiple interaction
methods should be provided in AR applications to ensure the widespread adoption and
successful implementation of AR technology in various applications.

To address these challenges and provide users with a richer and more immersive
experience, this study combines AR and visualization systems. By integrating visual,
auditory, and tactile multi-modal perception and interaction, AR applications can offer a
more comprehensive and engaging user experience. This approach expands the possibilities
for interaction and enhances the user’s ability to manipulate and explore virtual objects in
the real world.

2.3. Virtual User Interfaces

Virtual User Interfaces, including tangible user interfaces, provide a physical and tangible
means for users to interact with digital information [33]. TUIs enable users to manipulate virtual
objects or control digital systems through physical artifacts or objects [34]. This interaction
paradigm enables users to leverage their existing knowledge and skills to manipulate and
participate in digital content in a more natural and meaningful way, making technology
easier to use and user-friendly [35].

Unlike traditional graphical user interfaces (GUIs), TUIs provide a more embodied
and tangible interaction experience by utilizing physical objects as input and output de-
vices. These physical objects, also known as “affordances”, are designed to represent and
convey digital information in a perceptible and manipulable form [36]. TUIs offer several
benefits over traditional interaction methods. One of the key advantages is their ability to
leverage humans’ innate physical and sensorimotor skills, enabling a more natural and
intuitive interaction. By providing physical objects that users can grasp, touch, and move,
TUIs engage multiple senses and enhance the user’s spatial awareness and cognitive en-
gagement [37]. Additionally, TUIs facilitate a more tangible and embodied understanding
of digital information, as users can directly manipulate and explore physical objects that
represent abstract data [34].

TUIs offer multi-modal feedback and intuitive manipulation of virtual objects, making
them suitable for AR environments. Research has shown that TUIs in AR visualization
systems can enhance user collaboration, spatial cognition, and overall user experience.
Sketched Reality [32] combines AR technology and TUI technology to achieve bidirectional
interaction through tactile feedback and physical interaction. This bidirectional interaction
method enables users to feel the existence of virtual objects more realistically, enhancing
the immersion and interactivity of AR applications. Ubi Edge is an edge-based augmented
reality touchable user interface authoring tool. This system allows users to control aug-
mented reality elements by sliding or clicking on the edges of physical objects. For example,
users can change the color of virtual light bulbs by sliding on the edge of a coffee cup or
activate AR shooting animations by clicking on the edge of a toy airplane. These examples
demonstrate the potential and application of multi-modal perception TUI in augmented
reality environments [38]. The combination of eye-tracking and user interaction feedback is
a promising development direction. Utilizing the fixation point of the eyes, the system can
discern the user’s intention and offer corresponding feedback. By embedding interactive
objects in the TUI, when the user gazes at a specific object, the system can detect the user’s
fixation point through eye-tracking technology and provide relevant feedback, enabling
control through pseudo-ideation. This enables users to tailor interaction methods based
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on preferences, fostering a tighter connection between the system and users, ultimately
enhancing user satisfaction and improving overall experiences.

3. Materials and Methods
3.1. System Framework

The study proposed an Augmented Reality Visualization System with multi-modal
perception and interaction, aiming to elevate the capabilities of this integrated approach.
The system is developed by combining Unity, HoloLens, and the Augmented Reality
Toolkit. By leveraging these technologies, we aim to provide more intuitive, accurate, and
comprehensive support for complex decisions. The system consists of several modules,
each playing a crucial role in achieving our goals. These modules include the member
management module, the augmented reality interface module, the user behavior interac-
tion module, the eye-tracking data acquisition module, and the AR experimental process
management module, as shown in Figure 1.
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Figure 1. The main design and implementation module of the system. The illustration integrates
three components: performance layer, business layer, and data layer.

• Member management module: This module is a comprehensive system that in-
cludes system tutorials, system experiments, data recording, and data processing and
analysis. Participants can familiarize themselves with augmented reality systems
through this module, conduct interactive experiments, and record real-time data. The
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module provides a foundation for analyzing the behavior and attention distribution
of participants, ensuring the accuracy and reliability of experimental results.

• Augmented reality interface module: This module provides researchers with a user-
friendly and reliable platform for conducting experiments and refining AR experiences.
It utilizes Unity, HoloLens device, Vuforia platform, and the Mixed Reality Toolkit
to create immersive AR scenes, seamlessly integrating virtual objects into real envi-
ronments enabling device locomotion-based virtual content tracking, specific image
recognition, and various interaction modalities. This integration establishes a uni-
fied framework, enhancing the overall cohesion and functionality of the augmented
reality system.

• User behavior interaction module: This module enables users to interact with the
augmented reality environment through various input methods, including voice
commands, gestures, and user interfaces. It provides a flexible and intuitive way for
users to manipulate virtual objects and navigate the system.

• Eye-tracking data acquisition module: This module stores the aggregated gaze data
locally, providing spatial location and timing information for subsequent statistical
analyses. This accurate and convenient platform offers researchers valuable insights
into users’ visual behavior patterns and interface design issues in virtual environments.

• AR experiment process management module: This module ensures the smooth
execution and management of augmented reality experiments. It provides tools for
designing and conducting experiments, collecting data, and managing experimental
processes, helping to improve the efficiency and accuracy of experiments while also
promoting the work of researchers.

To implement this system, the following software and hardware configurations are
required: the Unity development platform, HoloLens headset, and Augmented Reality
Toolkit. Unity is a powerful game engine and development platform that enables the
creation of interactive and immersive experiences, serving as the foundation for developing
the augmented reality visualization system. The HoloLens is a wearable mixed reality
device developed by Microsoft that combines virtual reality and augmented reality capabili-
ties, allowing users to interact with virtual objects in the real world. The Augmented Reality
Toolkit is a software library that provides tools and resources for developing augmented
reality applications, including features for 3D object recognition, tracking, and interaction,
which are essential for our system’s functionality.

After the scene data and system settings are completed, the system enhances multi-
modal perception and interaction by incorporating various modes of interaction. Users
wear HoloLens glasses to access the AR scene, and the system recognizes device informa-
tion through Vuforia scanning. Users can navigate and interact using voice commands,
and hand gestures are detected for precise manipulation. Physical props can also be used
to interact with virtual objects. Eye-tracking data are recorded for analysis, and an experi-
mental process management module streamlines the evaluation and improvement of the
system. This comprehensive approach improves the user experience and usability.

3.2. Member Management Module

The member management module is the foundation of the business process control
mechanism. This module can provide clear guidance and assistance to the participating
members, leading them to fully engage in the experimental environment of this augmented
reality visualization system. The member management module mainly includes four key
parts: system tutorial, system experiment, data recording, and data processing and analysis,
as shown in Figure 2.
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Figure 2. Member management module. The illustration integrates four components: system tutorial,
system experiment, data recording, and data processing and analysis.

• System tutorial: Before conducting the visualization system experiment, participating
members first undergo system tutorial learning. Through the system tutorial, partici-
pants can gain a detailed understanding of the operational steps and processes in the
augmented reality experimental environment using the Hololens device. The system
tutorial aims to provide necessary guidance, enabling participants to familiarize them-
selves with the system’s functionality and interaction methods, and ensuring their
correct usage of the system for subsequent experiments.

• System experiment: After completing the system tutorial, participants enter the
formal system experiment phase. Participating members interact with the augmented
reality system scenario through actions such as clicking, gazing, and voice commands.
The experiment design allows participants to freely explore the system’s features and
characteristics, collecting data during the experiment.

• Data recording: During the experiment, the system can record real-time experimental
data of participating members. This includes recording system interaction videos, eye
gaze coordinates, gaze duration, and eye gaze trajectory heatmaps. Accurate recording
of participants’ behavior and attention focus provides a necessary foundation for
subsequent data analysis.

• Data processing and analysis: After the experiment, the experimental data for each
participant are processed and analyzed. This includes experiment replays, analysis of
participants’ gaze data, and plotting scatter diagrams representing participants’ eye
gaze ranges. Through statistical analysis and visualization techniques, the behavior
patterns and attention distributions of participants during the experiment can be
revealed, supporting further analysis and conclusions.

The member management module of this system ensures the controllability and re-
peatability of the augmented reality visualization system experiment, ensuring the accuracy
and reliability of the experimental results. Additionally, valuable empirical data and refer-
ences are provided for future research work and improvements in system performance.
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3.3. Augmented Reality Interface Module

The AR interface module acts as a conduit between the system and the HoloLens
device, augmenting multi-modal perception and interactivity for a more immersive user
experience. It brings virtual reality scenes into users’ actual visual field by overlaying
AR content onto the HoloLens headset display. The module offers researchers a reliable,
user-friendly HoloLens research platform, enabling concentration on experimental design
and AR experience refinement without contending with convoluted technical intricacies.
To achieve this, the module capitalizes on Unity’s integration with HoloLens to render and
showcase captivating AR scenes. As shown in Figure 3, the AR interface module serves
well as a bridge between the system and the device.

AR 

Interface

System

Hololens Device

UnityMRTK

Voice 

Eye

Gesture

Air Tap

Engine

Scene

Device 

locomotion

Visual

Vuforia

Figure 3. Composition of the Augmented Reality Interface Module. Unity and MRTK provide
technical support for the AR interface to achieve scene construction and multi-modal interaction,
connecting systems and devices through the AR interface, offering a reliable and convenient tool for
AR research and development.

Unity, as a prevalent cross-platform game engine, can constitute the primary devel-
opment framework. Its abundant tools and engine support facilitate the crafting of 3D
scenes and user interfaces. Unity is leveraged to create and render AR scenes encompassing
virtual objects, 3D models, and user interface elements. Its robust graphics engine assimi-
lates virtual content into the HoloLens headset, while the device’s innate spatial mapping
and gesture recognition integrate virtual objects seamlessly into real environments for
remarkably authentic AR experiences.

The module’s development harnessed the Mixed Reality Toolkit (MRTK), an open-
source toolkit furnishing fundamental components and features to streamline cross-platform
AR application development. The module buttresses diverse interaction modalities, includ-
ing gesture control, air tap, voice commands, and eye-tracking. Catering to varied research
requirements, it offers flexible customization capabilities to introduce novel virtual objects
and adjust scene layouts while facilitating the storage and visualization of user behavior
data for analysis.

In order to enrich the AR function of the system and device, we also added device
locomotion features to the AR Interface Module. The device locomotion features in AR
systems can track real objects and overlay virtual content on them to enhance interactivity
and tangibility through recognition and positioning methods. In this system, we primarily
utilize Vuforia’s scanning capability to implement device locomotion. Vuforia is a cross-
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platform AR application development platform with robust tracking and performance on
various hardware, including mobile devices and mixed-reality head-mounted displays
(HMDs), such as Microsoft HoloLens [39].

In this system, the objects to be recognized are imported into the Vuforia recognition
library to generate a corresponding Unity package with star ratings reflecting recognition
quality. The Unity package is then imported into Unity. In Unity, the Vuforia is set up, and
the AR camera is called to interact with the objects to be recognized. When a real-world
object is recognized, virtual content is bound to it, and users can interact through touch,
rotation, tilt, or other gestures. Specifically, Vuforia’s scanning function first performs
image recognition. The user uses the camera on the mobile device to scan and recognize
specific images, logos, objects, or scenes from the real world. These images are usually
specific patterns or markers used to determine the user’s position and orientation. Next,
Vuforia extracts visual feature points such as corners and edges from the recognized images.
These feature points are used to build a feature database for matching virtual content to
physical objects. By matching the real-time image against feature points in the feature
database, Vuforia tracks the position and orientation of the user’s device in real-time. This
ensures the alignment of virtual content with the physical world. Finally, once the user’s
position and orientation are determined, Vuforia overlays the virtual content in the user’s
view aligned with the physical object, using rendering techniques to ensure consistency of
lighting, perspective, and scale between the virtual and real world.

3.4. User Behavior Interaction Module

User behavior involves multi-modal perception and interaction, including clicking,
voice, gesture recognition, physical manipulation, etc. It needs to be integrated with the
AR module to enable users to observe virtual information and interact with it on mobile
devices. This provides users with a more intuitive and efficient interactive experience. The
module consists of three main parts: multi-modal perception, interactive objects, and a
feedback mechanism, as shown in Figure 4.
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Hovering

Touch end

 Trigger events

Selection

Instant event 

Movement

Feedback 
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Interactive 
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Real-time behavior 

Remote operation

Tap in the air
Ray

Directly command 

No gesture
Voice

Multimodal 

perception

Figure 4. Composition of user behavior interaction module. The illustration integrates three compo-
nents: multi-modal perception, interactive objects, and a feedback mechanism.
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In multi-modal perception, the module recognizes user input methods such as voice,
gestures, and touch to capture real-time behavior and needs. This allows users to select 3D
content by clicking or using a ray emitted from their hand. Interactive objects in the 3D
world can trigger events, such as touching buttons and 3D objects, allowing users to directly
interact with the system through wearable devices. The feedback mechanism provides
users with timely feedback on their operations. This can be visual, such as highlighting and
finger cursor feedback, or auditory, with sound effects at different user selection statuses
(including observation, hovering, touch start, touch end, etc.).

By combining these modules, the system offers users a highly intelligent and person-
alized interactive experience. By integrating various input methods, users can interact
with virtual information more intuitively and efficiently. Additionally, the inclusion of
interactive objects and a feedback mechanism ensures that users receive timely and infor-
mative feedback on their actions, further enhancing their understanding and control of
the system. Overall, the multi-modal perception and interaction module greatly enhances
the interactive experience and enables users to effectively collaborate and innovate in
real-world scenarios.

3.5. Eye-Tracking Data Acquisition Module

The eye-tracking data acquisition module capitalizes on the integrated eye-tracking
system of the HoloLens augmented reality headset to gather gaze data required by re-
searchers through customized eye-tracking scripts. The system encompasses dedicated
eye-tracking cameras and sensors that enable high-fidelity, low-latency tracking, along
with automated pupil finding and head movement compensation. This module consists of
a data collection sub-module and a data processing sub-module.

3.5.1. Data Collection Methods

The data collection sub-module activates when users interact with the augmented
reality environment, producing real-time heat maps based on user gaze patterns. It overlays
these patterns on augmented reality objects and UI elements to reflect user interactions. It
continuously seizes the 3D spatial coordinates of users’ gaze points in the augmented reality
scene to dissect visual exploration behavior. The module pinpoints specific elements and
areas attended to by users during interactions, gauging the time users spend looking at them
to evaluate the appeal and cognitive load, with more prolonged gaze duration typically
betokening greater interest or cognitive load. Furthermore, the module investigates gaze
point sequences to gain insights into users’ information processing tactics and attention
distribution in the augmented reality environment.

3.5.2. Data Processing Methods

The data processing sub-module stores the aggregated gaze data locally on the
HoloLens device, containing spatial location and timing information. Location information
logs the x, y, and z coordinates of users’ gaze points during all interactions with augmented
reality objects and UI elements, along with corresponding timestamps. This enables the
generation of scatter plots, scan paths, and areas of interest based on aggregated gaze points
over time. Timing information embodies the duration users spent looking at various AR
interface components and augmented reality objects throughout the interaction. Contrast-
ing total gaze times on different interface elements can identify areas needing optimization
to refine the user experience. Gaze duration furnishes quantitative temporal insights into
visual information processing during AR interactions. The preserved eye-tracking data fa-
cilitates subsequent statistical analyses to uncover users’ visual behavior patterns, interface
design issues, and more. This HoloLens-based eye-tracking approach offers researchers a
handy and accurate platform for gathering virtual environment interaction data.
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3.6. AR Experiment Process Management Module

The augmented reality experiment process management module is designed for ad-
ministrators, including the following functions, as shown in Figure 5. Administrators can
create experiment projects by inputting basic information such as the name, description,
and objectives of the experiment. This allows for better organization and tracking of dif-
ferent experiments, providing a clear understanding of each project’s purpose and goals.
In addition, administrators have full control over the design of the experiment process.
They can add, edit, and delete experiment steps, allowing for customization and tailoring
of the experiment process to meet specific requirements. Detailed information, such as
step names, descriptions, keywords, images, and videos, can be provided for each step,
ensuring clarity and accuracy in the experiment design.

Experiment 

project creation

Experiment design

EditAdd Delete

Experiment 

execution

Experiment process 

management

Skip
Variable 

order

Data collection and 

analysis

Y

Repeat

End

N

Figure 5. Experimental process management flowchart. This comprehensive flowchart outlines
the process of designing, executing, and monitoring augmented reality experiments. It enables
customization, real-time monitoring, overall process management, and data collection for in-depth
analysis, ensuring efficient and insightful experimental administration.

Once the experiment is designed, users can execute it using the module’s interface.
The interface provides real-time information on the progress and results of the experiment,
allowing users to stay on track and monitor the experiment’s execution. This ensures that
the experiment is carried out smoothly and effectively. Administrators can also manage the
overall experiment process. They can create, edit, and delete experiment processes, setting
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the sequence and steps for the experiment. This ensures a logical and efficient flow of the
experiment, improving organization and management.

The module automatically collects data during the experiment process. This includes
user operations, eye-tracking data, and user feedback. The collected data can be used
for further analysis and evaluation of the experiment, providing valuable insights for
administrators and researchers. The module offers a range of functions that empower
administrators to create, design, execute, and analyze augmented reality experiments.
Its goal is to enhance the efficiency and quality of experiments, benefiting both users
and researchers.

4. Results
4.1. AR Interactive Experiment
4.1.1. Interactive Experiment Design

To test the system’s performance, we conducted a user study experiment to examine
the usability of the different modules. A total of 25 people were recruited through social
networks and student organizations on the university campus. We integrated the system
into a smart home scenario, as shown in Figure 6, and designed a series of experiments
for participants to test the system’s functionality and user experience. First, the real-time
status of the smart device was visualized and displayed above the device, and second,
the user could set up the smart device using the user interface. In order to enhance the
user’s perception of the environment, the system also visualizes the sensor sensing range
in relation to data communication. In addition, to simplify the interaction, the system
is designed with a scene-switching function, which realizes the rapid transformation of
device configuration in different scenes. During the experiment, participants’ interactive
actions were recorded, and time markers were used. After the experiment, participants
were asked to rate the performance of the system. All subjects gave their informed consent
for inclusion before they participated in the study. The protocol was approved by the Ethics
Committee of the affiliated university (2023ZDSYLL354-P01).

Figure 6. AR based smart home scene setting environment.

All participants were first required to complete basic AR operation tutorials to help
them learn and become familiar with the AR system and its functions. Firstly, users
were asked to observe the visualization state of the device and perform the interaction
test of the user interface; secondly, users were asked to observe the sensing perception
range and remove the physical objects that we had placed in the range in advance; and
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lastly, users were asked to switch and observe the communication relationship of the
device as well as the status information during different scenes. This was followed by a
formal experimental session in which participants were required to configure their smart
devices according to different scenario descriptions and prompts in conjunction with their
personal needs, as shown in Table 1. They were also asked to explain the reasons for
their settings to the experimenter after completing the tasks. In the formal experiment,
participants made corresponding smart device configuration decisions by observing the
smart device status, sensing range, and communication relationships in the scenarios and
were prompted by the experiment descriptions. The participants were tested separately.
Firstly, the experimenter introduced the research background, and the participants read and
signed the informed consent form. Subsequently, the participants in the AR group wore AR
glasses and underwent glasses calibration. After familiarizing themselves with the basic
operations, they completed the above scenario, setting tasks in sequence. Instructions for
each task were given throughout the experiment, and participants were instructed by the
experimenter to proceed to the next task after completing the previous one.

Table 1. Task scene and description.

Scene Description

Privacy Scene Participants were asked to imagine setting up corresponding settings
in privacy scenarios to minimize the risk of privacy exposure.

Leaving Scene Participants were asked to imagine setting up energy-saving, home-
cleaning, and house safety functions when leaving home for work.

Parlor Scene Participants were asked to imagine having friends as guests at home
and to provide a light and comfortable environment. They were also
asked to make corresponding settings while confidently chatting.

Sleeping Scene Participants were asked to imagine preparing to sleep at night and
needing a quiet environment. They were also asked to make corre-
sponding settings to avoid exposing their privacy.

4.1.2. Experiment Results

Multi-modal interaction data were collected from users in interactive experiments,
including click counts, consumed time, and other operational data. The counts of clicks
and the time consumed by users in different task sessions are shown in Figure 7. Since
these two factors are non-normally distributed, we conducted a Wilcoxon analysis and the
results of the correlation analysis are shown in Table 2. The results showed that in different
scenario setting tasks, the counts of clicks were positively correlated with the consumed
time (p < 0.0001, r = 0.73).

0

50

100

150

200

Privacy Scene Leaving Scene Parlor Scene Sleeping Scene

Ti
m

eC
on

su
m

e(
s)

TimeConsume by Task

0

20

40

60

Privacy Scene Leaving Scene Parlor Scene Sleeping Scene

To
ta

lC
lic

kC
ou

nt

TotalClickCount by Task(a) (b)

Figure 7. Results of various tasks. (a) Distribution of consumed time for different tasks. (b) Distribu-
tion of click counts for different tasks.
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Table 2. Statistical data of consumed time and click counts by different tasks. We conducted the
Shapiro test for user consumption time and number of clicks in different scenarios and found that it
does not conform to normal distribution, so we used a nonparametric two-sample Wilcoxon’s rank
test to check whether the results were significant or not and calculated the correlation coefficient of
the two.

Click Counts Time Consumed (s)
p r

M SD M SD

Privacy Scene 34.08 17.04 89.2 53.69 p < 0.0001 0.78

Leaving Scene 13.72 7.84 56.24 37.66 p < 0.0001 0.83

Parlor Scene 12.12 8.27 58.40 39.46 p < 0.0001 0.71

Sleeping Scene 13.28 7.93 54.64 39.61 p < 0.0001 0.56

Total 73.2 41.08 258.48 170.42 p < 0.0001 0.73

The users also demonstrated their exploration and adaptability to the experimental
environment. During the experimental process, users can click to switch scenes, select
devices, and set operations to complete the experimental tasks. During the experiment, the
user performed multiple click operations, and the specific distribution is shown in Figure 8.

Setting Click

Device Click

Mode Click

Leaving Scene: 4.81% 

Parlor Scene: 3.38% 

Privacy Scene: 22.08% 

Sleeping Scene: 5.25% 

Sleeping Scene: 1.64% 
Privacy Scene: 0.44% 

Parlor Scene: 1.15% 
Leaving Scene: 0.77% 

Leaving Scene: 13.17% 

Parlor Scene: 12.02% 

Privacy Scene: 24.04% 

Sleeping Scene: 11.25% 

Figure 8. Distribution of click types among users in different tasks. This figure shows the user’s
operations on different tasks during the experiment.

The details of time and clicks consumed by different users to complete the tasks are
shown in Figure 9. In summary, by analyzing data on user click operations and consump-
tion time, the functional performance of the system can be evaluated, and improvement
suggestions can be proposed based on the evaluation results to optimize system perfor-
mance and user experience.
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Figure 9. Time consumed and click counts by different users. By observing this figure, we can
understand the level of user participation in these tasks during the experiment.

In addition, during the testing of the sensing perception range, it was found that
there were errors in the user’s perception of the boundary of the virtual 3D range. In
the corresponding test session, users were asked to move the physical objects placed in
the sensing range along different distances and angles under the premise of moving the
smallest possible distance, and we recorded the position of the final object, measured
it, and obtained the distribution of the error perception, as shown in Figure 10. Since
the boundary perception errors are non-normally distributed, we performed a Wilcoxon
analysis to examine the user’s perceptions of straight surface perception errors (angle error)
and curved surface perception errors (distance error). The data show that the straight
surface error is significantly different from the surface error (p < 0.0001, r = 0.09).
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Figure 10. Errors in the user’s perception of the boundaries of the virtual 3D range. (a) Distribution
frequency of user distance perception error. (b) Distribution frequency of user angle perception error.

User evaluations of the ease of learning and interactivity of the system were collected
in different experimental sessions and the results are shown in Figure 11. Since the user
evaluation scores were non-normally distributed, we conducted a Wilcoxon analysis to test
this. Participants rated both the ease of learning and interactivity of the system highly, with
no significant difference between the two (p < 0.01, r = 0.38), indicating that their effects
are largely independent of each other. The experimental results suggest that there may be
limitations in how well people can perceive boundaries within virtual objects, but they also
demonstrate that the system is highly usable and engaging.
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Figure 11. User evaluation of the ease of learning and interactivity of different functions.

4.2. Eye-Tracking Experiment
4.2.1. Eye-Tracking Experiment Design

The visual module is one of the most intuitive and important interaction modalities for
humans. The visual modality utilizes human visual perception and attention to guide users’
focus and their interactions. By leveraging visual cues, such as highlighting, animation, and
visual hierarchy, important information can be emphasized and capture users’ attention
within the interface.

To investigate relevant information about user attention and cognitive processes,
we designed a comprehensive eye-tracking data collection method in the context of this
augmented reality visualization system. During the experimental process, the system
records real-time gaze focus data on the graphical interface for each participant based on
their interactions with the system. This aids in identifying specific elements and areas
that users focus on during the interaction. Additionally, we designed the recording of the
duration participants gazed at each graphical interface to assess their levels of attention.
Longer gaze duration typically indicates greater interest or cognitive load.

In conducting eye-tracking experiments for augmented reality visualization systems,
we invited six participants to ensure breadth and reliability of the experiment. Initially,
participants underwent eye-tracking calibration on the AR device to accurately track and
record their gaze points during the experiment, accounting for variations in individuals’
eye characteristics. Following eye-tracking calibration, participants engaged in the formal
eye-tracking experiment integrated within the smart home scenario. In this experiment,
users first activated the real-time status visualization interface of the actual devices using
the AR device, which, in turn, triggered the eye-tracking module of the system. Building
on the aforementioned experimental steps, participants were free to explore the scene
based on their interests and carry out exploratory trials. Additionally, when users activated
the real-time status visualization interfaces of multiple devices through eye-tracking, we
prompted them to activate the system’s status management interface by fixating on either
the left or right palm, allowing them to view the real-time statuses of all devices in the
system. Throughout the eye-tracking interactions and experimental process described
above, the system recorded each user’s eye-tracking behavior, focus, and gaze data using
the eye-tracking data recording method we designed. Furthermore, to visually demonstrate
participants’ usage and manipulation of the visualization control panel within the system,
a heatmap of their eye gaze, generated based on their gaze duration and frequency on each
visualization interface, was overlaid on the interface, as shown in Figure 12.
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In summary, in this experiment, participants were allowed to engage in exploratory
attempts within the scenario, in addition to the tasks they were prompted to complete.
This open design provided participants with greater autonomy, encouraging more natural
interaction with the system in the augmented reality scenario. This design approach
facilitated the collection of more authentic eye-tracking behavior data, allowing us to better
understand user needs and improve the interaction design of the augmented reality system.
We evaluated the usability of the interaction interfaces in the AR system and captured users’
most authentic eye-tracking data in the augmented reality scenario. By analyzing users’
fixation points, fixation duration, and gaze areas, we assessed the interaction effectiveness
and efficiency between users and the interface. This evaluation helped us identify potential
issues in the interface design and provide improvement suggestions to enhance user
interaction experience and task completion efficiency.

Figure 12. Eye-tracking heatmap of participants in augmented reality system. It provides a visual
representation of the specific elements and areas that users focus on during eye-tracking experiments
in the interaction process.

4.2.2. Experiment Results

Through the comprehensive and detailed eye-tracking data collection method men-
tioned above, we collected experimental data for each participant. The collected eye-
tracking data serve as the basis for subsequent analysis. By using relevant data processing
tools and techniques, researchers can gain insights into users’ attention distribution, infor-
mation processing patterns, and cognitive load. These insights are crucial for improving
system interface design, optimizing user experiences, and conducting user research.

We processed gaze point data obtained from participants. Since augmented reality
visualization systems involve overlaying virtual reality onto the real world, the gaze
coordinates for each user focusing on the visualization graphical interface within the
system may vary based on their position. Therefore, we normalize the coordinates of
the gaze points for each user by recording the central coordinate point of the scene. The
processed data are then plotted on the same scatter plot to visually depict the eye’s visual
behavior and points of attention for each user. As the system enhances the real-world
three-dimensional environment, users’ graphical interface gaze data may present different
results in a two-dimensional plane compared to the three-dimensional environment. Thus,
we normalized participants’ eye attention data and plotted both the scatter plot in the
two-dimensional plane and the scatter plot in the three-dimensional environment. We
selected gaze data from each participant on two visual interfaces during the experiment, as
shown in Figure 13.
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Figure 13. These scatter plots depict participants’ eye-tracking gaze data on the visual interface,
generated during the eye-tracking experiment. They showcase the eye movement data results from
two different graphical interfaces within the system. The data have been normalized and standardized,
aligning it to a consistent coordinate system. On the left side, the scatter plot displays the eye-tracking
data results of the system’s graphical interface in a two-dimensional plane. On the right side, the
results present users’ three-dimensional eye-tracking data on the graphical interface in an augmented
reality setting. This chart reflects each user’s focal points during the eye-tracking experiment.

Different participants exhibited varying levels of interest in different scenes or in-
terfaces during the experiment. To evaluate users’ attention intensity towards different
elements, we recorded the duration of each participant’s gaze on each graphical interface.
Additionally, since participants may have multiple discontinuous fixations on the same
interface, we calculated the total gaze duration for each participant by summing the gaze
times on that particular interface. Longer gaze durations typically indicate higher interest
or cognitive load. The results are shown in Figure 14.

Through the eye-tracking experiments conducted in this system, we have collected
a substantial amount of user gaze data. Analyzing and discussing these data allows
us to gain a deeper understanding of the participants’ attention distribution and usage
preferences while using the system, providing valuable insights for optimizing the system’s
user experience and interface design.
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Figure 14. Total gaze duration of different participants on five different graphical interfaces in the
eye-tracking experiment. By calculating the total gaze duration of each participant on each interface,
we can extract the attention intensity of each user towards different elements. Longer gaze durations
typically indicate higher interest or cognitive load.

5. Discussion
5.1. Analysis of System Advantages and Usability Experiment Results

Previous research has highlighted that interactive scene visualization in immersive
virtual environments can offer decision support [40]. By utilizing AR visualization systems
for complex decisions, a more intuitive, real-time, multimodal, and collaborative decision-
making environment is provided, thus improving the quality and efficiency of decision
making. In the context of smart homes, visualizing privacy-invasive devices around the
user can assist the user in recognizing the presence of privacy devices and making necessary
adjustments [41]. Moreover, some researchers have implemented data type visualization
for common privacy-invasive devices, such as cameras and smart assistants, to aid user
decision making [42]. The system proposed in this paper introduces a visualization system
that can be applied to various scenarios, simplifying complex situations and helping users
make decisions in an immersive manner. The system provides users with a more immersive
and engaging experience by superimposing virtual objects onto the real world. This
enables users to perceive information more intuitively and naturally, thus deepening their
understanding and memory of the content. In addition, augmented reality visualization
systems can combine multiple sensory technologies, such as vision, hearing, and touch,
to provide information from multiple perspectives. This can enhance users’ perception of
the environment and help them better understand complex situations. This will enable
decision-makers to better understand and analyze data, consider factors and variables
more comprehensively, and make more informed and accurate decisions.

The results of the user experiments provide valuable insights into the effectiveness
of the system. The finding that users tended to click on the menu for device selection
indicates that the system successfully provided users with the flexibility to choose and
switch between different devices for interaction. This demonstrates the system’s capability
to support multi-modal perception and interaction, allowing users to utilize different input
devices based on their preferences or specific task requirements. Furthermore, during
the experiment, the number of user interactions and time consumption in the subsequent
scene setting tasks were significantly lower than in the first scene, suggesting that after
learning, users quickly become familiar with the system. This indicates that the system
has a learning curve, and with practice, users can become more adept at navigating and
interacting with the augmented reality environment. Users’ ratings of the ease of learning
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to operate the system with different functions became higher, which also suggests that
the system is user-friendly and easy to learn. Users found it relatively easy to grasp the
system’s functionalities and felt comfortable interacting with the virtual objects. The higher
ratings of interactivity compared to ease of learning suggest that users perceived the system
as highly interactive and engaging, even though it might have required some initial effort
to learn. In summary, the experimental data and analysis provided valuable insights into
the effectiveness and usability of the system. Experimental participants indicated that
the system provided a user-friendly and engaging experience and that the smart device-
based visualization system provided an important reference for decision making in their
scenarios. In summary, the experimental data and analysis provided valuable insights into
the effectiveness and usability of the system.

5.2. System Modules’ Usability Analysis

The user management module of this augmented reality visualization system com-
prises four parts: system tutorials, system experiments, data recording, and data analysis.
At the current stage, it demonstrates good system robustness. Considering participants’
backgrounds and skill levels, the system tutorials aim to help experiment participants
quickly grasp the operational procedures within the augmented reality interaction system
environment. They provide clear guidance and instructions, using concise and understand-
able language and illustrations, ensuring accurate execution of experimental tasks and
reducing misunderstandings about the experimental process.

Additionally, the system’s experimental design aligns with participants’ actual needs
and interaction styles. Employing multi-modal perceptual interaction experiments greatly
reduces the difficulty of participants’ experiments and improves their user experience.
The comprehensive experimental design allows precise recording of each participant’s
focus on specific elements and areas during the interaction experiment. By analyzing the
recorded user attention and gaze points, we can further refine the design of the system’s
visual graphical interface, thereby elevating users’ experience and immersion. Moreover,
the comprehensive data recording module captures participants’ real-time interaction
data using various formats such as images, text, and videos. The analysis of obtained
eye-tracking data enables a prompt understanding of participants’ actual usage patterns,
providing valuable empirical data and user recommendations for future research and
system performance improvements.

Furthermore, the system integrates a comprehensive data processing and analysis
module for a thorough examination of participants’ experimental data. Continuous en-
hancements to the user management module and the overall interaction experience are
derived from insights gained through participants’ data analysis results. These improve-
ments aim to meet the varied usage and exploration needs of participants with different
backgrounds. The visual representation of each participant’s attention distribution, in-
formation processing patterns, and cognitive load, based on eye-tracking data analysis
results, guides further optimization of the system’s interaction modes and visual graphical
interface distribution. Overall, this data-driven approach furnishes accurate evidence for
system optimization and future research.

In summary, while the member management module of the system performs well
at this stage, our pursuit is to optimize and enhance the augmented reality visualization
system. Designing personalized member management is our next research direction, con-
sidering the specific needs and interaction preferences of different participants, for example,
providing system tutorials and experiment difficulty levels tailored to participant’s skill
levels and proficiency to meet their learning and exploration needs.

5.3. Multi-Modal User Data Acquisition Method

The proposed AR visualization system aims to enhance multi-modal perception and
interaction by incorporating diverse sensory modalities. In this study, we conducted
two pivotal experiments, namely the AR interactive experiment and the eye-tracking ex-
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periment, to comprehensively assess the functionality of the overall system. Through these
two experiments, a diverse set of multi-modal data, including gestures, air taps, perception,
and eye-tracking data, was collected to understand the cognitive processes and experiences
of users during the interaction, facilitating a better overall evaluation of the system. In
the AR interactive experiment, the obtained experimental data reflected the system’s good
learnability and interactivity. It laid the foundation for improvements in boundary percep-
tion and user adaptability. Traditional multi-modal interaction research has predominantly
concentrated on visual, auditory, and tactile aspects [14,32], often overlooking eye-tracking
technology. In response, our system introduces eye-tracking technology to capture the
user’s gaze, facilitating a more natural and intuitive interaction. A multi-modal system that
incorporates sophisticated eye-tracking enables users to engage through gaze positioning,
gesture control, and tactile feedback, thereby enhancing user participation and immersive
experiences. Our eye-tracking experiment for the eye-tracking data acquisition module
built in this system involves collecting data such as trajectories and heatmaps on the AR
panel, providing valuable insights for analysts to examine users’ visual behavior patterns
and evaluate and enhance the system’s UI interface design. Through multi-user eye-
tracking experiments, we discovered the system’s sensitivity to eye movement calibration,
providing significant assistance for subsequent system improvements.

Overall, the system showed promise in capturing diverse user data modalities. How-
ever, the testing highlighted opportunities to improve multi-modal data collection accuracy
and reliability through adaptive calibrations, spatial reference standardization, and multi-
modal input fusion. Enhancing the system’s capabilities to seamlessly integrate these
modalities into natural interactions would further augment users’ sense of immersion and
engagement. The user data provide valuable insights to inform the iterative refinement of
the system’s multi-modal interaction design.

5.4. System Limitations and Future Expansion Points

The results of the user experiments indicate several limitations and areas for future
expansion in the augmented reality visualization system. One limitation is the potential
difficulty in accurately perceiving the depth and spatial relationships between virtual
and real-world objects. The lack of depth perception in the augmented reality overlays
can hinder users’ ability to interact effectively with the virtual objects. To address this,
future development could explore the integration of tangible user interfaces combined with
depth sensing technologies such as depth cameras or sensors, to provide users with more
accurate depth perception in the augmented reality environment. This would enable more
precise interaction with virtual objects and enhance the system’s multi-modal perception
capabilities.

Another limiting factor is that eye-tracking in current systems is only used for data
visualization. In terms of future expansion, the system could benefit from the integration
of gaze-based interaction techniques. By combining eye-tracking with the user interface,
users could perform actions such as object selection, navigation, and menu control through
their gaze. This would provide a more natural and intuitive interaction modality, reducing
the reliance on physical manipulation and further enhancing the system’s multi-modal
perception and interaction capabilities. Additionally, future development could focus on
incorporating advanced visualizations and overlays that take advantage of eye-tracking
data. For example, the system could dynamically adjust the size, position, or content of
augmented reality overlays based on users’ gaze patterns and visual attention. This would
enable a more personalized and context-aware augmented reality experience, enhancing
users’ perception and interaction with the virtual objects. Furthermore, the system could
benefit from the integration of machine learning algorithms to analyze and interpret users’
gaze data. By leveraging machine learning, the system could learn and adapt to individual
users’ gaze patterns, preferences, and behavior, further enhancing the personalized and
adaptive nature of the augmented reality experience.
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In conclusion, while the augmented reality visualization system has the potential
to enhance multi-modal perception and interaction as well as improve complex decision
making, there are limitations and areas for future expansion. Improving eye-tracking
accuracy, improving depth perception, incorporating gaze-based interaction techniques,
and leveraging machine learning algorithms are key areas to address. By expanding the
system’s capabilities in these areas, it can provide users with a more immersive, intuitive,
and personalized augmented reality experience and thus provide better support and
assistance for complex decision making.

6. Conclusions

This study proposes an augmented reality visualization system that focuses on the
potential of augmented reality visualization technologies in improving human decision
making through enhanced multi-modal perception and interaction. We conducted a se-
ries of experiments, including a multi-modal interaction experiment and an eye-tracking
experiment, within the context of a smart home system scenario, to evaluate the system’s
performance. The visualization system provides decision-aiding information, and the
multi-modal perception and interaction methods under AR, especially the eye-tracking
technology, provide an immersive decision-making environment under the scene, which
comprehensively improves the user’s ability to understand the information for decision
making. Our study contributes to the advancement of augmented reality and human–
computer interaction, presenting new possibilities for interactive visualization systems.
The results of the experiments indicate that the integration of eye-tracking enhances the
user experience and provides immersive interaction, allowing for a broader analysis of user
behavior. However, there are limitations to consider, such as boundary perception errors
and the limited application of eye-tracking, which restrict the system’s usability in certain
scenarios. To further advance this field, future research should focus on improving reality
perception, target recognition, and tracking to achieve diverse and natural interactions,
thereby enhancing the quality and efficiency of complex decision making.
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MDPI Multidisciplinary Digital Publishing Institute
DOAJ Directory of open access journals
TLA Three letter acronym
LD Linear dichroism
AR Augmented Reality
UI User interfaces
TUIs Tangible user interfaces
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VR Virtual Reality
GUIs Graphical user interfaces
HMDs Head-mounted displays
MRTK Mixed Reality Toolkit
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