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Abstract: This paper introduces a hybrid framework for port container throughput forecasting,
which is essential in global trade and transportation systems. It uses a multidisciplinary method
that combines artificial intelligence, link prediction, and complex networks. To better grasp the
interconnection and dynamics of port operations, time series data are first transformed using complex
network theory into a network structure. The framework applies 13 similarity metrics, encompassing
various aspects of network structural similarity, to form a feature set representing the complex
port operation network. The most effective features are selected using the maximum relevance
minimum redundancy (mRMR) method, adhering to systems theory’s efficiency principles. These
features are processed through SVM, DNN, and LSTM models for link prediction, which is crucial for
forecasting in port logistics. Finally, the methodology concludes with regression analysis to obtain
container throughput forecasts, which is a key metric in port systems management. Case studies of
Shanghai Port and Shenzhen Port validate the framework’s effectiveness, demonstrating a significant
improvement in forecasting accuracy over the baseline models. This study contributes to systems
analysis by showcasing a hybrid, AI-enhanced approach for managing and forecasting critical aspects
of maritime trade systems.

Keywords: container throughput; complex network; link prediction; artificial intelligence; visualization

1. Introduction

Within the framework of systems theory, trade integration and economic globalization
are heavily dependent on the systemic operation of port logistics, which constitutes the
bedrock of the global economy. Ports, as critical nodes in international trade, play a
vital role in the global logistics network, underscoring the interdependent nature of the
global economic system. Container shipping, as the predominant mode of international
freight transport, is characterized by its high efficiency and low cost, emerging as the
dominant form of maritime transportation [1], and symbolizing the close-knit connections
of the global economy. From the perspective of systems analysis, port planning extends
beyond mere physical infrastructure; it encompasses resource allocation, transportation
management, and local economic development, each of which is an integral component
of the global economic system. The accurate forecasting of port container throughput is
of paramount importance, serving not only as a key metric for assessing system efficiency
but also providing a crucial basis for strategic decision-making in resource allocation
and transportation management. With the increasing interconnectedness of the world
economy, such forecasts are indispensable for enhancing the responsiveness of the system
and supporting sustained growth.

This article focuses on proposing a hybrid forecasting model that integrates complex
networks, link prediction, and artificial intelligence algorithms to enhance the predictive
performance of container throughput. The rest of the work is structured as follows. Section 2
reviews past studies related to the forecasting of container throughput. Section 3 discusses
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the research methods used in the proposed forecasting framework of this paper. Section 4
presents the forecasting results. Finally, Section 5 summarizes the research findings of this
paper, identifies its limitations, and provides an outlook for future research.

2. Literature Review

Since the 1980s, scholars have extensively researched the forecasting of port container
throughput, mainly employing three types of forecasting methods: econometric models,
artificial intelligence models, and combined forecasting approaches. Econometric models
use statistical models to forecast port container throughput, with the Autoregressive Inte-
grated Moving Average (ARIMA) [2] model being the most widely applied. However, these
models primarily capture the linear characteristics of the data. As processing power and
artificial intelligence technologies grow, machine learning and deep learning models, which
are adept at depicting the nonlinear features of data, have been widely used in forecasting
domains such as exchange rate forecasting [3] and electric load forecasting [4]. Notably,
Fan et al. [5] used the NARX neural network model to forecast container throughput at
Shanghai Port, demonstrating its effectiveness in capturing complex nonlinear relationships
in data for accurate predictions. Port container throughput, influenced by the hinterland
economy, policy environment, and seasonality, exhibits considerable uncertainty in the
original series, making it challenging for a single model to adequately represent the data.
Consequently, scholars have proposed hybrid forecasting models that combine various
individual methods. For instance, Huang et al. [6] applied local outlier factors for anomaly
detection in time series and designed a hybrid model based on projection pursuit regres-
sion and genetic programming (GP) for predicting container throughput at Qingdao Port.
The findings showed that hybrid forecasting models have higher prediction accuracy and
robustness compared to single models.

Time series analysis and forecasting have been gradually incorporated into complex
network theory, which has been widely applied in recent years in fields like bioinformatics,
social networking, and financial risk control. Analyzing time series data patterns and
structural features forms the basis of this approach. Lacasa is credited with the significant
creation of the visibility graph technique, which maintains low computing complexity while
changing time series into networks with nodes and edges [7]. It does this by preserving the
fluctuation properties of the data. Time series forecasting is made easier by examining the
altered network’s topological structure. Building on this algorithm, subsequent studies, like
the limited penetrable visibility graph, which was proposed by Zhou [8], further improved
the ability to handle noise. Additionally, Ma [9] and other scholars proposed the multi-
variate visibility graph for handling multivariate time series. Despite these improvements,
the visibility graph algorithm remains advantageous in practical applications due to its
simplicity and low complexity.

One important mission in the study of complex networks is link prediction, which
depends on the analysis of node information and network architecture to forecast the
possibility of links between nodes. The information included in the network’s topological
structure is the central focus of classic link prediction algorithms, which estimate node
similarity using three different kinds of similarity measures in line with local, semi-local,
and global information. Among them, techniques depending on individual node character-
istics, like the Jaccard and Common Neighbors (CN) similarity indices, focus on the direct
connections between nodes and, because of their high computing efficiency, are appropriate
for vast networks. Methodologies combined with semi-local node information have limited
applicability across different network types, while those based on global node information
consider the entire network’s structure but are not suitable for big networks owing to their
higher computational power. Given the significant structural differences between networks,
these methods may perform well in some networks but not in others. In recent years,
scholars in link prediction research have tended to integrate multiple similarity indices
to obtain a composite similarity value and make link predictions based on this value to
achieve better prediction results. Therefore, the selection of similarity indices and the deter-
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mination of integration weights are particularly crucial. Liu et al. [10] used the Ordered
Weighted Averaging (OWA) algorithm to obtain weights for various similarity indices. A
linear framework was presented by Zhang et al. [11] to integrate different single similarity
indices, but this method only used connected node pairs to establish the linear regression
model, ignoring the impact of indirectly connected node pairs. Thus, in link prediction
research, how to select similarity indices is an urgent problem to be solved, as it greatly
influences the prediction results. In the last few years, many scholars have considered
the value of the paths between two nodes in link prediction research. Ayoub et al. [12]
discussed the impact of using paths of different lengths as a parameter in the accuracy of
indices. Their research showed that good prediction accuracy could be achieved when
the path length is two or three. Meanwhile, with the popularity of artificial intelligence
algorithms, scholars have begun to explore combining machine learning algorithms for link
prediction research. In these studies, in addition to network representation learning and
graph neural networks, machine learning binary classification models based on network
topology characteristics and local node feature information also have good applicability.
Güneş et al. [13] combined the topological structure similarity indices of static networks
with the ARIMA model, and the proposed time-series link prediction algorithm achieved
good experimental results.

Based on the aforementioned analysis, the main research gaps in the field of port
container throughput include an insufficient application of complex network theory in the
prediction of port container throughput, particularly in aspects of link prediction and the
transformation of time series data into network structures. Furthermore, existing research
predominantly focuses on traditional predictive models, with inadequate exploration
of hybrid forecasting frameworks that integrate complex network theory and artificial
intelligence algorithms. Additionally, current research on the applicability and effectiveness
of different network structural features and link prediction algorithms in the prediction of
port container throughput remains relatively limited. In light of these observations, this
study employs a combination of complex network theory, link prediction, and artificial
intelligence models to analyze and forecast port container throughput, considering the
analysis that was previously presented. The main contributions of this study are as follows:
(1) By utilizing the visibility graph algorithm, time series data can be transformed into a
network structure. This transformed network incorporates the feature information of links
between nodes, which enables automatic learning of these features for link prediction. As a
result, the forecasting results become more stable due to the enhanced ability to predict
links between connected nodes. This approach is particularly effective in revealing dynamic
relationships and patterns within port transportation networks, offering a unique perspective
compared to traditional data-driven forecasting methods; (2) By adding second-order path
information, the modified network’s structural properties are more accurately represented,
node interactions and associations are captured and analyzed with better accuracy, and the
structural information for prediction is more richly represented; (3) The paper introduces
13 single-mechanism index signals of network structure similarity from local, semi-local, and
global viewpoints and offers the idea of integration. Better forecasting results are obtained by
choosing feature indicators that are appropriate for the network structure of this article using
the maximum relevance minimum redundancy algorithm (mRMR).

3. Methods
3.1. Theory of Complex Networks
3.1.1. Complex Networks and Their Topological Properties

Complex networks serve as a vital tool in the study of time series data, typically repre-
sented using nodes and connecting edges. The theoretical foundation of complex networks
lies in graph theory, where a network is defined as G = (V, E), with V = {v1, v2, . . . , vN}
representing the group of nodes, and E denoting the set of edges or links [14]. Networks
can be classified as directed unweighted networks, undirected weighted networks, directed
weighted networks, or undirected unweighted networks based on the type of connections
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that exist between nodes. The network G is a simple, undirected, unweighted network with
N nodes and M edges. The adjacency matrix A = (a ij

)
N×N

of network G is an N-order

real symmetric matrix. If there exists an edge (vi, v j

)
∈ E, then the elements within the ith

row and jth column of A are denoted as aij = 1; otherwise, they are set to 0.
The primary topological characteristics of networks include degree and average degree,

average path length, and clustering coefficient. They are detailed as follows:

(1) The Degree

One of the most basic and straightforward ideas for describing the characteristics of
individual nodes is the degree. In an undirected network, the degree ki of node i is defined
as the number of edges directly connected to node i. For simple graphs without self-loops
and multiple edges, the degree ki of node i also represents the number of other nodes
directly connected to the node i.

(2) Average Degree

The term “network average degree” refers to the average degree value for all nodes
inside the network., denoted as ‹k›. Given the adjacency matrix A = (a ij

)
N×N

of network

G, we have:

ffikffl =
1
N ∑N

i=1 ki =
1
N ∑N

i,J=1 aij =
1
N ∑N

i,j=1 aji (1)

where ki represents the degree of the network and N is the number of nodes in the network.

(3) Average Path Length

In the theory of complex networks, the distance between nodes defines the number of
shortest path edges, and the mean length of the path l of the entire network refers to the
average distance between all pairs of nodes. Its formula is as follows:

l =
1

N(N − 1)∑i,j∈V(i ̸=j) dis(i, j) (2)

where N represents the number of nodes in the network, V represents the set of nodes in
the network, and dis(i, j) represents the distance between node i and node j.

(4) Clustering Coefficient

The clustering coefficient, which represents the density of the network and shows how
many common neighbors connected nodes share, is used to characterize how network nodes
cluster together. For node i, its clustering coefficient Ci can be computed using the formula:

Ci =
2Ei

ki(ki − 1)
(3)

where ki represents the degree of node i and Ei denotes the actual number of edges among
these ki nodes. The average of the clustering coefficients of all nodes is the clustering
coefficient for the network as a whole, and its formula is as follows:

C =
1
N ∑i Ci (4)

3.1.2. Visual Graph Algorithm

Time series data can be mapped into a network using the Visual Graph Algorithm [7],
which visualizes the time series’ geometric characteristics. For a set of time series data,
S = {(t1, y1), (t2, y2), . . . , (ti, yi), . . . , (tN , yN)}, where yi denotes the value at the time point
ti. In the visual graph, each point in the time series is considered a node. For any two
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nodes (ta,ya) and (tb,yb) in the time series, if there exists any data point (tc,yc) satisfying the
principle of visibility inequality Equation (5), then (ta,ya) and (tb,yb) are considered visible.

yc < yb + (ya−yb)
tb − tc

tb − ta
(5)

Three basic aspects characterize the visual graph created by the visual graph algorithm:

(1) Connectivity: Every node is viewable to at least its closest neighbors, forming an
interconnected network;

(2) Undirectedness: Links are not directed;
(3) Stability: If the horizontal and vertical coordinates of the time series are scaled, the

principle of visibility remains unchanged.

3.2. Concepts of Link Prediction
3.2.1. Description of Link Prediction Problem

A basic topic in network science is link prediction, which involves forecasting when
two disconnected nodes will form a link or deduce missing links in a network. Taking an
undirected, unweighted simple network G as an example, if all nodes in the network are
linked, there are a total of N(N − 1)/2 edges and the set of unlinked links is denoted as
U − E. Link prediction involves providing the topological structure of the network G at
time T and predicting the topological structure of the network G′ at time T + ∆t, as shown
in Figure 1 (Circular numbers represent nodes, solid lines represent existing connections
and the red dashed lines represent the predicted potential links).
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Figure 1. Diagram Illustrating Link Prediction Problem.

To assess the accuracy of link prediction algorithms, the link prediction dataset (link
set) is split into a training set ET and a test set EP. The network information in the training
set ET is primarily used for training and learning, while the test set EP is employed to assess
the link prediction accuracy of the algorithm. It is essential to ensure that E = ET ∪ EP and
the intersection between ET and EP is empty.

3.2.2. Measurement of Network Structural Similarity

To forecast future connections, link prediction algorithms use the structural infor-
mation of a network to calculate the similarity scores for two node pairs. Three types of
structural information about a network exist, global, semi-local, and local, which correlate
to different kinds of similarity measures.

Similarity methods based on local information utilize structural information related to
node neighborhoods to determine how similar each node is to the other nodes in the network.
These approaches have great parallelism and are faster than non-local approaches. Specifically:

(1) CN Index: The similarity between two nodes is defined as the number of shared neighbors
between the two nodes [15]. This index defines the similarity function as follows:

CN(i, j) =
∣∣Γi ∩ Γj

∣∣ (6)

where Γi ∩ Γj represents the set of common neighbors between node i and node j, and
the symbol |·| denotes the number of elements in a set;
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(2) AA Index: This similarity measure aims to quantify the similarity between two entities
based on their shared features [16]. If we consider neighbors as features, it can be
expressed as:

AA(i, j) = ∑z∈Γi∩Γj

1
log|Γz|

(7)

where Γi ∩ Γj represents the set of common neighbors between node i and node j,
|Γz | is the number of common neighbors z, and the logarithmic function log is used
to reduce the weight of nodes with a large number of neighbors;

(3) RA Index: The idea behind such an index is to compare the challenge of creating
connections inside a network to the process of allocating resources [17]. It simulates
the transfer of resources between two disconnected nodes i and j through neighboring
nodes. The similarity function is expressed as:

RA(i, j) = ∑z∈Γi∩Γj

1
|Γ z|

(8)

where Γi ∩ Γj represents the set of common neighbors between node i and node j, and
|Γz| is the number of common neighbors z;

(4) PA Index: This index is based on the assumption that new connections in the network
are more likely to occur between nodes that already have a higher number of connec-
tions. According to this assumption, a likelihood score is derived for the existence of
a link between two nodes [18]. The similarity is defined as:

PA(i, j) = ki × k j (9)

where ki and k j are the degrees of nodes i and j, respectively;
(5) Jaccard Index: This frequently used coefficient is used to compare the variety and

similarity of sample sets in information retrieval systems [19]. It calculates the pro-
portion of unique neighbors in two nodes’ combined neighborhoods to the common
neighbors between them. It is defined as:

Jaccard(i, j) =

∣∣Γi ∩ Γj
∣∣

|Γ i ∪ Γj
∣∣ (10)

where
∣∣Γi ∩ Γj

∣∣ is the number of common neighbors between node i and node j, and
|Γ i ∪ Γj

∣∣ is the total number of neighbors for both nodes;
(6) HPI Index: This index was introduced to address modularity in metabolic networks,

characterized by a hierarchical structure where interconnected modules are isolated
from each other [20]. The primary objective of this similarity measure is to discourage
link formation between hub nodes while encouraging link formation between low-
degree nodes. The specific definition of the HPI index is not provided in the given
context. It is defined as:

HPI(i, j) = min
(
ki, k j

)
(11)

These similarity algorithms, which are based on semi-local information, take into
account more information than local indicators and ignore redundant data that adds little
to no value to prediction accuracy. Specifically:

(1) Local Random Walk (LRW) Index: LRW is a technique based on random walks, simu-
lating a random walker starting from a source node and moving to neighboring nodes
with a certain probability, continuing until a specific number of steps or conditions
are met. The walker records the sequence of nodes traversed, typically considering
only nodes reached within a certain number of steps. It is defined as:

LRW(i, j) =
|Γ i|
2|E|

→
pi

j(t) +
|Γ j

∣∣∣
2|E|

→
pj

i(t) (12)
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where |Γ x| and |Γ y

∣∣∣ represent the number of common neighbors of nodes i and j,

|E| is the total number of edges in the network,
→
pi

j(t) denotes the probability of visiting

node i at step t, and
→
pj

i(t) is the probability of visiting node j at step t;
(2) Superimposed Random Walk (SRW) Index: This index considers the degree of overlap

between random walk paths between two nodes [21]. This behavior can be captured
by summing the contributions of each walker as follows:

SRW(i, j) = ∑t
i=1

|Γ i|
2|E|

→
pi

j(i) +
|Γ j

∣∣∣
2|E|

→
pj

i(i) (13)

(3) FL Index: Just like the Local Path Index, FL is a quasi-local metric based on path
counts between nodes of interest [22]. This method incorporates normalization and
additional path-length penalty mechanisms. The similarity between two nodes x and
y is calculated as follows:

FL(x, y) = ∑l
i=2

1
i − 1

(A i
)

x,y

∏i
j=2(|V| − j)

(14)

where i is the path length, l is the maximum path length, (A i
)

x,y
represents the

number of paths of length i from node x to node y, and |V| represents the total
number of nodes in the graph.

Techniques for calculating similarity that rely on global information assess each link
by using the network’s overall topology. Specifically, it is as follows:

(1) Katz Index: This measure penalizes longer paths according to their length by adding
up the influence of all feasible paths between two nodes [23]. It is defined as:

Katz(i, j) = ∑∞
l=1 βl pathsl

i,j (15)

where pathsl
x,y is the set of paths of length l between nodes i and j, and βl is the decay

factor corresponding to these path lengths, satisfying 0 < β < 1;
(2) The Average Commute Time (ACT) Index: This measure represents the average

number of steps needed for a random walker to start at node i, go to node j, and then
return to node i. It has the following definition:

ACT(i, j) = ∑N
k=1,k ̸=0

1
λk

(ϕk(i)−ϕk(j))2 (16)

where N is the graph’s overall number of nodes, λk is the kth non-zero eigenvalue
of the Laplacian matrix, and ϕk(i) and ϕk(j) are components of the eigenvector
corresponding to the kth eigenvalue for nodes i and j, respectively;

(3) LHNII Index: In addition to the number of shared neighbors, the degree of those
neighbors also influences the probability of an edge living among both two nodes.
The following is the computation formula:

LHNII(i, j) =
|N(i) ∩ N(j)|

ki × k j
(17)
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(4) MFI Index: The main concept of this index is to construct a “matching forest”, which
is a set of node pairs that exist in both graphs and exhibit similar connection patterns.
The following is the calculating formula:

MFI(i, j) = (I + L)−1 (18)

where I stands for the identity matrix, and L represents the Laplacian matrix.

3.2.3. Link Prediction Considering Second-Order Path Information

In the network G = (V, E), each edge represents a direct connection between two
nodes, which is considered as first-order path information. If in the network, two nodes are
not directly connected by a single edge but can reach each other through a third node (as
an intermediary), then the path between these two nodes is defined as second-order path
information. Let us assume a network G = (V, E) with a node set V = {v1, v2, v3, v4} and
an edge set E = { (v 1, v2) , (v 1, v3) , (v 2, v4) , (v 3, v4)}, as shown in Figure 2.
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Thus, the first-order path information for node v1 consists of the edges connecting
v2 and v3, as well as the node information. Conversely, the second-order path information
for node v1 includes the information on nodes and edges contained in v4, in addition to
what is in v2 and v3. By combining the structural information of nodes and the structural
information of node neighbors, the node similarity considering second-order paths is
redefined as shown in Equation (19):

S∗
xy = Sxy + αS2

xy (19)

In this context, Sxy represents the similarity matrix for first-order paths and S2
xy rep-

resents the similarity matrix for second-order paths. The parameter α, which serves as a
tuning parameter, reflects the influence of second-order neighbor nodes on the structural
similarity of nodes and can be chosen based on the specific network. When α is set to 0,
S∗

xy represents the similarity matrix for first-order paths. Second-order path information
is used in this study to anticipate links. We have, therefore, established α∈(0,1). This is
because experimental results have demonstrated that α falls within the range of (0, 1), where
forecasting performance reaches a peak [24]. Moreover, the impact of second-order neigh-
bor information on node similarity is smaller than that of first-order neighbor information.
We used a 0.1 step size to choose various α values for our controlled tests.

3.3. The Maximum Relevance Minimum Redundancy Algorithm

For feature selection, the Maximum Relevance Minimum Redundancy algorithm
(mRMR) is commonly employed. Its goal is to extract a subset of characteristics with
low duplication from a dataset that has a strong correlation with the final output. The
main goal of this algorithm is to boost the effectiveness of data representation by reducing
unnecessary features, thereby enhancing the performance of models. It employs mutual



Systems 2024, 12, 23 9 of 22

information-based maximum statistical dependency between features [25]. Let X and Y be
two discrete variables. Then, the following is a definition of their mutual information:

I(X; Y) = ∑y∈Y ∑x∈X p(x, y)ln
(

p(x, y)
p(x)p(y)

)
(20)

where p(x) and p(y) represent the marginal probabilities of x and y, and p(x, y) is the
joint probability.

Finding a feature subset S among the m features {Xi } that collectively exhibits the
maximum dependence on the target class c is the goal of feature selection. Maximum
dependence is expressed as:

D =
1
|S|∑Xi∈S I(Xi; c) (21)

where Xi represents the i-th feature, c is the class variable, and S is the feature subset.
In addition, to eliminate variables that are redundant due to their inherent correlation,

we introduce minimum redundancy:

R =
1

|S|2 ∑Xi ,Xj∈S I
(
Xi; Xj

)
(22)

where I
(
Xi; Xj

)
represents the mutual information between feature i and feature j.

mRMR combines the two limitations mentioned above and achieves the following
conditions by simultaneously optimizing D and R:

max ϕ(D, R),ϕ = D − R (23)

To prevent the issue of unstable results that may arise from using a single structural
similarity measurement method for link prediction, this paper uses the mRMR algorithm to
select the appropriate similarity measurement indicators for the network structure to conduct
link prediction. This is due to the advantages and disadvantages of the three types of structural
similarity measurement methods in networks with different structural features.

3.4. Artificial Intelligence Algorithms

Given that AI models excel in handling complex patterns within data, they contribute
to the enhancement of the accuracy of predictions. In this paper, we selected Support Vector
Machine (SVM), Deep Neural Networks (DNN), and Long Short-Term Memory (LSTM)
models for identifying network features to predict links.

3.4.1. Support Vector Machine (SVM)

Support Vector Machine (SVM) [26] is a machine learning strategy centered around the
concept of statistical learning. The fundamental idea behind SVM for predictive analysis
is to map input samples to a space with several dimensions Rn using a special mapping
function φ(x), where the samples in Rn are linear. Therefore, predictive analysis can be
accomplished by employing linear regression methods in Rn, and its functional relationship
is as follows:

f (x) = ω·φ(x) + b (24)

where ω, b, and f (x) represent the weight coefficients, bias term, and the predicted value
for sample x, respectively.

For the linear regression problem, to make the resulting function f (x) as smooth as
possible, it is necessary to find a small weight, which transforms the linear regression
problem into a constrained optimization problem. By using relaxation techniques with the



Systems 2024, 12, 23 10 of 22

introduction of two relaxation variables ξi and ξ∗i , an objective optimization problem can
be formulated as a solution to the linear regression problem.

min
1
2
||ω||2 + c∑n

i=1(ξi + ξ∗i ) (25)

s.t.


yi − ω·xi − b ≤ ε+ ξi
ω·xi + b − yi ≤ ε+ ξ∗i

ξi ≥ 0
ξ∗i ≥ 0, i = 1, 2, . . . , n

(26)

where c is the penalty parameter that controls the extent of penalty for sampling error ε.
To further solve the above formula, incorporating all constraints into a multivariate

function, using the Lagrange algorithm to transform the constrained objective optimization
problem into a system of linear equations analytically, and ultimately obtaining the model’s
prediction value:

f (x) = ∑n
i=1(ai + a∗i )K

(
xi, xj

)
+ b (27)

3.4.2. Long Short-Term Memory (LSTM)

LSTM is a special type of Recurrent Neural Network (RNN) capable of handling se-
quential data with long-range dependencies among its elements [27]. Its main principle
involves utilizing internal states to uncover dependencies between elements in the sequence.
It comprises forget, input, and output gates to address the shortcomings encountered during
RNN gradient updates. The internal structure of a single-layer LSTM is depicted in Figure 3.
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Figure 3. LSTM Architecture Diagram.

(1) The forget gate is a key component of the LSTM model, and its primary role is to
control the memory storage within the network to better handle long sequential
information. The forget gate first linearly transforms the output from time t − 1 with
the input xt at time t. It then uses a sigmoid activation function to map the output to
the [0, 1] interval, indicating the degree of forgetting the previous time step’s memory
state. When the output of the forget gate is close to 1, the memory state from time
t − 1 is fully retained. When the forget gate’s output is nearly 0, the memory state
from time t − 1 is completely forgotten. The formula for the forget gate is:

f (t) = σ
(

W f [ht−1, xt] + b f

)
(28)

(2) The input gate is used to determine which information from the input data will be
passed to the subsequent time step at the previous time step. The input gate uses the
same calculating technique as the forget gate. The formula for the input gate is:

it = σ(Wi[ht−1, xt] + bi) (29)
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(3) The state unit of LSTM is an important internal variable used to store information at
time t and is updated through the control of the forget gate, input gate, and output
gate. The formula for calculating the internal state at the current time step is:

∼
Ct = it × Ct + ft × Ct−1 (30)

Ct = tanh(WC[ht−1, xt] + bC) (31)

(4) The output gate of the LSTM model is used to determine which information will be
transmitted to the next time step. The output gate is made up of a multiplication
of elements and a sigmoid activation function. The function of sigmoid responsible
for determining the information to be output, while the element-wise multiplication
regulates the importance of other information in the output state. Therefore, the
output gate controls which information is passed to the output. The formula for the
output gate is:

ot = σ(Woxt + Uoht−1 + VoCt + bo) (32)

ht = ot × sigm(Ct) (33)

where σ(•) is the Sigmoid activation function, tanh′(•) is the hyperbolic tangent
function, W f , Wi, and WC are the weight matrices for the respective layers, [ht−1, xt]
represents the concatenation of the previous time step’s output ht−1 and the current

time step’s input xt,
∼
Ct is the internal state at time t, Ct−1 is the internal state at time

t − 1, ft is the forget gate, it is the input gate, and Ct is the input state at time t.

3.4.3. Deep Neural Network (DNN)

A Deep Neural Network (DNN), also known as a multi-layer perceptron, consists of
three types of layers: input layer, hidden layers, and output layer. There are several neurons
in each layer, and all neurons in each layer are fully connected, as shown in Figure 4.
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In addition, the output value of a single layer in the DNN is represented by the
following equation:

ŷk = f 0
[
∑r

l=1

[
w0

l f h2
l

(
∑q

j=1 wh2
l j f h1

j

(
∑p

i=1 wh1
ji xi(k) + bh1

j

)
+ bh2

l

)
+bo]

]
(34)

where xi(k) i = 1, 2, . . ., p; k = 1, 2, . . ., n represents the variable used for input, and the
output variable’s fitted value is denoted by ŷk, where k is the pairing index value for the
input and output variables

(
xi(k), ŷk ). The weight wh1

ji is for the ith input leading to the

jth neuron in the first hidden layer (j = 1, 2, . . ., q), and bh1
j is the bias in the jth neuron

of the first hidden layer. The function f h1
j is the activation function at the jth neuron in the

first hidden layer, the weight w0
l is for the lth neuron in the output layer coming from the

second hidden layer, and bo is the bias at the neuron in the output layer. The function f 0 is
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the activation function at the neuron in the output layer. The weight wh2
lj is for the lth neuron

in the first hidden layer leading to the jth neuron in the second hidden layer (l = 1, 2, . . ., r),
bh2

l is the bias at the lth neuron in the second hidden layer, and f h2
l is the activation function at

the lth neuron in the second hidden layer.

3.5. Overall Prediction Framework

In light of the noteworthy nonlinear and intricate features of port container throughput
time series, this paper presents a predictive framework that integrates artificial intelligence
models, complex networks, and link prediction for analysis and forecasting. It is based
on the methods and principles discussed above. The application of these methods in the
context of port container throughput is relatively novel, and they collectively contribute to a
more accurate and robust forecasting framework. The four primary stages of the proposed
predictive framework are feature selection, link prediction, output prediction value, and
network creation of container throughput time series. Figure 5 is an illustration of the
research framework.
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In particular, this framework consists of the following four stages:

(1) Network construction of container throughput time series: Initially, the port container
throughput time series is transformed into a corresponding visual graph network
using the visual graph algorithm (as shown in Equation (5)) in complex networks.
The monthly dataset of port container throughput is examined to examine the net-
work’s topological properties, including clustering coefficient and network diameter.
Subsequently, the link dataset is partitioned based on the transformed visual graph
network, and first-order and second-order path information of the corresponding
network’s largest connected component is obtained;

(2) Feature selection: Connected and unconnected node pairs are extracted from the ob-
tained network. Thirteen similarity metrics, proposed from the perspectives of local,
semi-local, and global network structural similarity (as shown in Equations (6)–(18)),
are used as the feature set for complex networks. Feature selection is performed using
the Maximum Relevance Minimum Redundancy method to extract properties of the
structural network and capture latent information within the network (as shown in
Equations (20)–(23));
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(3) Link Prediction: The selected features are used as inputs for training SVM, DNN, and
LSTM models to perform link prediction. This means predicting whether there is an edge
(1 for existence, 0 for non-existence) between each pair of nodes based on their features;

(4) Output Prediction Values: Based on the predicted target node and the similarity to
other nodes, the node with the highest similarity, denoted as (t∗n, y∗n), is added to the
network. In this process, one edge is connected to the last node in the network (as
adjacent nodes are connected in the visual graph algorithm). In Figure 6, as shown
by the red dashed line, the target node is linked to the last node to be incorporated
into the network. Another edge links the node (t∗n, y∗n) to the node. For example, in
Figure 7, the 3rd node (highest similarity node) is linked to the 6th node via the red
dashed line, and the green solid line indicates that the 7th node is determined by
the 3rd and 6th nodes (adjacent nodes). To avoid using nodes that could produce
inaccurate estimations, the nodes with the highest similarity are selected to anticipate
future throughput [28]. Time series (tn+1, yn+1) are predicted using Equation (35) and
are then compared with other algorithms.

ŷn+1 =
yn − y∗n
tn − t∗n

(tn+1 − tn) + yn (35)
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4. Empirical
4.1. Data Description

This study selects Shanghai Port and Shenzhen Port as research subjects to validate
the effectiveness of the proposed framework. Shanghai Port is situated at the meeting
point of the Yangtze River and the East China Sea in the center of China’s coastline. It has
historically been a vital hub for China’s foreign trade and transportation. As the largest
port in the world in terms of container throughput and cargo volume, Shanghai Port holds
a critical position in the international logistics system. Shenzhen Port, situated in the
southern part of the Pearl River Delta and adjacent to Hong Kong, is a natural deep-water
harbor in South China. Located in the developed Pearl River Delta region and close to
international shipping routes, it serves as a crucial hub in China’s transportation network
and holds significant international strategic importance. Based on this, this paper selects
the time series data for container throughput for Shanghai Port from November 2000 to
December 2022 and for Shenzhen Port from November 2000 to February 2023 for forecasting
(Figure 8). For the Shanghai Port and Shenzhen Port container throughput datasets used
in this paper, 90% of the samples from each dataset were selected as training samples, and
the remaining 10% of the samples were used as test samples. This is done to validate the
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effectiveness of the hybrid prediction model combining complex networks, link prediction,
and artificial intelligence methods in the prediction of container throughput in Chinese ports.
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4.2. Experimental Setup

The foundational experimental setup was as follows: The hardware consists of an
AMD Ryzen 7 (2.0 GHz) CPU with 16 GB of RAM. The software environment is based
on a 64-bit Windows 11 OS, with algorithms implemented in Python 3.9. Key third-party
libraries used include Tensorflow for scientific computation, numpy and pandas for data
handling, pymrmr for feature selection, and networks for network structure analysis. The
experimental parameter configuration employs three models for forecasting. The DNN
model features a three-layer structure with ReLU-activated input and hidden layers and
a sigmoid-activated output neuron. The LSTM model, addressing time series data via
time-delay embedding, considers temporal data characteristics. Lastly, the SVM model
with a linear kernel and probability estimates focuses on predictive confidence. These
models aim to optimize predictive performance.

4.3. Performance Metrics

Making predictions about possible edges or connections that might emerge in a graph
in the future is the challenge of link prediction. AUC (Area Under Curve) and Precision [29]
are the two main measures used to assess how good the link prediction is.

To assess the quality of the link prediction categorization, the area under the ROC
curve is computed (AUC metric). It offers a general indicator of link prediction algorithms’
accuracy. In link prediction, two cases are considered: one from the test set Ep and the other
from the set of unlinked edges U − E. Using the link prediction algorithm, the similarities
of these edges are calculated and compared. There are two possible scenarios: in the first
case, if the former similarity score is greater than the latter, a score of 1 is assigned; in the
second case, if the two scores are equal, a score of 0.5 is assigned. It is defined as follows:

AUC =
n′ + 0.5n′′

n
(36)

where n represents the number of independent comparisons, n′ is the quantity of times the
first scenario occurs, and n′′ is the quantity of times the second scenario occurs. A higher
AUC value, closer to 1, suggests that the algorithm’s prediction accuracy is higher.
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The Precision metric measures the precision of the algorithm on a local level. It
considers only the ratio of accurately predicted edges among the top L predicted edges
based on similarity scores. This metric can be expressed as follows:

Precision =
N
L

(37)

where N represents the number of edges appearing within the test collection EP among
the top L edges ranked by prediction scores. An algorithm with a higher Precision value is
predicted to be more accurate.

Additionally, to evaluate the error between time series predicted values and actual
values, three error measurement metrics will be used: Mean Absolute Percentage Error
(MAPE), Mean Absolute Error (MAE), and Root Mean Square Error (RMSE). These
metrics are calculated using the following formulas:

MAPE =
1
N ∑N

t=1

∣∣Ŷ(t)− Y(t)
∣∣

Y(t)
× 100 (38)

MAE =
1
N ∑N

t=1

∣∣Ŷ(t)− Y(t)
∣∣ (39)

RMSE =

√
1
N ∑N

t=1

(
Ŷ(t)− Y(t)

)2 (40)

where Ŷ(t) represents the predicted value of container throughput and Y(t) is the actual
value of container throughput. Smaller values of MAPE, MAE, or RMSE show improved
methodic prediction performance.

4.4. Results and Analysis
4.4.1. Construction of Container Throughput Time Series Network

Using a visual graph method, we first converted the time series data for Shanghai Port
and Shenzhen Port into visual graphs, as seen in Figures 9 and 10, respectively.
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The network’s visual graphs give a clear picture of how connected each node is to
every other node overall. This study computed certain common topological properties
of the pictured networks to acquire more topological information about the visualized
networks. Table 1 summarizes the results. The average degree and average clustering
coefficient of nodes in the pictured network of Shenzhen Port’s container throughput are
higher than those of Shanghai Port’s visualized network, according to a comparison of
the topological attribute values in the table for the two ports. Shanghai Port’s network
visualization, however, has a larger circumference than Shenzhen Port’s. It can be deduced
from the values of these network topological properties that both.

Table 1. Dataset Network Topology Parameters.

Port Nodes Number
N

Edges Number
M

Average Degree
<k>

Average
Clustering

Coefficient <c>

Path Length
<d>

Shanghai Port 261 954 7.31 0.737 10
Shenzhen Port 263 971 7.38 0.752 6

4.4.2. Link Prediction Dataset Splitting

In this paper, we forecast links using artificial intelligence algorithms. It is crucial to
evaluate how various link training set ratios affect the link prediction job before training
the models.

Typically, link prediction can be treated as a single classification issue in supervised
learning, for which our goal is to obtain positive samples representing links that exist in
the network and negative samples representing links that do not exist. Let vx and vy be
nodes in the graph G(V, E). If there is a link between nodes vx and vy, they are labeled as
positive samples in the link prediction task with a label of 1. If there is no link between
vx and vy, they are labeled as negative samples in the link prediction task with a label of
0. Therefore, considering l(x,y) as the label for node pairs (vx,vy), l(x,y) can be divided into
two classes of labels, defined as shown in Equation (41).

l(x,y) =

{
1,
(
vx, vy

)
∈ E

0,
(
vx, vy

)
/∈ E

(41)

To comprehensively evaluate the model’s performance, following the standard practice
for training link prediction, this study divided the link prediction dataset using a random
sampling algorithm. This algorithm ensures that the probability of each link being included
in the training and testing datasets is equal. Random sampling partition ratios of p = 0.1,
p = 0.2, and p = 0.3 were employed. Specifically, for a network G containing N nodes
and M edges, pM edges were randomly selected from the network to form the testing set,
while the remaining (1–pM) edges constituted the training set. Given that reducing the
training set ratio further would result in poor connectivity between nodes and a lack of
essential link information for prediction, smaller training set ratios were not considered.
Subsequently, SVM, DNN, and LSTM models were separately employed for link prediction
to assess their performance under different training set ratios. The average prediction
accuracy in terms of AUC and Precision values for each prediction model was obtained by
repeating the aforementioned experimental process, and Table 2 displays the test findings.
It was noted that increasing the training set ratio from 70% to 90% resulted in improved
AUC and Precision for all prediction models, as more unknown links were involved in the
computation. To make sure the model is stable and reliable, all subsequent analyses were
based on a training set ratio of 90% of the network’s links.

4.4.3. Path Information Order Determination and Feature Selection Analysis

One important task in link prediction research is figuring out the path information’s
order. This research considers the influence of both first-order and second-order path
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information on node similarity when computing network similarity measures. In particular,
the value of α in Equation represents the impact of second-order path information (19).

Table 2. Evaluation Scores for Different Partition Ratios of Link Prediction Datasets.

Port Model
7:3 8:2 9:1

AUC Precision AUC Precision AUC Precision

Shanghai Port
SVM 0.965 0.859 0.968 0.849 0.981 0.857
DNN 0.936 0.856 0.944 0.849 0.955 0.857
LSTM 0.938 0.856 0.935 0.845 0.944 0.857

Shenzhen Port
SVM 0.994 0.963 0.994 0.970 0.999 0.989
DNN 0.994 0.963 0.995 0.969 1.000 0.990
LSTM 0.995 0.963 0.995 0.969 1.000 0.990

Since the α value directly affects the model’s prediction accuracy, to determine the
appropriate α value, different α values are selected with a step size of 0.1. The selected
metrics based on mRMR are used for prediction, and the corresponding prediction evaluation
standard AUC values are calculated. To illustrate the effectiveness of feature selection based
on mRMR, this paper compares it with 13 single features, including CN, Jaccard, AA, RA, PA,
HPI, FL, LRW, SRW, Katz, LHNII, ACT, and MFI. Figures 11 and 12 show the mRMR-based
approach at different α values for Shanghai Port and Shenzhen Port, as well as the model’s
average prediction accuracy (AUC) values for various kinds of single metrics.”
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(1) From Figures 11 and 12, it can be observed that in the Shanghai Port dataset, predictive
models using single metrics (such as RA, Jaccard, HPI, and AA) perform well, and
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the AUC values remain stable with changes in α. The Katz metric exhibits significant
fluctuations in AUC values with changes in α, reaching its maximum when α = 0.8.
Except for the SRW metric, the AUC values of other metrics show a decreasing trend as
α increases. However, in the Shenzhen Port dataset, there is relatively larger variability
in the overall feature performance compared to the Shanghai Port dataset, especially
in that the LRW, SRW, FL, ACT, and CN metrics show a sharp decline after α = 0.1.
Additionally, it can be observed that for some single metric algorithms with good
predictive accuracy (such as RA), the performance improvement of models based on
mRMR feature selection is not significant, and may even have a negative or near-zero
improvement. This is because these algorithms already have a good definition of
network structural information, providing high predictive accuracy. However, for
algorithms with lower predictive performance (such as KATZ, HPI, FL) models based
on mRMR feature selection can provide more structural information about similarity
measures, resulting in better performance in predictions. In conclusion, with α = 0.1
and 90% of the network’s links serving as the training set, the predictive performance
of the mRMR-based feature selection model is ideal;

(2) The different values of α not only affect the choice of similarity feature metrics but also
influence the overall model performance. From Figures 11 and 12, we can observe
that as α values get closer to 0, the AUC values become higher. In the Shanghai Port
dataset, the features selected based on mRMR are primarily dominated by global
information-based metrics like LNHII and ACT, as well as semi-local metrics like SRW
and FL. In the Shenzhen Port dataset, the features selected by mRMR are mainly based
on global information, particularly LNHII, and semi-local information, particularly
FL features. In both datasets, measures based on local information like CN, RA, PA,
and Jaccard appear very infrequently, indicating that, in the chosen dataset networks
and constructed prediction models in this study, similarity metrics based on global
and semi-local information provide better quantification of network properties;

(3) From Figures 11 and 12, it can be observed that as α increases, the change in AUC
values for various feature algorithms does not strictly exhibit a decreasing trend. The
relationship between the adjustable parameter α and AUC differs slightly for the two
networks in this research. The link prediction accuracy of the suggested technique
is better for networks with comparatively high average clustering coefficients. The
significant fluctuation in the α parameter for the Shenzhen Port network is due to its
inherent characteristics, making second-order path information crucial for prediction.
In denser networks, second-order path information has a more significant impact.
However, the fluctuation in the curve shown in Figure 12 does not directly correlate
with the network’s average clustering coefficient. Despite the Shanghai Port visual
network’s comparatively high average clustering coefficient, the consideration of
second-order path information has a less noticeable impact on it. This suggests that
second-order path information has limitations for certain networks and cannot cover
all the relevant information.

Tables 3 and 4 present the selected features and the AUC values for the link prediction
models for the Shanghai Port and Shenzhen Port datasets, respectively, at different α values.

From Tables 3 and 4, it can be observed that for both the Shanghai Port and Shenzhen
Port datasets, the combination of similarity metrics selected by mRMR, including “AA, MFI,
SRW, ACT” and “LRW, FL, LHNII, Jaccard,” with α = 0.1, yielded the highest AUC scores
for the three models (SVM, DNN, and LSTM). For the Shanghai Port dataset, the AUC
scores were 0.9807, 0.9716, and 0.9494, respectively, while for the Shenzhen Port dataset, the
AUC scores were 0.9997, 0.9997, and 1.0000, respectively. Therefore, it is considered that
this combination scheme with α = 0.1, utilizing the features selected by mRMR (AA, MFI,
SRW, ACT, LRW, FL, LHNII, Jaccard) for similarity metric computation, exhibits superior
accuracy and ensures good link prediction performance for the algorithm models.
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Table 3. The AUC Values of Selected Features and Link Prediction Models at Different α Values in
Shanghai Port.

α Feature Selection SVM DNN LSTM

0.1 ‘AA’, ‘MFI’, ‘SRW’, ‘ACT’ 0.9807 0.9716 0.9494
0.2 ‘AA’, ‘SRW’, ‘FL’, ‘ACT’ 0.9774 0.9653 0.9453
0.3 ‘AA’, ‘FL’, ‘ACT’, ‘LHNII’ 0.9730 0.9616 0.9474
0.4 ‘LRW’, ‘FL’, ‘LHNII’, ‘Katz’ 0.9231 0.9310 0.9289
0.5 ‘SRW’,’MFI’, ‘ACT’, ‘LHNII’ 0.9060 0.9206 0.9189
0.6 ‘SRW’, ‘FL’, ‘ACT’, ‘LHNII’ 0.9250 0.9334 0.9226
0.7 ‘SRW’, ‘FL’, ‘ACT’, ‘LHNII’ 0.9264 0.9344 0.9248
0.8 ‘SRW’, ‘FL’, ‘ACT’, ‘LHNII’ 0.9276 0.9379 0.9243
0.9 ‘LRW’, ‘FL’, ‘LHNII’, ‘Katz’ 0.9244 0.9260 0.9272

Table 4. The AUC Values of Selected Features and Link Prediction Models at Different α Values in
Shenzhen Port.

α Feature Selection SVM DNN LSTM

0.1 ‘LRW’, ‘FL’, ‘LHNII’, ‘Jaccard’ 0.9997 0.9997 1.0000
0.2 ‘LRW’, ‘FL’, ‘ACT’, ‘LHNII’ 0.9940 0.9901 0.9843
0.3 ‘LRW’, ‘FL’, ‘LHNII’, ‘Katz’ 0.9805 0.9707 0.9599
0.4 ‘AA’, ‘PA’, ‘LHNII’, ‘HPI’ 0.9901 0.9890 0.9856
0.5 ‘LRW’, ‘FL’, ‘ACT’, ‘LHNII’ 0.9876 0.9718 0.9568
0.6 ‘LRW’, ‘FL’, ‘LHNII’, ‘SRW’ 0.9878 0.9831 0.9725
0.7 ‘SRW’, ‘FL’, ‘ACT’, ‘LHNII’ 0.9545 0.9810 0.9782
0.8 ‘SRW’, ‘MFI’, ‘ACT’, ‘Katz’ 0.9871 0.9874 0.9890
0.9 ‘SRW’, ‘FL’, ‘ACT’, ‘LHNII’ 0.9549 0.9385 0.9549

4.4.4. Different Prediction Model Comparison Analysis

To validate the reliability and sustainability of the hybrid forecasting model proposed
in this work, which combines complex network analysis, link prediction, and artificial
intelligence algorithms, it is contrasted with baseline forecasting methods and hybrid
forecasting methods built on first-order path information. The models included in the
comparison are as follows: (1) Three baseline prediction models, including SVM, DNN,
and LSTM; (2) three prediction models that consider only first-order path information
and feature selection based on the baseline models, including CN1-SVM, CN1-DNN, and
CN1-LSTM; and (3) three hybrid link prediction models that consider both first-order and
second-order path information as well as feature selection, representing the models under
the prediction framework proposed in this paper, including CN2-SVM, CN2-DNN, and
CN2-LSTM. Table 5 compares the predictive performance of these nine models.

Table 5. Comparison of Results from Different Forecasting Models for Shanghai Port and Shenzhen Port.

Shanghai Port Shenzhen Port

RMSE MAPE MAE RMSE MAPE MAE

SVM 261.38 0.110 208.07 424.92 0.242 298.54
DNN 248.61 0.070 163.85 382.72 0.109 193.51
LSTM 243.09 0.077 174.42 387.32 0.108 178.32

CN1-SVM 104.38 0.028 64.73 107.46 0.034 58.72
CN1-DNN 74.21 0.020 47.09 110.49 0.037 63.40
CN1-LSTM 72.25 0.020 46.13 110.26 0.036 62.69
CN2-SVM 72.25 0.020 46.13 107.46 0.034 58.72
CN2-DNN 72.25 0.020 46.13 109.98 0.036 62.45
CN2-LSTM 72.25 0.020 46.13 117.62 0.035 61.17

From Table 5, it can be observed that for both the Shanghai Port and Shenzhen Port
visual networks, the algorithm proposed in this paper, which combines first-order and
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second-order path information from complex networks and employs mRMR feature selec-
tion, outperforms the comparative models. This demonstrates the effectiveness of incorpo-
rating second-order path information and using mRMR feature selection in conjunction
with artificial intelligence models for link prediction.

Furthermore, the RMSE, MAPE, and MAE values for CN2-SVM, CN2-DNN, CN2-
LSTM, CN1-SVM, CN1-DNN, and CN1-LSTM are significantly lower than those for the
corresponding SVM, DNN, and LSTM models, indicating that the hybrid models have
better performance and predictive accuracy than the baseline models. Specifically, in the
Shanghai Port dataset, CN2-SVM, CN2-DNN, CN2-LSTM, and CN1-LSTM perform the best,
with identical RMSE, MAPE, and MAE values of 72.25, 0.020, and 46.13, respectively. This
similarity is because these four models obtain the same first-order and second-order path
target nodes and identify the highest similarity nodes during the regression of throughput
values. Following them, the first-order path models CN1-SVM and CN1-DNN perform
slightly worse, while the baseline models SVM, DNN, and LSTM exhibit the poorest
performance. Similarly, in the Shenzhen Port dataset, except for the slightly higher RMSE
value of CN2-LSTM compared to the first-order path RMSE value, overall, models based on
network second-order path information exhibit the best predictive performance, followed
by models based on network first-order path information, while the baseline models SVM,
DNN, and LSTM perform the worst.

The preceding investigation indicates that complex network-based time series fore-
casting performs better than baseline models. There are two reasons for this: Initially,
time series data and complex networks are closely related because time series informa-
tion may be captured by networks, which enables the network to acquire the time series’
characteristics. One unique kind of data structure that tracks the dynamic changes of con-
tinuous complex network data structures over an ongoing period is the complex network
time series. The intricate network structure displays distinct connection interactions at
every independent time point. This complex network structure shows regular evolution
characteristics from a temporal perspective, and in certain ways, with a suitable analysis,
complex networks can be predicted. Furthermore, the integration of first-order path data
with second-order.

5. Conclusions

This research contributes to the field of systems analysis by offering a novel approach
to the development and protection of national port resources, focusing on the prediction
of port container throughput. Recognizing the systemic nature of ports as part of larger
economic and regulatory environments, our approach addresses the challenges posed
by the time series of port container throughput, which exhibits complex and nonlinear
characteristics due to seasonal variations, hinterland economic activities, and regulatory
frameworks. From a systems perspective, we first convert the throughput time series
through a complicated network using a visual graph algorithm. This allows us to capture
the first-order and second-order path information of the network, reflecting the systemic
interactions and dependencies within port operations. We then introduce 13 similarity
metrics, derived from local, semi-local, and global network structural similarities, to form a
comprehensive feature set that encapsulates various aspects of the complex network system.
Employing the mRMR method, we decide which features are best for the network, illustrating
systems theory’s principles of efficiency and efficacy. These features are then used as inputs for
three advanced artificial intelligence models SVM, DNN, and LSTM to perform link prediction.
This step is crucial for understanding and forecasting the systemic behavior of port logistics.
The final stage involves regression analysis to predict container throughput values, a key
performance indicator in port systems management. Test findings show that our suggested
approach can somewhat accurately anticipate port container throughput. When compared to
baseline models like DNN, SVM, and LSTM, our model, which integrates complex networks
and link prediction, shows reduced prediction errors. This indicates a significant advancement
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in system-oriented predictive modeling for port container throughput, contributing valuable
insights to the field of systems analysis and management.

This study is not merely an application case for specific ports but also offers a new
theoretical perspective by integrating complex network theory with time series analysis
to understand and predict the dynamic behavior of complex systems. The methodological
innovation of this approach provides novel analytical tools and perspectives for systems
theory, particularly in understanding complex, interdependent system structures. Integrating
these methods into a unified framework offers a comprehensive model for systems analysis,
representing a relatively novel endeavor. Through the combined application of these methods,
we have not only improved the accuracy of port operation forecasts but also enriched the
toolkit for systems analysis, which is immensely valuable for management and decision-
making. This interdisciplinary approach can be widely applied to various types of complex
systems, thereby advancing the development of the entire field of systems analysis.

Although the proposed prediction approach performs well, it can still be improved. For
example, our forecasting model is built on an unweighted, undirected static network and
overlooks the directionality and significance of links. Given that many real networks are
directed, weighted, and constantly changing, future research may concentrate on improving
the proposed technique for forecasting in directed, weighted, and dynamic networks.
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