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Abstract: Text classification has been highlighted as the key process to organize online texts for
better communication in the Digital Media Age. Text classification establishes classification rules
based on text features, so the accuracy of feature selection is the basis of text classification. Facing
fast‑increasing Chinese electronic documents in the digital environment, scholars have accumulated
quite a few algorithms for the feature selection for the automatic classification of Chinese texts in re‑
cent years. However, discussion about how to adapt existing feature selection algorithms for various
types of Chinese texts is still inadequate. To address this, this study proposes three improved feature
selection algorithms and tests their performance on different types of Chinese texts. These include
an enhanced CHI square with mutual information (MI) algorithm, which simultaneously introduces
word frequency and term adjustment (CHMI); a term frequency–CHI square (TF–CHI) algorithm,
which enhances weight calculation; and a term frequency–inverse document frequency (TF–IDF)
algorithm enhanced with the extreme gradient boosting (XGBoost) algorithm, which improves the
algorithm’s ability of word filtering (TF–XGBoost). This study randomly chooses 3000 texts from
six different categories of the Sogou news corpus to obtain the confusion matrix and evaluate the
performance of the new algorithms with precision and the F1‑score. Experimental comparisons are
conducted on support vector machine (SVM) and naive Bayes (NB) classifiers. The experimental re‑
sults demonstrate that the feature selection algorithms proposed in this paper improve performance
across various news corpora, although the best feature selection schemes for each type of corpus
are different. Further studies of the application of the improved feature selection methods in other
languages and the improvement in classifiers are suggested.

Keywords: text classification; feature extraction; classifier; algorithm; Chinese text

1. Introduction
Text is the most basic and common means to communicate in the Digital Media Age.

To quickly and accurately obtain the target data among the massive electronic text data,
classifying texts becomes the first step. Text classification is an associated technology that
combines data mining and pattern recognition in the specific field of text analysis [1]. It
establishes classification rules based on the features of the text. Automatic text classifica‑
tion based on machine learning classifies the target texts into one or more predefined cat‑
egories, significantly reduces manual workload, and greatly improves work efficiency [2].
The step of textual feature selection greatly influences the classifier’s performance. Com‑
monly used feature selection algorithms include themutual information algorithm (MI) [3]
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and the CHI–square statistics algorithm (CHI) [4]. The feature selection algorithms gener‑
ally use calculation functions to reduce the dimension of textual features and the difficulty
of classification tasks [5]. A general processing flow of feature selection is the following:
according to the characteristics of the text data set, select a suitable feature calculation func‑
tion through a particular process, perform feature calculations on each term in each text
in the data set to obtain quantitative results, and sort the results from largest to smallest.
A certain number of feature items are selected as representatives of the original text data
according to the threshold set in advance.

In recent years, the research on text classification for Chinese texts has achieved sig‑
nificant progress, especially in the fields of textual feature selection [6,7] and classifier con‑
struction [8]. However, existing feature selection algorithms always have some defects.
For example, CHI generally overestimates low‑frequency words, and MI always tends to
select low‑frequency features. To mitigate the problem of overestimating low‑frequency
words in feature extraction tasks by CHI and the problem of overestimating the category‑
specific information associated with the low‑frequency words by MI, a balancing strategy
is needed to improve the overall performance of text classification.

Furthermore, with the increasing networking of Chinese social life, Chinese text clas‑
sification needs to deal with an increasingly large amount of text data. Different text types
have different features, and feature selection methods must also be distinguished. Includ‑
ingmultiple algorithms for different needs has become increasingly important [9,10]. How‑
ever, such studies could seldom be found by far and are urgently needed.

In response to the above two gaps, this study proposes three different feature selection
algorithms to improve the performance of text classification forChinese texts and tests their
performance in the classification of different types of Chinese texts. The three algorithms
include a CHMI algorithm proposed by combining an improved CHI considering low‑
frequency words and an improved MI reducing the overestimation of the features carried
by low‑frequency words; a TF–CHI algorithm proposed by combining CHI and TF–IDF
algorithm for more accurate weight calculations; and a TF–XGB algorithm to prescreen the
feature words.

The rest of this study is organized as follows: Studies about existing text classification
and feature selection methods in the literature are summarized in Section 2. The adjust‑
ments to the algorithms for feature selection are employed in Section 3, followed by the ex‑
periments on both SVM and NB classifiers in Section 4. The experimental results indicate
the feasibility of the three feature selection algorithms, among which the TF–CHI feature
selection algorithm demonstrates the best performance and significantly contributes to im‑
proving classification accuracy. Through the experiments conducted in the sections above,
the final results consistently validate the feasibility and effectiveness of the proposed im‑
provement methods.

2. Related Work
Before the 1960s, text classification was generally achieved by experts formulating

rules and manual classification. In the Digital Media Age, the rapid growth of digital texts
has created the need for automatic text classification. The development of automatic text
classification mainly experienced three stages:
(1) Search for basic theory. In the 1950s, Dr. Luhn proposed themethod of automatically

creating article abstracts byword frequency statistics, which constituted the core idea
of early text classification [11]. In 1960, Maron and Kuhn proposed a probabilistic
indexing model for document indexing and searching in the library scene [12].

(2) Experimental exploration. Maron designed an experiment based on the ‘Bayesian
hypothesis’ to realize automatic indexing of texts according to text keyword informa‑
tion [13]. The ‘Vector Space Model’ proposed by Salton and Wang represented those
terms with text topic features in the text as feature vectors and transformed the prob‑
lem of calculating the similarity of text into the issue of calculating the cosine of the
included angle for the feature vector corresponding to the text [14].
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(3) Application of machine learning. In 2000, scholars proposed a model that can learn
through the distribution of words and the probability function of word sequences
and achieved good results [15]. In 2008, scholars proposed a general deep neural net‑
work (DNN) when dealing with natural language process tasks [16]. After that, they
offered amulti‑functional learning algorithm and obtained a relatively unified neural
network with word vectors [17]. In 2013, researchers from Google used the contin‑
uous skip‑gram model to train the distributed representation of words and phrases
and proposed a harmful sampling method that can replace hierarchical softmax [18].
In the same year, Brandon proposed for the first time a network model using a multi‑
layer neural network, which has a more vital learning ability [19]. In 2014, Kim used
convolutional neural networks (CNN) in text classification and achieved excellent re‑
sults [20].
The research on automatic text classification for Chinese texts started relatively late.

Shi and Bai first used a new convolutional recurrent neural network (CRNN) model to
train a character recognition system [21]. Later, in 2018, Cao et al. [22] from Ant Group
published a cw2vec algorithm using Chinese stroke information for feature selection. In
2019, Wan et al. [23] proposed a SABigram algorithm based on text structures, which can
extract compound features from texts. Zhu and Yang [24] suggested a feature selection
algorithm introducing the distribution expressiveness index between feature word cate‑
gories. In 2022, with the use of leveraging adversarial training and contrastive learning,
Pan et al. proposed a regular fine‑tuning method based on the transformer model [25].

Automatic text classification generally includes several vital processes, namely text
data preprocessing, text representation, feature selection, classificationmodel training, clas‑
sification performance evaluation, and other operations [26–28]. The key to text classifica‑
tion is how to preserve the complete text content features as much as possible in the fea‑
ture selection operation. Commonly used feature selection algorithms include document
frequency statistics [29], information gain algorithm [30], mutual information algorithm,
and CHI–square statistical algorithm. However, these methods generally only consider
whether a term exists in the text and ignore the frequency of the term in the text. For exam‑
ple, CHI has the problem of overestimating low‑frequency words, and MI always tends to
select low‑frequency features.

To fill the gap, the researchers proposed the concept of weight calculation. Theweight
value of a featureword is ameasure of its text representation ability. The featureweighting
algorithm can calculate different feature weight values according to the distribution of cat‑
egory feature keywords in the data set text to achieve a better text classification effect [31].
The most commonly used feature weighting calculation method is the term frequency–
inverse document frequency (TF–IDF) algorithm [32]. In addition, there are algorithms
such as token flow control (TFC) and link‑cut tree (LTC).

In actual practice, due to the significant differences in the characteristics of different
types of texts, direct use of any of the above algorithms cannot guarantee a good classifica‑
tion effect. A common solution is to use the object text to vectorize the feature terms and
their weight values obtained through screening. However, for different corpora, word fre‑
quency or the distribution ratio of terms between categories can play different roles. There
is, therefore, a long‑term need for improvements to the algorithm to adapt to different
types of text.

3. Materials and Methods
3.1. Workflow

As shown in Figure 1, the primary process to adjust feature selection algorithms for
different types of texts includes five steps. First, this study chooses the Sogou news corpus
to build the training and test sets. Data preprocessing includes removing useless marks,
text segmentation, removing functional words, and structured representation. Feature se‑
lection is carried out with four different algorithms on two different classifiers. The results
are evaluated by comparing the classification indexes. Finally, the performance in different
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fields is evaluated with a confusion matrix so that further suggestions for feature selection
can be made.
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3.2. Corpus Selection
This study uses the Sogou news dataset and collates the corpus according to the needs.

The Sogou news corpus is a corpus Sogou Labs uses for text classification. It contains
text data in 10 categories: automobile, finance, IT (Internet technology), health, educa‑
tion, military, tourism, sports, culture, and recruitment. Each category contains 1990 ar‑
ticles. Text (https://www.kaggle.com/datasets/jarvistian/sogou‑news‑corpus, accessed on
1 September 2022). This article selects six categories with relatively distinctive corpus char‑
acteristics, namely automobile, finance, military, health, sports, and IT, as the data set used
in this article.

The purpose of the experimental design of this study is to verify the effectiveness of
the proposed feature extraction method. Due to time and resource constraints, we chose
a smaller‑scale data set for the experiment. Download 500 pieces of text data under each
category to form a data set with a size of 3000. There was no overfitting in the 3000 corpus
during the experiment, whichmet the preliminary verification requirements. Each piece of
news is saved in the data format of “category”, “theme”, “URL”, “content”, and “source”,
as shown in Figure 2.
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The selected Sogou news was randomly extracted to form a training set and a test set
at a ratio of 7:3.

3.3. Data Preprocessing
3.3.1. Removing Marks

The original text usually contains commonly usedmarks, such as emoticons, pictures,
or links. Theywill increase the amount of calculation in the classification process and lower
the accuracy of the classification results. This study implements batch processing of data
sets through regular expression matching scripts.

3.3.2. Text Segmentation
There is a natural gap between any adjacent words in English and other Latin lan‑

guages, but in Chinese, this gap does not exist. The basic principle of Chinese text word
segmentation is to use the word segmentation algorithm to identify punctuation marks or
certain Chinese words in sentences and add separators at these occurrence positions.

This study uses the Jieba library [33] in Python as a word segmentation tool. Jieba
uses predefined dictionaries and word frequencies to find the most appropriate word seg‑
mentation combination in the sentence through dynamic programming.

3.3.3. Removing Functional Words
Many functional words in Chinese connect adjectives and nouns, adverbs and verbs,

or adjacent sentences. Although functional words such as “的”, “地”, “而且”, “还” enjoy
a high frequency of use, they could hardly provide any discriminative information for
text classification. This part refers to the Chinese stop word list that Zhou, Ya et al. [34]
provided to set the stop word selection scheme.

3.3.4. Structured Representation
After text preprocessing, the obtained text data is like this: “我/热爱/围棋/篮球”

(I/love/Go/basketball). Generally, it is necessary to express the text with a mathematical
description through some method so as to become a language that the computer can rec‑
ognize. This study uses Word2Vec [35] as the text representation model.

3.4. Adjusting Feature Selection Algorithms
3.4.1. A CHMI Algorithm Considering Word Frequency
(1) Improvement of CHI algorithm

CHI algorithm has good quantization ability for text features and is often used for
text classification problems and used as one of the essential algorithms [36]. However, the
algorithmonly counts the number ofwords in the text and ignores the critical factor that the
word has word frequency information in the text. An improved algorithm is required to
choose more appropriate feature words due to the above problems. This paper proposes
a word frequency factor based on the word item, whose size is equal to the ratio of the
word item’s frequency in category documents to its text frequency in whole text dataset
documents. Its calculation equation is as follows:

α(ti, cj) =
n
(
ti, cj

)
n(ti)

(1)

In Equation (1), n
(
ti, cj

)
refers to the frequency of occurrence of theword term ti when

the category result is cj, and n(ti) refers to the text frequency of the word item ti in the text
in the entire text dataset document.

The size of the word frequency factor α(ti) is determined by the frequency of oc‑
currence of the word item ti in a specific category of documents and the frequency of
occurrence of this word item in all text dataset documents. The larger the value of the
word frequency factor α(ti), the higher the frequency that the word item ti appears only
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in this category document, and the smaller the value of the word frequency factor α(ti),
the less frequently the word item t appears in this category document, that is, it is easier to
find in other category documents. By introducing the word frequency factor α(ti), it
is easier to find feature words that are more helpful for classification by using the CHI–
square method.

(2) Improvement of MI algorithm

The basic idea of the MI algorithm is relatively straightforward. It can not only con‑
sider the correlation between the word items but also the intra‑class distribution and rela‑
tionship of theword items. However, it also has the problem of overestimating the amount
of category feature information of low‑frequency words. The traditional MI algorithm
does not consider the situation in the frequency of word items that may appear in the text.
In this study, an adjustment factor based on word items is proposed, whose size is equal
to the ratio of the number of text with this word frequency to the total number of text in
the category document, as shown in Equation (2):

D(ti, cj) =
d
(
ti, cj

)
d
(
cj
) (2)

In Equation (2), D
(
ti, cj

)
refers to the text frequency of the word item ti in the docu‑

mentwith the category result cj, and d
(
cj
)
refers to the total text frequency in the document

with the category result cj.
The size of the adjustment factor D

(
ti, cj

)
is determined by the frequency of the text

in which the term ti exists in the category document and the frequency of the text in which
the term ti does not exist in the category document. The larger the value of the adjustment
factor D

(
ti, cj

)
, the higher the proportion of the text with the word item ti in the document

with the category result cj. On the contrary, the smaller the value of the adjustment factor
D
(
ti, cj

)
, the smaller the proportion of the text with the word item ti in the document with

the category result cj. That is, such words are more likely to be low‑frequency words in
the category document. By introducing the adjustment factor D

(
ti, cj

)
, we can use the

mutual information algorithm to eliminate better the feature words that may cause errors
in classification.

(3) Formation of CHMI algorithm

Synthesizing the improved methods proposed above, an improved feature selection
algorithm function is proposed as Equation (3):

CHMI
(
ti, cj

)
= ρ ∗

[
CHI

(
ti, cj

)
× α

(
ti, cj

)]
+ (1 − ρ)×

[
MI

(
ti, cj

)
× D

(
ti, cj

)]
(3)

In the above equation, ρ ∈ (0, 1). Similarly, when dealing with multi‑classification
problems, the above equation can be improved as Equation (4):

CHMIMax
(
ti, cj

)
= ρ ×

[
CHIMax

(
ti, cj

)
× α

(
ti, cj

)]
+(1 − ρ)×

[
MIMax

(
ti, cj

)
× D

(
ti, cj

)] (4)

3.4.2. A TF–CHI Algorithm Considering Word Weights
(1) TF–IDF algorithm

To achieve better classification results, combining feature weight calculations for fea‑
ture processing is often necessary before the feature results are applied for subsequent
text classification training. The weight value of a feature keyword generally refers to the
measurement of the text representation ability of each feature keyword. The TF–IDF al‑
gorithm, which takes into account both the word frequency and document frequency of
feature keywords, is now a common feature weighting calculation method [32]. If the doc‑
ument frequency of a feature keyword is high, it means that the feature keyword appears
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in many texts and could discriminate the categories. Thus, a lower weight value should be
issued for this feature keyword, which is shown in Equation (5):

ω = t f × log
N

d f + 1
(5)

In Equation (5), ω represents the weight result of a particular feature keyword, and
t f is the word frequency; d f is the document frequency, which specifically refers to the
number of texts containing the feature keywords; and N refers to the number of texts in
the training text dataset.
(2) The TF–CHI algorithm

TF–IDF algorithm generally works well. However, word frequency or the distribu‑
tion of instances between categories can play different roles for different corpus data, and
a better feature selection method can be found by optimizing related algorithms. The crit‑
ical problem of the TF–IDF algorithm is the miscalculation of the weight for some words.
For some words in the dataset, which are evenly distributed across every class of docu‑
ments, the obtained weight result is too high; For words that only appear in documents of
a specific category, the resulting weight is too small.

Taking the abovedisadvantages of the TF–IDF algorithm into consideration, this study
plans to adjust the TF–IDF algorithm with the CHI–square statistical algorithm. The CHI–
square statistical algorithm takes into account the distribution of words across categories,
as shown in Equation (6):

CHI(ti, cj) =
N
(

AD − CB)2

(A + C)(B + D)(A + B)(C + D)
(6)

CHI
(
ti, cj

)
represents the CHI–square statistical value of term ti and category cj. A

refers to the number of texts with term ti in the document with category result cj, B refers
to the number of texts with term ti in the document whose category result is not cj in
the training text dataset, C refers to the number of texts without term ti in the document
with category cj, and D refers to the number of texts in which the term ti does not exist in
the document whose category result is not cj in the training text dataset. N refers to the
number of texts contained in the entire training text dataset, and N = A + B + C + D.

TheCHI–square statistical algorithmquantifies textual featureswell [37]. Thismethod
assumes that the term ti and the category cj satisfy the CHI–square

(
χ2) distribution of

the first‑order degree of freedom and calculates the correlation between the term and the
category as the selection criteria. The CHI–square statistical algorithm can calculate the
correlation of all terms in every text and then select the terms according to the correlation.

Combining both the TF–IDF algorithm and the CHI–square statistical algorithm, this
study proposes a new algorithm for feature extraction—the TF–CHI algorithm. The calcu‑
lation equation is proposed as Equation (7):

ω(ti, cj) = t f × log
N

d f + 1
× CHI

(
ti, cj

)
(7)

When using Equation (7) to calculate the weight results of terms in multi‑text classifi‑
cation, the final result retains the maximum value of ω

(
ti, cj

)
.

3.4.3. A TF–XGB Algorithm for Dimension Reduction
(1) The XGBoost algorithm

The gradient boosting algorithm is a typical implementation of ensemble learning [38].
It uses the basic principle of gradient descent method, uses cart classification regression
tree as a weak learner, and ensures that the predicted loss value of F (x) is gradually re‑
duced before each weak learner is added through the idea of “gradual refinement”, thus
obtaining the minimum loss function of each iteration.
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The XGBoost algorithm [39] is another improvement on the gradient boosting algo‑
rithm, which is mainly optimized from the level of the algorithm itself, reflected explicitly
in the second‑order Taylor expansion of the error part of the XGBoost loss function, which
can make the obtained results more accurate. XGBoost algorithm can use the method of
cyclic iteration to make the data processing in text classification have more advantages.
The text classification results based on the XGBoost algorithm also generally have better
classification results. However, in the process of Chinese text classification, the classifica‑
tion efficiency of this algorithm is often low, and sometimes, it is not easy to deal with
feature words in high‑dimensional feature space.

(2) The TF–XGB algorithm

To complete the prescreening of featurewords for the classification process, this study
uses the TF–IDF weight calculation method to filter out some words with low weight first
and then uses the XGBoost algorithm to filter the remaining words to obtain the final fea‑
ture word set. The specific steps include the following:
(1) According to the distribution of terms in the data set, Equation (5) of the TF–IDF

algorithm is used to calculate the weight values of all terms, and then a unique index
is generated for each term. This study then selects the most prominent m feature
words and obtains their term indexes, orders them by weight, and saves them as a
sequence (1, 2, ..., m).

(2) According to the term index obtained in Step (1), this study obtains and generates a
corresponding set of terms: X1, X2, · · · , Xm (from large to small).

(3) For all the words in the set of terms, the number of times each word in the decision
tree is selected as the optimal partition attribute to separately count the importance
of these words [40] until the optimal partition attribute times of all the words are
obtained and recorded as N1, N2, · · · , Nm (from large to small).

(4) This study then uses Equation (8) to calculate the importance values of all the words,
which are arranged in descending order and recorded as c1, c2, · · · , cm.

ci =
Ni

∑m
i=1 Ni

(8)

(5) c1, c2, · · · , cm are accumulated and calculated according to c1, c1 + c2, · · · , c1 + cm
method, and the results are recorded as C1, C2, · · · , Cm.

(6) The term set Sk can be obtained, as shown in Equation (9). k is the threshold to choose
featurewords and could only be determined aftermultiple classification experiments
on the same data set by manually evaluating the variation trend of the F1‑score of the
classification result.

Sk = {C1, C2, . . . , Ck}, k ≤ m (9)

3.5. Classifier Selection and Evaluation Setting
This study chooses two classifiers—the SVM algorithm and the NB algorithm—to

evaluate the performance of the adjusted feature selection algorithms.

(1) Number of features for evaluation with SVM classifier

The text classification of the Sogou corpus is first carried out with the SVM algorithm
as the classifier, and the kernel function is preferably determined as linear. The feature
selection algorithms are CHI, CHMI, TF–CHI, and TF–XGB, and simulation experiments
are carried out in this environment. First, in the first part of the experiment, the num‑
ber of features is set to be 100–1500. The purpose is to verify the relationship between the
text classification and the number of features under the four feature selectionmethods. Ac‑
cording to the above purpose, the experiment is designed, and the F1‑score of the classifica‑
tion result is obtained through data mapping to obtain the relationship curve, as shown in
Figure 3.
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According to Figure 3, the F1‑score increases with the increase in the number of fea‑
tures in the range of 100–1000. After 1000, the performance of the CHI algorithm starts to
decrease gradually. So, this study sets 1000 as the feature number (threshold k) to compare
the performance of feature selection algorithms with the SVM classifier.

(2) Number of features for evaluations with NB classifier

With theNB algorithm as the classifier, CHI, CHMI, TF–CHI, and TF–XGB are used as
feature selection algorithms. Similar to the setting for the SVM classifier, the relationship
between the text classification and the number of features is verified by setting the number
of features to 100–1500. According to the classification result F1‑score obtained at this time,
the following figure is prepared:

According to Figure 4, when the number of features is 100–1000, the F1‑score increases
with the increase in the number of features. When the number of features reaches 1000,
the F1‑score of CHI almost stagnates. Again, this study sets 1000 as the feature number to
compare the performance of feature selection algorithms with the NB classifier.
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3.6. Evaluation of the Performance of Feature Selection Algorithms
First, the classification confusion matrix is introduced in Table 1, and the indexes are

calculated accordingly. The confusionmatrix is also appliedwhendealingwithmulti‑class
classification, where its own category is treated as “positive,” and all other categories are
treated as “Nnegative.”
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Table 1. Classification confusion matrix.

Real Category
(Positive)

Real Category
(Negative)

Forecast category: (Positive) TP FP

Forecast category: (Negative) FN TN

Based on the classification confusion matrix, this study mainly uses two indexes, P
and F1‑score, to evaluate the performance of feature selection algorithms. To obtain the
F1‑score, the index of recall rate is also needed.

(1) Precision

Precision reflects the proportion of correctly classified results. Equation (10) is applied
to calculate the precision:

Precision =
TP

TP + FP
(10)

(2) Recall Rate

Recall rate reflects the probability that the text whose real category is positive is still
predicted to be positive after being classified. The way to calculate the recall rate is shown
in Equation (11):

Recall =
TP

TP + FN
(11)

(3) F1‑score

The F1‑score is the harmonic mean of precision and recall. The larger the F1 is, the
more effective the method is. The calculation of F1‑score is shown in Equation (12):

F1 − score =
2 × Precision × Recall

Precision + Recall
(12)

4. Results
4.1. Classification Results and Comparison for SVM Classifier

Table 2 shows the results of the classification of the SVM classifier with different fea‑
ture selection algorithms for various news categories. Obviously, the overall P and F1‑score
values of the improved CHMI, TF–CHI, and TF–XGB algorithms have been significantly
improved compared with the CHI algorithm. The average precision has been improved
by 3%, 7%, and 5%, respectively, and the average F1‑score has been improved by 4%, 9%,
and 6%, respectively.

Table 2. Classification results of the SVM classifier.

Evaluate
Category

Military Sports IT Economy Automobile Health Average

Precision

CHI 66% 91% 87% 76% 93% 85% 83%

CHMI 70% 95% 90% 79% 97% 87% 86%

TF–CHI 88% 95% 92% 84% 99% 83% 90%

TF–XGB 89% 94% 89% 79% 100% 77% 88%

F1‑score

CHI 76% 92% 75% 78% 90% 79% 81%

CHMI 79% 93% 81% 82% 93% 83% 85%

TF–CHI 90% 95% 85% 86% 97% 87% 90%

TF–XGB 89% 95% 80% 82% 91% 83% 87%
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Among the three improved algorithms, TF–CHI has a more significant improvement
effect and can achieve an overall average precision of more than 90% and an F1‑score
of 90%.

For the categories of military and automobile, TF–XGB outperforms TF–CHI. The pre‑
cision values are 89% and 100%, respectively. For the health category, CHMI outperforms
TF–CHI and TF–XGB algorithms. The precision is 87%, which is 2% higher than CHI, 4%
higher than TF–CHI, and 10% higher than TF–XGB algorithms.

This study also employs the confusion matrices to show further the detailed perfor‑
mance of different feature selection algorithms for various categories. The confusion ma‑
trices obtained by different feature selection algorithms are shown in Table 3.

Table 3. Confusion matrix results of the SVM classifier.

Real Category

Military Sports IT Economy Automobile Health

Forecast
category

Military

CHI 138 8 18 13 18 19

CHMI 136 3 15 10 13 15

TF–CHI 140 5 3 7 1 4

TF–XGB 138 3 2 7 4 3

Sports

CHI 3 138 4 2 1 2

CHMI 3 143 2 1 0 2

TF–CHI 5 145 1 0 0 1

TF–XGB 4 146 1 0 0 1

IT

CHI 1 1 91 9 0 3

CHMI 2 1 104 4 2 2

TF–CHI 0 0 109 7 0 2

TF–XGB 1 1 100 6 2 2

Economy

CHI 3 0 15 115 0 16

CHMI 5 1 14 119 0 13

TF–CHI 3 1 15 127 0 6

TF–XGB 2 1 21 123 0 8

Automobile

CHI 2 0 6 1 130 1

CHMI 1 2 2 1 136 0

TF–CHI 0 3 0 0 140 1

TF–XGB 0 0 0 0 134 0

Health

CHI 5 3 4 5 0 111

CHMI 3 3 5 4 1 122

TF–CHI 4 1 10 4 8 138

TF–XGB 5 2 14 9 9 138

Bold numbers in Table 3 show the correctly classified results for each feature selection
algorithm for each category. The number of test samples in each category is 150.

The three improved algorithms have the most significant effect on the promotion of
health categories, and the number of correctly classified texts has increased by nearly 22
on average. The promotion effect of the military category is the worst, with an average
increase of less than one.

When the TF–CHI algorithm is used as the feature selection algorithm, comparedwith
CHI, the total number of correctly classified texts increases by 77. In addition, the number
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of correctly classified texts in the four categories of health, IT, economy, and the automobile
has increased dramatically by 27, 18, 12, and 10, respectively, while the improvement for
the other two categories is not apparent.

When the CHMI algorithm is used as the feature selection algorithm, compared with
CHI, the total number of correctly classified texts increases by 34. In addition, the number
of correctly classified texts in the two categories of IT and health has increased significantly,
increasing by 13 and 11, respectively, while the improvement for the other four categories
is not obvious. The number of correctly classified texts in the military category has even
been reduced by five.

When the TF–XGB algorithm is used as the feature selection algorithm, compared
with CHI, the total number of correctly classified texts increases by 55. In addition, the
number of correctly classified texts in the three categories of health, IT, and economy has
increased dramatically by 27, 9, and 8, respectively, while the improvement effect on the
other three categories is not obvious.

4.2. Classification Results and Comparison for NB Classifier
Similarly, the three feature selection algorithms are applied to classify various cate‑

gories for the NB classifier. Table 4 shows the results of the classification of the NB clas‑
sifier with different feature selection algorithms for various categories of news. Again,
the overall average Precision and F1 values of the three algorithms have been significantly
improved compared with the CHI algorithm. The overall average precision has been im‑
proved by 3%, 6%, and 5%, respectively, and the overall average F1‑score has been im‑
proved by 4%, 9%, and 7%, respectively. Among the three improved algorithms, TF–CHI
has the greatest improvement effect and can achieve an overall average precision of 91%
and F1‑score of 91%.

Table 4. Classification results of the NB classifier.

Evaluate
Category

Military Sports IT Economy Automobile Health Average

Precision

CHI 93% 93% 56% 77% 94% 91% 85%

CHMI 97% 96% 60% 82% 97% 97% 88%

TF–CHI 95% 94% 83% 83% 97% 94% 91%

TF–XGB 96% 92% 81% 77% 99% 90% 90%

F1‑score

CHI 78% 94% 67% 82% 86% 84% 82%

CHMI 85% 96% 72% 87% 88% 90% 86%

TF–CHI 92% 96% 84% 87% 97% 91% 91%

TF–XGB 91% 95% 80% 83% 97% 89% 89%

The confusion matrices obtained by different feature selection algorithms for the NB
classifier are shown in the following Table 5.

Table 5. Confusion matrix results of the NB classifier.

Real Category

Military Sports IT Economy Automobile Health

Forecast
category

Military

CHI 111 1 0 4 1 3

CHMI 126 0 0 2 0 2

TF–CHI 132 1 0 1 0 5

TF–XGB 143 0 0 2 0 4
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Table 5. Cont.

Real Category

Military Sports IT Economy Automobile Health

Sports

CHI 4 143 2 1 0 3

CHMI 2 147 1 1 1 2

TF–CHI 6 147 2 0 0 1

TF–XGB 7 148 2 1 0 3

IT

CHI 22 2 115 8 32 17

CHMI 11 3 118 5 29 14

TF–CHI 4 1 116 8 6 4

TF–XGB 3 1 108 9 8 4

Economy

CHI 11 0 17 128 0 10

CHMI 9 0 11 128 0 8

TF–CHI 5 0 15 134 0 7

TF–XGB 8 1 21 129 1 8

Automobile

CHI 2 0 3 1 117 1

CHMI 1 0 2 1 120 0

TF–CHI 0 0 3 0 143 1

TF–XGB 0 0 2 0 141 0

Health

CHI 4 4 1 3 0 118

CHMI 1 2 0 1 0 136

TF–CHI 3 1 2 2 1 134

TF–XGB 5 0 5 4 0 133

Bold numbers in Table 5 show the correctly classified results for each feature selection
algorithm for each category.

The three algorithms have the worst improvement effect on the category of IT, and
the number of correctly classified texts in this category is reduced by more than one on
average compared with CHI. They perform best in the military category, with an average
increase of more than 26.

When the TF–CHI algorithm is used for feature selection, compared with the CHI
algorithm, the total number of correctly classified texts increases by 87. The numbers of
correctly classified texts in the three categories of military, automobile, and health have
significantly increased by 34, 26, and 16, respectively. But the improvement for the other
three categories is not obvious.

When the CHMI algorithm is used for feature selection, compared with the CHI algo‑
rithm, the total number of correctly classified texts increases by 42. In addition, the num‑
bers of correctly classified texts in the two categories of health and military significantly
increased by 18 and 14, respectively, while the improvement for the other four categories
is not obvious. The number of correctly classified texts for economy even reduces to 0.

When the TF–XGB algorithm is used for feature selection, compared with the CHI
algorithm, the total number of correctly classified texts increases by 69. In addition, the
numbers of correctly classified texts in the three categories of military, automobile, and
health significantly increased by 31, 24, and 15, respectively. The improvement for the
other three categories is not obvious, and the number of correctly classified texts for the
category of IT was even reduced by seven.
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5. Discussion and Conclusions
This study is an attempt to improve the existing feature selection algorithm in differ‑

ent ways to adapt them for the classification of various categories of Chinese texts. Firstly,
the word frequency factor is proposed to improve the sensitivity of CHI to low‑frequency
words. In view of the shortcomings of theMI algorithm, an adjustment factor is added, and
finally, an improved new algorithm combining the two methods is formed as the CHMI
algorithm. Secondly, according to the situation that the TF–IDF algorithm may obtain in‑
accurate weight results when calculating and processing the weight values of some words
with a uniform distribution in the feature weight calculation section, the CHI algorithm is
added to improve it to a TF–CHI. Finally, we also use the XGBoost algorithm to double‑
process the features processed by the TF–IDF algorithm to obtain a newTF–XGB algorithm.
The above‑improved algorithms are implemented on both SVM andNB classifiers, and the
result shows that they have greatly improved the performance of the classifiers.

The excellent performance of the CHMI algorithm in sports and health categories
may be attributed to the presence of numerous specific terms and frequent occurrences
in these domains. As the CHMI algorithm is more sensitive to word frequency informa‑
tion, it is better suited for such domains. On the other hand, the TF–CHI algorithm exhibits
outstanding performance in classifying news about the economy, where different indus‑
tries like banking, insurance, and real estate have their specific industry‑specific terms,
and the distribution of terms among categories is uneven. TF–CHI addresses potential is‑
sues with traditional weight calculation that could lead to errors in the results, making it
more suitable for the imbalanced distribution of the news about the economy. In the au‑
tomobile domain, the TF–XGB algorithm outperforms other algorithms. The automobile
theme can encompass various aspects, including technical specifications, market trends,
environmental impacts, and consumer reviews. By filtering terms based on importance
with TF–IDF and then applying XGBoost, the algorithm can consider multiple dimensions
of automobile‑related content, leading to more accurate classification. Overall, the choice
of the appropriate feature selection algorithm depends on the specific characteristics and
language usage patterns within each domain and affects the algorithm’s performance in
classifying texts from different categories.

Compared with English text, the processing of Chinese text has only more work for
word segmentation, and there is little difference in feature selection and classification.
While the specific research findings are confined in scope, themethodology itself possesses
inherent scalability. Therefore, we believe that the feature extraction method proposed in
this study can also be applied to classifying English texts after specific adjustments. In fu‑
ture research, we will devote ourselves to researching a mixed model with various feature
selection algorithms built into the model. Through adaptive dynamic weight assignment,
the best feature selection scheme is automatically matched during data processing to ob‑
tain more accurate results.

Both feature selection and classifier construction are the key steps of text classification
and define the effectiveness of an automatic text classificationmethod. In this study, we set
SVM and NB—the most frequently used algorithms—as the classifier. However, further
discussion could be carried out to choose and improve the classifier. Such improvement
could be a different setting for the global and local kernel functions for SVM, the intro‑
duction of modern neural network (NN) methods as the classifier, or allowing multi‑label
classification. The NN method is a machine learning method that simulates the neural
network of the human brain. The basic structure of the NN method is more complex, and
the data processing is more prosperous. In the future, we would also try to adjust the
classifiers with new methods for better performance of text classification.
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