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Abstract: By employing two systemic risk methods, the marginal expected shortfall (MES) and the
component expected shortfall (CES), this paper measures the systemic risk level of all sectors in
China’s financial market from 2014 to 2022; thereby, it researches the total effect of sectoral systemic
risk using a panel event study model during the three main emergency crisis events. Moreover,
two nonparametric methods are utilized, the Wilcoxon signed rank sum test and the bootstrap
Kolmogorov–Smirnov test, in order to investigate the changes in individual effects and the dominant
ranks of sectoral systemic risk. The empirical results show that (1) the mean values and volatilities
of CES and MES of all sectors have a higher level of magnitude in the extreme risk status than
those in the normal risk status; (2) by comparing the total effects of three crisis events, we find that
different from the continuous shock effect caused by two other events, sectoral systemic risk has a
hysteresis effect on the entire market after the outbreak of COVID-19; (3) the long-term and short-term
individual effects of sectoral systemic risk in all sectors are different from each other during three
events; and (4) the dominance tests of MES are more sensitive and thus better demonstrate the
changes in the rankings of sectoral systemic risk than the dominant tests of CES during the emergency
crisis events.

Keywords: systemic financial risk; intersectoral shock; emergency crisis events; nonparametric
methods; panel event study

1. Introduction

Emergency crisis events often arouse a series of financial market fluctuations and
catalyze a revolution in financial stability supervision [1]. The most typical case is the
bankruptcy of US financial institutions in 2008, which triggered a tremendous systemic risk
in the global financial system. Since then, the financial regulator has been strengthening
the detection and prevention of systemic risk under the emergency market situation. Over
the last ten years, China’s financial market has experienced three main systemic risk shocks
due to the occurrence of crisis events, such as 2015’s A-share market crash, 2018’s Sino–US
trade friction and 2020’s COVID-19 pandemic [2]. These crisis events, also called black
swan events, heavily interfere with sound and sustainable financial market development,
and cause systemic risk shock across different industries. The amplification of financial
shock eventually evolves into a crisis across the entire system because of the interconnected
relationship of each economic sector. Therefore, it is essential to measure the negative
effects of systemic risk more accurately in every sector and capture the differences in the
systemic risk rank level between them in the various contexts of emergency crisis events.

Some researchers have discussed the impact of these abnormal events on China’s finan-
cial market from various perspectives, such as financial networks and risk contagion [3,4].
The Chinese A-share market went through an intensive fluctuation period in 2015, and the
Shanghai Composite Index experienced an extreme plummet and systematic meltdown [5].

Systems 2023, 11, 147. https://doi.org/10.3390/systems11030147 https://www.mdpi.com/journal/systems

https://doi.org/10.3390/systems11030147
https://doi.org/10.3390/systems11030147
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/systems
https://www.mdpi.com
https://orcid.org/0000-0001-8671-8029
https://doi.org/10.3390/systems11030147
https://www.mdpi.com/journal/systems
https://www.mdpi.com/article/10.3390/systems11030147?type=check_update&version=2


Systems 2023, 11, 147 2 of 36

Fang et al. (2018) found that financial institutions’ idiosyncratic risk can be affected by
their connectedness with other firms, which significantly increased during the Chinese
stock market crash in June 2015 [6]. Xu and Gao (2019) employed nonlinear causality
tests and dynamic copula methods to explore the degree of financial risk contagion in the
stock market and found that the lower tail dependence coefficients of the Chinese stock
market were remarkably amplified after the occurrence of the A-share market crash [7].
The Sino–US trade friction in 2018 also had a serious degree of impact on China’s financial
market, which spread across the overall financial system. Li et al. (2020) suggest that
China’s stock market’s ability to maintain stability was weak when some weighted stocks
abnormally fluctuated or suffered targeted shocks during the Sino–US trade friction [8]. In
addition, 2020’s COVID-19 pandemic, as an emergency public health event, led to a rise in
pessimistic expectations about economic recession, which exacerbated the downward trend
in the financial market [9]. Consequently, these three unexpected crisis events brought new
challenges to market supervision and risk control in the Chinese financial system.

Undoubtedly, this type of intersectoral financial risk agglomeration can develop as a
profound systemic risk among all sectors in the entire market during black swan events.
Grundke and Tuchscherer (2018) explore the institution’s systemic risk level change and
its forecasting power for crisis events, and analyze the informational value of systemic
risk measures for predicting the extent and the speed of these events [10]. Avramidis
and Pasiouras (2015) give evidence of extreme event dependence on financial institutions’
systemic risk capital and propose a factor model that accounts for them [11]. Based on the
daily closing price of China’s A-share market, Huang et al. (2022) constructed dynamic
weighted networks and extracted the logistic slope as the characteristic indicator of the
network structure in order to detect the influences of crisis events, including 2015’s A-share
market crash, 2018’s Sino–US trade friction and 2020’s COVID-19 pandemic [2]. Recently,
many researchers have focused more on the shock impacts of the COVID-19 outbreak on
financial risk contagions, including Zhang et al. (2020) [12], Guo et al. (2021) [13], and
Samitas et al. (2022) [14]. After the occurrence of this unprecedented public health crisis
event, the systemic risk surged and stagnated at an elevated level, which put the whole
financial market under high strain [15,16]. The COVID-19 pandemic intensified the total
risk connectedness of financial networks and then created a sharp increase in the intensity
of systemic risk [17–19]. However, this group of studies pays little attention to exploring the
sectoral systemic risk shock of emergency crisis events when comparing the heterogenous
individual effects across different industries.

Motivated by the above realistic situations and related works, we address the key
aims of this study as follows: (1) Measure the systemic risk level of all sectors in China’s
financial market more comprehensively and accurately, especially during the financial
turmoil periods. (2) Explore the different situations in terms of the total effects on sectoral
systemic risk based on three various crisis events in China’s financial market. (3) Capture
the variations in the individual effects of sectoral systemic risk in order to compare the
reactions of all entity sectors to these crisis events. (4) Construct the dominant order
of systemic risk among all sectors to illustrate the relative position of each one in the
various systemic risk connections during crisis events. More specifically, by employing the
two measures of systemic risk, the component expected shortfall (CES) and the marginal
expected shortfall (MES), this paper empirically researches the differences in the average
effects and total effects of sectoral systemic risk in China’s financial market using a panel
event study model between the periods of three main black swan events: the deleveraging
policy implementation of the A-share market in 2015, the announcement of the US placing
additional trade tariffs on China’s goods in 2018 and the COVID-19 outbreak in 2020.
Moreover, two nonparametric methods are utilized, the Wilcoxon signed rank sum test
and the bootstrap Kolmogorov–Smirnov test, to investigate the change level in individual
effects and the dominant orders of sectoral systemic risk in different industries during black
swan events. Figure 1 is the theoretical diagram of this paper.
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This study is an effective complement to the regulation and measurement of systemic
risk in different sectors in regard to the stability of China’s financial market during black
swan events. Generally, we are more focused on the total effects and the individual effects
of sectoral systemic risk caused by the emergency crisis events, and particularly, the shifts
in the systemic risk dominant orders of all sectors during the pre-event and post-event
periods of emergency crises. Our main findings are as follows: First, the mean values
and volatilities of CES and MES of all sectors have a higher level of magnitude in the
extreme risk situation than those in the normal risk case, indicating that each financial
sector is systemically relevant and significantly contributes to the overall market. Second,
by comparing the total effects of three crisis events, we find that compared to the continuous
shock caused by two other events to the overall systemic risk in the entire market from
the aspect of all sectors, sectoral systemic risk has a hysteresis effect on the entire market
after the COVID-19 outbreak. Third, the long-term and short-term individual effects of
sectoral systemic risk in all sectors of the three emergency crisis events are different from
each other, due to the different characteristics of events, depending possibly on the most
affected industries and their risk degrees. Fourth, the dominant orders of systemic risk
level can clearly present the net spill-in and the net spill-out sectors, and the dominance
tests of marginal expected shortfall (MES) are more sensitive; they can thus more effectively
demonstrate the changes in the rankings of sectoral systemic risk than the dominant tests
of component expected shortfall (CES) during the emergency crisis events.

The first contribution of this paper to the existing literature is that we measure the
sectoral systemic risk by employing the CES and MES, which enables us to extend the
research on the impacts of the black swan events on different sectors into the sectoral
systemic risk level in China’s financial market. Much research has concentrated the study
of the stock return’s shock effect and the volatility correlation between sectors during the
pandemic, but most of it ignores the overall risk effect that every single sector has on the
entire market [20,21]. Costa et al. (2022) examine the volatility connectedness and the
changes in the pairwise connections of sectoral indices in the US stock market [22]. Choi
(2022) observes the enhanced volatility spillovers and the contagion effects among various
industries during the COVID-19 pandemic [23]. Alomari et al. (2022) employ quantile
regression to analyze the relationship between changes in the newspaper-based infectious
diseases tracking index and sectoral stock market returns [24]. Nguyen (2022) examines the
early impacts of the COVID-19 outbreak on the stock returns of 11 sectors using firm-level
stock price data from 10 countries [25]. In contrast with these studies above, following the
methods that are proposed by Acharya et al. (2012) [26] and Banulescu and Dumitrescu
(2015) [27], we can more comprehensively detect the overall risk connections between the
entire market and different sectors during financial turbulences, that is, the systemic risk of
all sectors both from the aspects of absolute contribution and marginal contribution.
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Another contribution of our study is that we consider the dynamic variation in the
coefficients of the event variables around the baseline time of the crisis event, which allows
a clear visual representation of the shock of the crisis event on sectoral systemic risk and
its temporal trend in the total effect. Different from using the basic event study method to
analyze the influences of the COVID-19 pandemic on different sectors, such as that used by
Harjoto et al. (2020) [28], He et al. (2020) [29], and Liu et al. (2021) [30], we employ the panel
event study model with two fixed effects by referring to Freyaldenhoven et al. (2019) [31];
this in order to obtain the time-varying coefficients of the event’s lead and lag variables at
each time point more precisely. Unlike Ouyang et al. (2022) [32], our model contains the
full setting of posterior period variables that can detect the dynamic nature of the impact
of the COVID-19 pandemic on sectoral systemic risk over time, whether it is transitory or
perennial [33]. In addition, we not only discuss the change in systemic risk during the crisis
within the limits of a single industry, like Tian et al. (2022) [34], Shahzad et al. (2022) [35],
and Zou and Wang (2022) [36] do, but also explore the total effect of the systemic risk that
was introduced by the COVID-19 outbreak into all sectors on the financial market and
the difference in its reaction to two other crisis events: the implementation of the A-share
market deleveraging policy in 2015 and the announcement of the US’s additional trade
tariffs in 2018.

Lastly, we evaluate the differences in individual effects due to the pandemic and the
dominant order of sectoral systemic risk, which helps us to detect those sectors important
to the entire market in terms of systemic risk contribution and shifts in the systemic risk
dominant order of each sector during the crisis and non-crisis periods. Similar to the
applications of the Wilcoxon signed rank sum test by Ahnert and Georg (2018) [37] and
Morelli and Vioto (2020) [38], we use this measure to test the distinctions made clear in
the systemic risk level of each sector between the pre-event and post-event periods, and
compare these sorts of individual effects during the three crisis events covered by our
sample period. Moreover, in line with Bernal et al. (2014) [39] and Wen et al. (2020) [40],
we employ another nonparametric method, the bootstrap Kolmogorov–Smirnov test, in
order to estimate the dominant relationships of systemic risk between different sectors. The
existing studies fail to explicitly consider the overall contribution rank of systemic risk in
different sectors, but we furtherly identify the dominant role of each sector using others
both in the systemic risk fields of CES and MES. Therefore, to bridge this research gap, this
paper takes the COVID-19 outbreak as an example, and clearly illustrates the changes in
the dominant ranks and connections of sectoral systemic risk caused by the emergency
crisis events from the all-sector-level perspective.

The remainder of the paper is organized as follows. In Section 2, we develop the
specification and estimation framework, and present the data and variables included in the
empirical models. Section 3 discusses the results and analysis, and Section 4 concludes the
paper with some financial supervision and investment implications.

2. Methodology and Estimation Framework
2.1. Specification of Sectoral Systemic Risk

To measure the level of sectoral systemic risk in China’s financial market, we employ
the Marginal Expected Shortfall approach, which derives from the concept of the Expected
Shortfall. As argued by Acharya et al. (2012) [26], the measure of MES can reflect the
sensitivity of the total risk of the entire system to a unit change in one institution or industry
in the financial system. Considering a financial market contains n sectors, rm,t = ∑n

i=1 ωi,tri,t
denotes the aggregate return of the whole system at time t, ri,t is the corresponding return
of sector i, and ωi,t is the related weight of the market size of each sector within the system
at time t. First, the Expected Shortfall is defined as follows:

ESm,t−1(C) = −Et−1(rm,t|rm,t < C) (1)

where C is a known threshold to denote the loss condition of the distress event. It is
usually measured by the Value-at-Risk (VaR) at a given confidence level. Then, the MES
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corresponds to the marginal contribution of an institution or industry to the total risk of
the financial system measured by ES, which is defined as follows:

MESi,t(C) =
∂ESm,t−1(C)

∂ωi,t
= −Et−1(ri,t|rm,t < C) (2)

Based on the definition of MES, the Component Expected Shortfall, proposed by
Banulescu and Dumitrescu (2015) [27], is a measure of the absolute contribution of systemic
risk. Compared with Equation (2), the CES is also defined as part of the ES of the entire
system due to the sector i, which is given as follows:

CESi,t(C) = ωi,t
∂ESm,t−1(C)

∂ωi,t
= −ωi,tEt−1(ri,t|rm,t < C) (3)

It is noticed that CES is measured by the product of MES and the weight of the
sector, which represents the absolute contribution of sector i to the risk of the financial
system. In addition, the sum of all the sector’s CES is equal to the ES of the system:
ESm,t−1(C) = ∑n

i=1 CESi,t(C). It can be expressed as a percentage of ES, which denotes the
proportion of systemic risk due to sector i at time t. Consequently, the CES%i,t(C) is given
as follows:

CES%i,t(C) =
CESI,t(C)

ESm,t−1(C)
× 100% =

ωi,tEt−1(ri,t|rm,t < C)
∑n

i=1 ωi,tEt−1(ri,t|rm,t < C)
× 100% (4)

2.2. Estimation Framework of Sectoral Systemic Risk

The estimation framework of MES and CES is mainly composed of three steps. First,
by using a dynamic conditional correlation (DCC) model (Engle, 2002 [41]) combined with
a GJR-GARCH (1,1) framework (Glosten et al., 1993 [42]), we obtain the conditional volatil-
ities and standardized residuals for the market and sectors; this is in order to capture the
time-varying correlations of couples of the entire market and each sectors. The derivation
of the DCC-GJR-GARCH (1,1) model is presented as follows:

ri,t = µi,t + εi,t, rm,t = µm,t + εm,t (5)

σ2
i,t = ηi,0 + ηi,1ε2

i,t−1 + ηi,2σ2
i,t−1 + δi Ii,t−1ε2

i,t−1 (6)

σ2
m,t = ηi,0 + ηi,1ε2

m,t−1 + ηi,2σ2
m,t−1 + δi Im,t−1ε2

m,t−1 (7)

σim,t = (ρim,t + λi Im,t−1)σi,tσm,t (8)

where e rm,t and ri,t denote the returns of the indices of the market and its sectors at time t;
µm,t and µi,t are the conditional means; σ2

i,t and σ2
m,t are the conditional variances that follow

a GARCH (1,1) specification and have the asymmetric volatility responses δi Ii,t−1ε2
i,t−1 and

δi Im,t−1ε2
m,t−1 to positive and negative shocks in Equations (6) and (7); and Ii,t−1 and Im,t−1

are the dummy variables that take the value of one if εi,t−1 < 0 or εm,t−1 < 0, otherwise
zero. Further, Equation (8) presents the process of the time-varying covariance σim,t, which
is also considered the asymmetrical effect λi Im,t−1 during the period of market decline. As
developed by Engle (2016) [43], ρim,t is the dynamic conditional correlation between the
market and sectoral returns, and qim,t is the conditional covariance of the standardized
residuals, which are shown as follows:

ρim,t =
qim,t√qii,tqmm,t

(9)

qim,t = ρim + γ(zi,t−1zm,t−1 − ρim) + θ(qim,t−1 − ρim) (10)

where qii,t and qmm,t are the conditional variances of the market and sectoral standardized
residuals at time t; ρim is the constant unconditional covariance between the market and
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sectoral returns; and zi,t−1 = εi,t−1/σi,t−1 and zm,t−1 = εm,t−1/σm,t−1 are the standardized
residuals of the sectoral and market returns. The coefficients γ and θ in Equation (10)
measure the effects of any previous shocks and conditional correlations on the current
dynamic conditional correlations, and the correlation between the market and sectoral
returns equal to the unconditional level ρim when γ + θ < 1. Therefore, we can obtain
the estimation coefficients of the time-varying conditional correlation of each market and
sector pair.

Second, based on the estimation framework of dynamic conditional correlation, we
can extend the expressions of MES and CES into Equations (2) and (3), as follows:

MESi,t(C) = σi,tρim,tEt−1

(
εm,t

∣∣∣∣εm,t <
C

σm,t

)
+ σi,t

√
1− ρ2

im,tEt−1

(
ξi,t

∣∣∣∣εm,t <
C

σm,t

)
(11)

CESi,t(C) = −ωi,t

[
σi,tρim,tEt−1

(
εm,t

∣∣∣∣εm,t <
C

σm,t

)
+ σi,t

√
1− ρ2

im,tEt−1

(
ξi,t

∣∣∣∣εm,t <
C

σm,t

)]
(12)

It is obvious that these two systemic risk measures can be divided into different non-
linear combination parts, such as the volatility measures of market and sectoral returns σm,t
and σi,t, the dynamic conditional correlation between the market and its sectors ρim,t, the
weight of the sectors ωi,t and the tails expectations. Hence, MESit(C) and CESit(C) can be
measured once the non-linear dependencies, which are the conditional expectation parts,
are calculated. In line with Scaillet (2004) [44], we utilize a non-parametric kernel estima-
tion method to model the tail expectations Et−1

(
εm,t

∣∣∣εm,t <
C

σm,t

)
and Et−1

(
ξi,t

∣∣∣εm,t <
C

σm,t

)
,

based on the independent and identically distributed property between these two expecta-
tions, as shown below:

Êt−1(εm,t|εm,t < c) =
∑T

t=1 εm,tΦ
(

c−εm,t
h

)
∑T

t=1 Φ
(

c−εm,t
h

) (13)

Êt−1(ξi,t|εm,t < c) =
∑T

t=1 ξi,tΦ
(

c−εm,t
h

)
∑T

t=1 Φ
(

c−εm,t
h

) (14)

where c = C/σm,t is the threshold, Φ(·) denotes the Gaussian Kernel function and h is the
bandwidth. In the empirical estimation, we set h to T−1/5 and C to VaR0.05 or VaR0.5, in
order to represent the various risk degrees in the extreme case and normal case.

Finally, according to Equations (11) and (12), the time-series measures of Marginal
Expected Shortfall and Component Expected Shortfall can be computed by following the
estimation processes above. Similarly, the CES% in Equation (4) is calculated to indicate
the proportion of systemic risk level in each sector. In short, we apply the construction
frameworks of MES and CES as our main measures in order to estimate the systemic risk
of the different sectors in China’s financial system; this could ensure the robustness of the
results and help to make a comparison between two aspects of the marginal contribution
and the absolute contribution of sectoral systemic risk to the market.

2.3. Testing the Total and Individual Effects of Crisis Events on Sectoral Systemic Risk

In this study, we employ the panel event study model, developed by Freyaldenhoven
et al. (2019) [31], to capture the total impact of black swan events and financial turmoil on
sectoral systemic risk in China’s financial market. By comparing the variation in estimators
around the time baseline, this method can create a clear visual representation of the shock
of the adoption of the event. A key assumption to be made is that, in order to ensure the
consistent estimation of outcomes, the events are endogenously unrelated to the changes
in the levels in posterior time. This model is extended from the standard two-way fixed
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effect model that includes all posterior periods and estimates the average treatment effect
(Goodman-Bacon (2021) [33]). In contrast, the full setting of the event leads in the panel
event study model takes into account the trends in the treated variables before the event
occurs. In addition, the coefficients of the event lags show the dynamic nature of the impact
of the events over time, implying that their influence is transitory or permanent. Consider
a panel that covers sectors i and time periods t, the panel event study model can be shown
as follows:

yi,t = α +
J

∑
j=2

β j(Lag j)i,t +
K

∑
k=2

γk(Lead k)i,t + X′i,tΓ + ιi + νt + εi,t (15)

where yi,t denotes the independent variable, which is the systemic risk level of each sector,
Xi,t represents the control variables, ιi and νt are the sector and time fixed effects, and εi,t
is the error term. We use Eventi to denote the time at which sector i is influenced by the
occurrence of the event; then, the variables of lead and lag in Equation (15) are defined
as follows:

(Lag J)i,t = 1[t ≤ Eventi − J], (16)

(Lag j)i,t = 1[t = Eventi − j] for j ∈ {1, . . . , J}, (17)

(Lead k)i,t = 1[t = Eventi + k] for k ∈ {1, . . . , K}, (18)

(Lead K)i,t = 1[t ≥ Eventi + k]. (19)

Thus, lag and lead are dummy variables that denote the given situation of the peri-
ods around the events. The same as the standard in Raftopoulou and Giannakopoulos
(2022) [45] and Clarke and Tapia-Schythe (2021) [46], we set the first lag as the baseline
omitted case in our empirical estimation, where j = 1. Following the framework of the
panel event study model, we examine the total effects and dynamic tendencies of sectoral
systemic risk in the entire market with the occurrence of three emergency shock events.

Furthermore, consistent with Bernal et al. (2014) [39] and Morelli and Vioto (2020) [38],
we apply two nonparametric methods, the Wilcoxon signed rank sum test and the boot-
strap Kolmogorov–Smirnov test, to investigate the changes in the individual effects of the
systemic risk level and its dominant order of different sectors during the black swan events.
The Wilcoxon test can consider the positive or negative differences in ranks and also the
magnitude between a pair of samples that are independent of each other, but without the
assumption of the symmetric normal distribution of them (Hollander et al. (2015) [47]). The
null hypothesis is that the median difference in pairs is equal to zero. When two samples
are from the same distribution, the results are not significant. As with Morelli and Vioto
(2020) [38], who use this method for paired data to test whether the levels of the conditional
Value-at-Risk of banks, insurance and brokerages, and real estate companies are higher due
to the crisis events, we test whether or not the marginal and absolute contributions of the
systemic risk of each sector in China’s financial market in the period after a shock event,
such as the COVID-19 outbreak, are greater than those in the period before. Therefore, in
this study, the Wilcoxon signed rank sum test is applied to the following hypotheses:

H0 : CESi
t:t+h−1 ≤ CESi

t−h−1:t−1, H1 : CESi
t:t+h−1 > CESi

t−h−1:t−1 (20)

H0 : MESi
t:t+h−1 ≤ MESi

t−h−1:t−1, H1 : MESi
t:t+h−1 > MESi

t−h−1:t−1 (21)

where i denotes different sectors, h is the time horizon before or after the occurrence of
events at time t, and CES/MES are the measures of the marginal expected shortfall and
the component expected shortfall, as defined in Section 2.1. For each case, the rejection of
the null hypothesis H0 and the positive test result imply that the systemic risk level of this
financial sector significantly increases during the crisis event, or that the rejection of the
null hypothesis with a negative value means that the sectoral systemic risk significantly
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decreases after the crisis event; otherwise, the difference between these two periods is
not significant.

In addition, we employ the bootstrap Kolmogorov–Smirnov (KS) test, as proposed by
Abadie (2002) [48], to test the contribution of each sector to the systemic risk of the entire
market and the dominant relationship among them. This resampling approach is better
than the traditional KS test because it avoids the Durbin problem. The goal setting of the
bootstrap KS test involves the cumulative distribution functions (CDF) rather than the
means, which are more easily influenced by the extremums. In addition, the asymptotically
distribution-free property of this nonparametric method means that it does not require any
assumptions about the underlying distribution, which could minimize the risk of errors.
For the dominance test, we test whether or not the systemic risk of sector j contributes
more than sector i, which can represent the dominant order among the financial sectors.
The two-sample KS statistic is also defined as follows:

KSm1m2 =

√
m1m2

m1 + m2
sup

x
|Sm1(x)− Lm2(x)| (22)

where Sm1(x) and Lm2(x) denote the CDFs of the CES or MES of the two different sectors j
and i. The null hypothesis is defined as follows:

H0 : CESj
0.05 ≤ CESi

0.05, H1 : CESj
0.05 > CESi

0.05 (23)

H0 : MESj
0.05 ≤ MESi

0.05, H1 : MESj
0.05 > MESi

0.05 (24)

The rejection of the null hypothesis implies that the contribution magnitude of the
systemic risk of sector j to the entire market is larger than that of sector i, which also shows
that the dominant rank of the systemic risk of sector j is higher than that of sector i. By
conducting the bootstrap KS test above, we can identify not only the significance of the
individual effect of systemic risk in one sector, but also the dominant order of the individual
effect of systemic risk among different sectors. On the basis of that, this paper addresses a
relationship network that exists between the individual effects of sectoral systemic risk in
order to analyze the evolution of the connectedness of systemic risk dominance between
sectors during financial crisis events.

2.4. Data and Variables

Following the estimation framework of CES and MES in Section 2.2, we collect data
from the WIND database; this includes weekly returns expressed in the logarithmic scale
of the stock indices, and the weekly capitalization sizes of the A-share financial sectors
and the market. The market data used for the systemic risk measure calculation cover a
total of 424 weeks that range from 1 January 2014, to 1 April 2022. Based on the criterion
of the industrial classification of China’s financial market, these sectors cover all 11 of the
WIND Class I industries, which contain Energy (EN), Materials (MA), Industrials (IN),
Consumer Discretionary (CD), Consumer Staples (CS), Healthcare (HE), Financials (FE),
Information Technology (IT), Telecom Service (TS), Utilities (UT), and Real Estate (RE).
We choose the Shanghai Stock Exchange Composite Index as the representation of the
entire financial market. Table 1 presents the descriptive statistics of all sectoral returns.
The skewness statistic shows a longer left tail for most sectors except for Financials, which
indicates that Financials experiences more frequent periods of negative returns than others.
The results of the Jarque–Bera test and the Ljung–Box Q-test for all sectoral returns reject
the null hypotheses of normal distribution and reveal no ARCH effects in the time series
for most cases.
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Table 1. Descriptive statistics of sectoral returns.

Mean Max. Min. Stand.
Dev. Skewness Kurtosis J.B. Test L.B. Q-Test

Energy 0.028 6.219 −7.759 1.592 −0.687 6.774 285.101 *** 235.701 ***
Materials 0.103 5.434 −11.470 1.774 −1.134 8.397 605.620 *** 317.333 ***

Industrials 0.071 5.220 −11.135 1.714 −1.245 9.522 861.130 *** 363.099 ***
Consumer_
Discretionary 0.056 5.109 −9.316 1.640 −1.135 8.044 540.778 *** 415.668 ***

Consumer_
Staples 0.136 4.560 −8.704 1.579 −1.106 6.812 343.353 *** 165.745 ***

Healthcare 0.086 5.663 −7.218 1.653 −0.763 5.833 182.998 *** 340.142 ***
Financials 0.083 6.878 −5.882 1.461 0.094 5.785 137.714 *** 112.688 ***

Information_
Technology 0.095 7.668 −10.040 2.057 −0.807 6.715 289.910 *** 474.665 ***

Telecom_
Service 0.009 7.453 −9.661 1.933 −0.573 6.623 255.178 *** 258.119 ***

Utilities 0.064 5.127 −11.948 1.488 −1.576 14.531 252.480 *** 172.600 ***
Real Estate 0.065 5.916 −9.520 1.786 −0.660 6.208 212.681 *** 233.441 ***

Note: *** indicates significance at the level of 0.01. The number of observations is 4664. J.B. test denotes the Jarque–
Bera statistic for the test of normality and L.B. Q-test denotes the Ljung–Box statistic for serial autocorrelation in
the squared returns.

To examine the total effects of sectoral systemic risk in the market during the COVID-
19 outbreak, we employ the panel event study method, which is based on the descrip-
tion in Section 2.3. For emergency crisis events, following Huang et al. (2022) [2], we
choose three main representative black swan events in China’s financial market: the
implementation of the deleveraging policy in China’s A-share market in 2015, the an-
nouncement the US placing additional trade tariffs on China’s goods in 2018 and the
outbreak of COVID-19 in 2020. The first incident dated to when the China Securities
Regulatory Commission (CSRC) was reported to be carrying out a strict investigation
into over-the-counter illegal funding on the 12 June 2015 (See website: http://www.
csrc.gov.cn/csrc/c100029/c1000237/content.shtml (accessed on 9 March 2023)), and the
second dated to when the United States Trade Representative (USTR) released a list of
products imported from China, worth USD 50 billion, that would be subject to addi-
tional tariffs on 15 June 2018 (See website: https://ustr.gov/about-us/policy-offices/press-
office/press-releases/2018/june/ustr-issues-tariffs-chinese-products(accessed on 9 March
2023)) [8]. In addition, in line with Tan et al. (2022) [49], the date set in the model for
the outbreak of COVID-19 was 20 January 2020, when Chinese social media widely re-
ported this public health event and it was confirmed by the government authorities (See
website: http://www.gov.cn/xinwen/2020-01/20/content_5471057.htm (accessed on 9
March 2023)).

Table 2 provides detailed descriptions and measurements of all variables. The main
independent variables in the panel event study model are the two measures of systemic
risk, the Marginal Expected Shortfall and the Component Expected Shortfall (CES and
MES) of all 11 sectors in China’s financial market. Based on Tian et al. (2022) [50], the
length of the time horizon of the event study is set to 20 periods of sample time (weeks),
which allows us to identify the impact of the event’s shock both in the short and long
term. As shown in the model setting of Section 2.3, the event horizon includes the dummy
variables of lead and lag, which are equal to one. To ensure the robustness of the estimators
of the event’s lag and lead, we choose some control variables to reflect the different factors
affecting the sectoral systemic risk level, which contain the profitability, volatility, market
size and liquidity of financial sectors (e.g., Bernal et at., (2014) [39]; Chen and Jin (2020) [51];
and Yang et al., (2020) [52]). Table 3 present the descriptive statistics of all variables.

http://www.csrc.gov.cn/csrc/c100029/c1000237/content.shtml
http://www.csrc.gov.cn/csrc/c100029/c1000237/content.shtml
https://ustr.gov/about-us/policy-offices/press-office/press-releases/2018/june/ustr-issues-tariffs-chinese-products(accessed
https://ustr.gov/about-us/policy-offices/press-office/press-releases/2018/june/ustr-issues-tariffs-chinese-products(accessed
http://www.gov.cn/xinwen/2020-01/20/content_5471057.htm
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Table 2. Descriptions of variables in the panel event study model.

Variables Descriptions Measurements

Dependent variable

CES0.05/MES0.05 The level of sectoral systemic risk
The approaches to Component Expected Shortfall and

Marginal Expected Shortfall, which measure the magnitude
of systemic risk, are shown in Section 2.1

Explanatory variables

Lead/Lag Temporal dummy variables The binary variables indicate the given states in the
pre-event or post-event periods

Control variables

Returns Sectoral profitability Total average return of sectoral index within one week
Volatility Sectoral volatility The percent of rise or fall of sectoral index within one week

Size Sectoral market size The logarithm scale of the average amount of market
capitalization of the sectoral index within one week

Liquidity Sectoral liquidity The liquidity level of a sector within one week, measured by
ILLIQ (Amihud and Noh (2021) [53])

Table 3. Descriptive statistics of variables.

Variables Observations Mean Std. Dev. Min. Max.

CES0.05 4521 0.194 0.197 0.003 2.097
MES0.05 4521 2.177 1.363 0.001 13.849
Returns 4521 0.077 1.717 −11.948 7.668

Volatility 4521 0.256 3.903 −24.051 19.311
Size 4521 3.564 0.490 2.009 4.291

Liquidity 4521 0.022 0.068 0.001 1.461

3. Empirical Results and Analyses
3.1. The Average Effects of Sectoral Systemic Risk during Crisis Periods

In accordance with the estimation process in Section 2.2, we calculate two types of
sectoral system risk measures (CES and MES) to demonstrate the absolute and marginal
contribution of systemic risk to the market, and each of them is based on the sectoral
idiosyncratic risk level in a high or low degree, which is denoted by VaR0.05 or VaR0.5.
Therefore, we obtain CES0.05, CES0.5, MES0.05, and MES0.5 for all 11 financial sectors
corresponding to the two risk thresholds, the extreme case and the normal case. The total
sample period is 411 weeks, which ranges from 31 March 2014 to 1 April 2022, and we draw
three subsamples to represent the periods of financial turmoil in China’s A-share market to
compare the average effects of sectoral systemic risk within these periods. The first is the
period of the A-share market crash in 2015 (Period I) from 12 June 2015 to 5 February 2016
(34 weeks), the second is the period of Sino–US trade friction in 2018 (Period II) from 15
June 2018 to 28 December 2018 (47 weeks), and the third is the period of the first wave of the
COVID-19 pandemic in 2020 (Period III) from 20 January 2020 to 24 April 2020 (12 weeks).
Figure 2 illustrates the temporal change in the sectoral systemic risk measures, CES0.05 and
MES0.05, of all 11 sectors in all sample periods. From the subplot of the average sectoral
systemic risk in Figure 2, we notice that both CES and MES experience severe fluctuations
in the three crisis periods above.
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Figure 2. The plot of systemic risk measures of CES and MES of all sectors. Figure 2. The plot of systemic risk measures of CES and MES of all sectors.
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The two panels in Table 4 give the primary mean and standard deviation statistics of
CES and MES in China’s financial sectors during different sample periods. It is obvious that
all the values in Panel A and Panel B are larger than those matching those of the same sector
in Appendix A Table A1, indicating that the sectoral systemic risk of all sectors has a higher
magnitude and volatility in the extreme risk status. Therefore, we use CES0.05 and MES0.05
as the main sectoral systemic risk measures. In the total sample period, the Financials,
Industrials, and Information Technology sectors have the highest means and volatilities in
terms of CES, which implies that these sectors have the contribute the most systemic risk to
the market. We calculate the CES% of these three sectors to show the temporal change in
their proportion of systemic risk among all sectors (see Appendix A Figure A1). In addition,
the results of MES in all the sample periods show that, without considering the weight of
the market size, the top three sectors with the highest marginal contribution of systemic
risk are the Information Technology, Industrials, and Telecom Service sectors.

Table 4. CES0.05 and MES0.05 of China’s financial sectors in different sample periods.

Panel A: CES0.05

All Period Period I Period II Period III

Mean S.D. Mean S.D. Mean S.D. Mean S.D.

Energy 0.111 0.082 0.273 0.143 0.130 0.020 0.088 0.021
Materials 0.230 0.129 0.505 0.232 3 0.290 0.065 0.250 0.057

Industrials 0.382 2 0.264 1 0.986 1 0.415 1 0.430 2 0.122 2 0.386 3 0.077
Consumer_
Discretionary 0.239 0.147 0.569 3 0.229 0.311 0.102 0.251 0.045
Consumer_

Staples 0.139 0.091 0.204 0.088 0.171 0.063 0.156 0.034

Healthcare 0.134 0.078 0.228 0.086 0.167 0.062 0.151 0.083 3

Financials 0.464 1 0.245 2 0.794 2 0.253 2 0.651 1 0.195 1 0.539 1 0.098 1

Information_
Technology 0.299 3 0.165 3 0.566 0.229 0.370 3 0.119 3 0.402 2 0.088 2

Telecom_
Service 0.008 0.005 0.016 0.008 0.012 0.003 0.007 0.002

Utilities 0.051 0.049 0.174 0.082 0.058 0.017 0.049 0.008
Real Estate 0.081 0.068 0.218 0.068 0.129 0.081 0.077 0.023

Panel B: MES0.05

All Period Period I Period II Period III

Mean S.D. Mean S.D. Mean S.D. Mean S.D.

Energy 1.869 1.069 3.851 1.709 1.997 0.241 2.162 0.492
Materials 2.345 1.370 5.332 3 2.390 2 2.990 0.694 2.831 1 0.650 3

Industrials 2.287 2 1.435 3 5.391 2 2.215 3 2.678 0.785 2.515 0.480
Consumer_
Discretionary 2.315 1.369 5.134 2.152 2.936 1.057 3 2.806 2 0.500
Consumer_

Staples 1.957 1.268 4.297 1.933 2.638 0.970 1.863 0.428

Healthcare 2.028 1.266 4.661 1.861 2.514 0.944 1.919 1.054 1

Financials 1.841 0.876 3.002 0.984 2.496 0.645 2.147 0.381
Information_
Technology 2.608 1 1.601 1 5.941 1 2.424 1 3.485 1 1.176 2 2.616 0.546

Telecom_
Service 2.265 3 1.391 4.522 2.177 3.376 2 0.883 1.761 0.476

Utilities 1.564 1.319 4.611 2.086 1.897 0.535 1.805 0.297
Real Estate 2.179 1.592 2 5.113 1.732 3.311 3 2.042 1 2.539 3 0.754 2

Note: The upper corner marks of 1, 2, 3 denote the top three ranks of values in each column. Period I is the
34 weeks from 12 June 2015 to 5 February 2016, Period II is the 47 weeks from 15 June 2018 to 28 December 2018,
and Period III is the 12 weeks from 20 January 2020 to 24 April 2020.

For the periods of the three financial market crises, we notice that the mean and
volatility values of sectoral systemic risk in columns (3) to (8) are all higher than those in
columns (1) and (2). By analyzing the results of CES0.05 and MES0.05 in Panel A and Panel
B in Table 4, it is evident that financial turmoil and instability lead to the systemic risk
of each factor presenting a stronger contribution in the mean level. During the A-share
market crash period in 2015 (Period I), the Industrials and Financials sectors are the most
important contributor, as well as during the trade friction crisis in 2018 (Period II); however,
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the Information Technology, Telecom Service, and Real Estate sectors present the strongest
marginal systemic risk to the market. The outbreak of the COVID-19 pandemic in 2020
(Period III) also causes a market crisis, although the Financials, Information Technology,
and Industrials sectors are still the top three sectors in the value of CES0.05; indeed, the
mean level of MES0.05 of the Materials, Consumer Discretionary, and Real Estate sectors
soar during this period. The economic lockdown and consumption crunch due to the
COVID-19 pandemic have severe impacts on these sectors, and then enhance their marginal
systemic risk contribution to the entire market. Moreover, we find that the volatilities of
CES0.05 and MES0.05 in terms of the Healthcare sector increase remarkably, which could be
regarded as an intuitive reaction of the financial market to this public health crisis.

3.2. The Total Effects of Crisis Events on Sectoral Systemic Risk

In this section, following the research designs of Freyaldenhoven et al. (2019) [31] and
Raftopoulou and Giannakopoulos (2022) [45], we adopt a panel event study model that
is based on Equation (16) in order to examine the total effects of the occurrence of black
swan events, such as the outbreak of COVID-19, in terms of sectoral systemic risk on the
financial market. In addition, another two shock events are used to analyze the impacts of
sectoral systemic risk on the entire market in different risk situations comparatively. As
presented in Section 2.4, the key dates that we choose for the events are 20 January 2020,
for the COVID-19 outbreak, 12 June 2015, for CSRC’s deleveraging policy implementation,
and 15 June 2018, for the announcement of the US’s additional trade tariffs list, which
correspond to the 300th week, the 64th week, and the 218th week in the total sample
period, respectively. Consistent with Tian et al. (2022) [50], the event window is set as
20 periods (weeks), which is [−10, 10] around the key dates of the events. The two-way
fixed effects are considered in the model setting [54]. We also choose sectoral profitability,
sectoral volatility, sectoral market size and sectoral liquidity as control variables to check
the robustness of the regressions. Table 5 shows the main estimation results of the panel
event study models using three different black swan shock events.

Table 5. The estimation results of the panel event study models with three different shock events.

Panel A: Sectoral Systemic Risk CES0.05

Event I: CSRC’s Deleveraging
Policy in 12 June 2015

Event II: US’s Additional Trade
Tariffs in 15 June 2018

Event III: COVID-19 Outbreak in
20 January 2020

Constant 2.915 **
(0.015)

2.088 ***
(0.003)

3.107
(0.302)

2.118 ***
(0.002)

1.983 ***
(0.000)

1.177
(0.555)

0.225
(0.554)

0.228 ***
(0.000)

0.193
(0.348)

Leads
/Lags Yes Yes Yes Yes Yes Yes

Returns −0.412 ***
(0.002)

−0.463 ***
(0.001)

−0.192 *
(0.085)

−0.258 *
(0.089)

−0.237 **
(0.010)

−0.249 ***
(0.003)

Volatility 0.176 ***
(0.002)

0.201 ***
(0.000)

0.091 *
(0.091)

0.116 *
(0.095)

0.101 **
(0.011)

0.108 ***
(0.003)

Size −0.712
(0.136)

−0.818
(0.336)

−1.378
(0.427)

−0.273
(0.622)

−0.004
(0.971)

0.326
(0.248)

Liquidity −1.505 ***
(0.002)

−2.462 ***
(0.002)

−0.047
(0.348)

−0.016
(0.468)

−0.038 *
(0.051)

−0.071 *
(0.082)

Sector-
fixed Control Control Control Control Control Control Control Control Control
Time-
fixed Control Control Control Control Control Control Control Control Control

L-
likelihood −2.503 65.813 82.031 341.149 368.109 372.024 381.378 427.016 434.916

AIC 13.006 −111.626 −144.063 −674.298 −716.219 −724.049 −754.757 −834.033 −849.831
BIC 26.775 −77.201 −109.639 −660.528 −681.795 −689.624 −740.987 −799.609 −815.407
R-

squared 0.177 0.545 0.604 0.361 0.493 0.511 0.156 0.364 0.406
Observations 231 231 231 231 231 231 231 231 231
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Table 5. Cont.

Panel B: Sectoral Systemic Risk MES0.05

Event I: CSRC’s Deleveraging
Policy in 12 June 2015

Event II: US’s Additional Trade
Tariffs 15 June 2018

Event III: COVID-19 Outbreak in
20 January 2020

Constant 3.102 ***
(0.008)

2.420 ***
(0.000)

1.528
(0.337)

6.002 ***
(0.000)

2.257 ***
(0.000)

5.145
(0.105)

1.938 **
(0.025)

2.535 ***
(0.000)

1.011
(0.469)

Leads
/Lags Yes Yes Yes Yes Yes Yes

Returns −4.146 ***
(0.000)

−4.267 ***
(0.001)

−2.863 **
(0.024)

−3.764 ***
(0.000)

−3.074 ***
(0.009)

−3.567 **
(0.013)

Volatility 1.770 ***
(0.000)

1.825 ***
(0.001)

1.322 **
(0.019)

1.675 ***
(0.000)

1.323 ***
(0.009)

1.566 **
(0.012)

Size −7.528
(0.317)

−3.624
(0.415)

−1.618
(0.517)

−1.373
(0.489)

−4.784
(0.441)

−2.134
(0.581)

Liquidity −3.361 *
(0.068)

−1.158 ***
(0.009)

−0.982
(0.558)

−1.130
(0.694)

−2.701 ***
(0.000)

−2.210 ***
(0.009)

Sector-
fixed Control Control Control Control Control Control Control Control Control
Time-
fixed Control Control Control Control Control Control Control Control Control

L-
likelihood −526.357 −383.974 −362.676 −207.843 −202.217 −185.305 −150.801 −111.089 −98.567

AIC 1060.714 787.949 745.352 423.687 424.433 390.610 309.602 242.178 217.135
BIC 1074.484 822.373 779.776 437.457 458.857 425.035 323.372 276.602 251.560
R-

squared 0.231 0.775 0.813 0.401 0.429 0.506 0.131 0.383 0.446
Observations 231 231 231 231 231 231 231 231 231

Note: In the parentheses are the p value and *, ** and ***, which indicate significance at the 10%, 5% and 1% levels,
respectively.

The results in Table 5 contain the estimation outcomes of basic panel two-way fixed
effect models, and the panel event study models with or without control variables. The
main independent variable is the sectoral systemic risk measure CES0.05 in Panel A and
MES0.05 in Panel B. By comparing the R-square, loglikelihood, AIC and BIC values of each
model, we find that the panel event study model with control variables is superior to the
other models during model selection, which indicates that our model setting is robust.
With respect to control variables, the sectoral profitability is significantly negative in all
models, both in Panel A and Panel B. In addition, the sectoral volatility variable that is the
percent of rise or fall of the sectoral index is significantly positively correlated with the
level of CES0.5 and MES0.5. In line with Drakos and Kouretas (2015) [55] and Chen and Jin
(2020) [51], these two results indicate that high returns will smooth the sectoral systemic
risk level, whereas high volatility will enhance it during the crisis. In addition, despite there
being a correlation between institution-level systemic risk and its capitalization (Laeven
et al., (2016) [56]), we find no significant evidence that the market size of a sector is related
to the level of its CES or MES in a time of distress. This is might due to the fact that the
sectoral size is not a significant factor in the marginal contribution of sectoral systemic risk,
as shown in Section 2.2. As for CES, on the one hand, the non-significant relationship in the
pre-event period may cause the same result between size and CES in the total event time
horizon, which covers up the results of significance in the post-event period. On the other
hand, the sector-level concentration would also lower the size effects of sectoral systemic
risk exposure [57]. In addition, different sectors perform differently during different crisis
events, so may not have the same impact on the sectoral systemic risk themselves [58]. This
heterogeneity in terms of sector size across all sectors, caused by the connectedness and
spillover of fluctuations in the price of assets among them, is another explanation [59,60].
Finally, we notice that a liquidity risk in the market remarkably amplifies the sectoral
systemic risk at the time of the A-share market crash in 2015 and the COVID-19 outbreak
in 2020. This type of mutual spiral relationship between a market liquidity crunch and
systemic risk, especially during a sudden market crisis, is consistent with Louhichi et al.
(2022) [61].
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Figure 3 explicitly presents the estimation results of the lead/lag variables of the panel
event study models in Table 5, which illustrate the dynamic total effects of sectoral systemic
risk on the entire market during different black swan events. All the estimation outcomes of
the lead and lag variables in the event window are also given in Appendix A Table A2. As
shown in Figure 3, most of the coefficients of the lead variables before the shock event are
not significantly different from zero at the 5% significance level, and show no clear trends
in terms of the changing mode; this indicates that sectoral systemic risk has no significant
influence on the entire market in the pre-event period. This result verifies the exogenous
requirement for events that is the occurrence of the market crisis shock does not affect the
total effect of sectoral systemic risk in advance. During the post-event period, it is obvious
that there exists a significant enhancement in the total effect of sectoral systemic risk both
in the plots of CES and MES. After the CSRC’s investigation into over-the-counter illegal
funding was widely reported, the total effect immediately surged at the time of the event’s
occurrence and the time of lag1, then increased again in the periods from lag3 to lag5 (see
Figure 3a,d). Similarly, the US’s announcement of additional trade tariffs on goods from
China caused a rise in the total effect of sectoral systemic risk at once, and a second wave
of increase occurred after the time of lag 7 (see Figure 3b,e).

These results imply that both two events cause sustained shocks to the overall systemic
risk of the entire market from the aspect of all sectors. In addition, we find that the effect of
this kind of event on the marginal expected shortfall is larger than the component expected
shortfall, which shows that the measure of MES has a sharper reaction to the sudden
market crisis. Different from the influence patterns of events I and II, the sectoral systemic
risk has a hysteresis effect of the market after the COVID-19 outbreak. As we can see in
Figure 3c,f, the sectoral systemic risk slightly decreases at the time of lag 1 and lag 2, and
abruptly increases from lag 3 to lag 7 after the COVID-19 pandemic is confirmed. This
result, indicating that the sectoral systemic risk does not have a horizontal effect but instead
a trend effect around the date of the COVID-19 pandemic, is consistent with Ouyang et al.
(2022) [33]. The reasons for this are twofold; the first reason is that the sectoral heterogeneity
of the COVID-19 outbreak has various impacts on different sectors (He et al. (2020) [29]),
and the second one is that there exist dominant position transitions of sectoral systemic
risk among sectors during the financial crisis (Zhang et al. (2020) [62]). From the long-term
perspective, the persistence of the pandemic and the pessimistic outlook on economic
growth eventually caused a positive shock to the sectoral systemic risk, the same as the
results seen in regards to event I and event II. Therefore, it is necessary to analyze the
individual effect of sectoral systemic risk and its dominant order among sectors during
periods of the financial crisis.
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Figure 3. The plots of dynamic total effects of sectoral systemic risk during different black swan 
events. (a) The estimation results of CES around the date of event I. (b) The estimation results of 
CES around the date of event II. (c) The estimation results of CES around the date of event III. (d) 
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Figure 3. The plots of dynamic total effects of sectoral systemic risk during different black swan
events. (a) The estimation results of CES around the date of event I. (b) The estimation results of CES
around the date of event II. (c) The estimation results of CES around the date of event III. (d) The
estimation results of MES around the date of event I. (e) The estimation results of MES around the
date of event II. (f) The estimation results of MES around date of the event III.

3.3. The Individual Effects of Crisis Events on Sectoral Systemic Risk

Table 6 presents the results of the Wilcoxon signed rank sum tests of sectoral systemic
risk during the three shock events, which are the CSRC’s deleveraging policy implemen-
tation on 12 June 2015, the Sino–US trade friction engagement on 15 June 2018, and the
COVID-19 outbreak on 20 January 2020. We employ this nonparametric test to detect
whether or not the systemic risk level of each sector significantly changes after the occur-
rence of shock events. The event windows [−6, 6] and [−10, 10] are used to cover the
sample periods around the date of events, which could help us to capture the individual
effects of the absolute contribution and marginal contribution of the systemic risk of all 11
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sectors in China’s financial market that are affected by market crisis events. This setting
of two event windows is also considered a variation in CES and MES in the short term
and long term, respectively [63]. According to Section 2.3, the null hypothesis of the test is
H0 : CES/MESi

0.05, t:t+h−1 ≤ CES/MESi
0.05, t−h−1:t−1, where h is the breadth of the event

window. In addition, due to the properties of Wilcoxon signed rank sum tests, the size and
sign of the coefficients in Table 6 indicate the differences in the means between the samples
in the pre-event periods and the post-event periods, which illustrate the changing trends in
sectoral systemic risk around every black swan event.

For the results of sectoral systemic risk in Table 6, the negative/positive value of the
outcomes shows that the level of sectoral systemic risk in post-event periods is larger/lower
than that in pre-event periods. In two Panels A and B, the null hypothesis is rejected at
a 5% significance level in most of the cases in columns (1) and (2), which indicates that
the level of systemic risk in all sectors, regardless of whether it is in the short term or
long term, is significantly influenced by the shock of the A-share market deleveraging
policy in 2015. This finding shows that this event causes a massive market panic and
becomes the source of the A-share market crash in that year. In particular, both in the short
term and long term after the event, the Information Technology, Consumer Discretionary,
and Industrials sectors are the most affected sectors in terms of the level of the absolute
contribution of systemic risk, and Information Technology, Consumer Discretionary, and
Materials are the most affected sectors in the level of the marginal contribution of systemic
risk. By comparing the values in columns (1) and (2), we notice that the Energy, Materials,
Industrials, Financials, Utilities, and Real Estate sectors are more profoundly influenced by
the policy shock, while the effects on other sectors decline over time. As for the individual
effects of the announcement of the US’s additional trade tariffs in 2018, it could be found that
most of the sectors are impacted both in the short term and long term, except for Telecom
Service, Utilities, and Real Estate. The change level of CES and MES in the Information
Technology, Consumer Discretionary, Healthcare and Financials sectors are the highest,
which shows that the contributions of systemic risk from these sectors are significantly
amplified by the trade friction event. Moreover, there is also a long-term increase in the
systemic risk level in the sectors of Energy, Industrials, Consumer Discretionary, Consumer
Staples, Healthcare, and Financials. Corresponding to the results in Section 3.2, these two
black swan events above have an industry-wide impact effect on China’s financial system,
which highly strengthens the intensity of systemic risk contributed by most sectors to the
entire market.

Table 6. The Wilcoxon signed rank sum tests of sectoral systemic risk during the three shock events.

H0: CES/MESi
0.05, t:t+h−1 ≤ CES/MESi

0.05, t−h−1:t−1

Panel A: CES0.05

Event I: CSRC’s Deleveraging
Policy in 12 June 2015

Event II: US’s Additional Trade
Tariffs in 15 June 2018

Event III: COVID-19 Outbreak in
20 January 2020

Short Term Long Term Short Term Long Term Short Term Long Term

Energy −0.168 ***
(0.002)

−0.219 ***
(0.000)

−0.018 ***
(0.004)

−0.023 ***
(0.000)

−0.014 **
(0.041)

−0.009 *
(0.086)

Materials −0.555 ***
(0.002)

−0.589 ***
(0.000)

−0.042 **
(0.041)

−0.033 *
(0.054)

−0.032
(0.484)

−0.048 *
(0.076)

Industrials −0.678 *
(0.064)

−0.859 ***
(0.003)

−0.099 **
(0.026)

−0.107 ***
(0.002)

0.021
(0.588)

0.004
(0.850)

Consumer_
Discretionary

−0.698 ***
(0.002)

−0.657 ***
(0.000)

−0.134 ***
(0.002)

−0.152 ***
(0.000)

0.029
(0.132)

0.006
(0.191)

Consumer_
Staples

−0.251 ***
(0.002)

−0.249 ***
(0.000)

−0.048 *
(0.065)

−0.089 ***
(0.001)

−0.053 **
(0.015)

−0.043 **
(0.031)
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Table 6. Cont.

H0: CES/MESi
0.05, t:t+h−1 ≤ CES/MESi

0.05, t−h−1:t−1

Panel A: CES0.05

Event I: CSRC’s Deleveraging
Policy in 12 June 2015

Event II: US’s Additional Trade
Tariffs in 15 June 2018

Event III: COVID-19 Outbreak in
20 January 2020

Short Term Long Term Short Term Long Term Short Term Long Term

Healthcare −0.269 ***
(0.002)

−0.254 ***
(0.000)

−0.054 ***
(0.009)

−0.077 ***
(0.000)

−0.002
(0.394)

−0.048 **
(0.045)

Financials −0.275 **
(0.026)

−0.283 ***
(0.009)

−0.123 ***
(0.002)

−0.147 ***
(0.001)

0.049
(0.179)

0.033
(0.162)

Information_
Technology

−0.868 ***
(0.002)

−0.744 ***
(0.000)

−0.184 ***
(0.004)

−0.161 ***
(0.001)

0.060
(0.394)

0.047 *
(0.075)

Telecom_
Service

−0.011 ***
(0.002)

−0.009 ***
(0.001)

−0.001
(0.179)

0.001
(0.623)

0.003 *
(0.065)

0.003 ***
(0.005)

Utilities −0.148 ***
(0.002)

−0.177 ***
(0.000)

−0.020 ***
(0.004)

−0.009
(0.104)

0.010 *
(0.065)

0.009 ***
(0.009)

Real Estate −0.129 ***
(0.002)

−0.152 ***
(0.000)

−0.030
(0.699)

−0.037
(0.212)

0.007
(0.394)

0.004
(0.273)

Panel B: MES0.05

Event I: CSRC’s Deleveraging
Policy in 12 June 2015

Event II: US’s Additional Trade
Tariffs in 15 June 2018

Event III: COVID-19 Outbreak in
20 January 2020

Short Term Long Term Short Term Long Term Short Term Long Term

Energy −1.899 ***
(0.002)

−2.818 ***
(0.000)

−0.286 ***
(0.004)

−0.292 ***
(0.000)

−0.520 ***
(0.004)

−0.469 **
(0.014)

Materials −5.839 ***
(0.002)

−6.151 ***
(0.000)

−0.499 **
(0.041)

−0.399 **
(0.045)

−0.371
(0.588)

−0.530 *
(0.074)

Industrials −3.948 ***
(0.065)

−4.759 ***
(0.003)

−0.658 **
(0.026)

−0.726 ***
(0.002)

0.234
(0.588)

−0.131 *
(0.077)

Consumer_
Discretionary

−6.481 ***
(0.002)

−5.998 ***
(0.000)

−1.222 ***
(0.002)

−1.463 ***
(0.000)

0.249
(0.309)

−0.302 *
(0.089)

Consumer_
Staples

−5.393 ***
(0.002)

−5.265 ***
(0.000)

−0.625 *
(0.093)

−1.242 ***
(0.002)

−0.660 **
(0.015)

−0.530 **
(0.011)

Healthcare −5.798 ***
(0.002)

−5.377 ***
(0.000)

−0.709 ***
(0.009)

−1.087 ***
(0.000)

0.094
(0.588)

−0.477 *
(0.076)

Financials −0.877 *
(0.079)

−0.882 **
(0.021)

−0.467 ***
(0.002)

−0.536 ***
(0.001)

0.042
(0.692)

−0.032
(0.850)

Information_
Technology

−9.193 ***
(0.002)

−7.921 ***
(0.000)

−1.651 ***
(0.004)

−1.484 ***
(0.001)

0.763
(0.179)

0.682 ***
(0.009)

Telecom_
Service

−3.844 ***
(0.002)

−3.028 ***
(0.000)

−0.435 *
(0.065)

−0.203
(0.521)

0.957 *
(0.065)

0.887 ***
(0.002)

Utilities −3.627 ***
(0.002)

−4.302 ***
(0.000)

−0.665 ***
(0.004)

−0.275
(0.307)

0.228
(0.179)

0.176 **
(0.037)

Real Estate −3.478 ***
(0.002)

−3.755 ***
(0.000)

−0.924
(0.485)

−1.168
(0.121)

0.034
(0.394)

−0.085 *
(0.077)

Note: Table shows the results of the Wilcoxon signed rank sum tests, which determines whether or not the level of
systemic risk h-weeks after a shock event, or a period of financial crisis, is greater than the same h-weeks before.
The hypothesis tested is H0 : CES/MESi

0.05, t:t+h−1 ≤ CES/MESi
0.05, t−h−1:t−1, with h = 6 weeks of short term

and h = 10 weeks of long term. In the parentheses are the p value and *, ** and ***, which indicate significance at
the 10%, 5% and 1% levels, respectively.

Contrarily, the outbreak of COVID-19 does not trigger a surge in systemic risk in all
sectors. As shown in columns (5) and (6), the first batch of sectors shocked by the COVID-19
pandemic, both in the short and long term, are Energy and Consumer Staples. The former
includes the coal, gas, oil mining, extraction, and electricity service industries, and the
latter contains food and alcoholic drinks companies, retailers, and supermarkets, which
are heavily influenced in the short term due to the transportation lockdown and the shrink
in demand caused by virus outbreak (He et al. (2020) [29]). The panic and uncertainty of
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market investors about these sectors form low expectations, which further enhance their
systemic risk level. It is noticeable that the level of the marginal expected shortfall in the
Materials, Industrials, and Real Estate sectors also rises in the long term after COVID-19,
which might be due to pessimistic judgments in terms of economic growth and low levels
of capacity, due to shortages of labor (International Labor Organization (2021) [64]). This
public health crisis leads to surges in turnover intention and a stronger desire for job
security among employees (Mahmoud et al. (2021) [65]; Deng et al. (2022) [66]). Although
many manufacturers transformed to produce medical equipment to avoid losses, there was
a decrease in demand for the manufacture of vehicles and home appliances on account of
the economic growth slowdown, and there was serious recession in seen in the tourism
and hotel industry (Wu et al. (2021) [67]); these together led to a significantly positive
reaction in the level of systemic risk in the Consumer Discretionary sector. Undoubtedly, the
magnitude of CES and MES in Healthcare appears to have experienced the greatest increase
among all sectors in the long term due to the pressure of the wide spread of COVID-19.
However, the values of the Wilcoxon signed rank sum tests in the sectors of Information
Technology, Telecom Service, and Utilities are significantly positive, which indicates that
the level of systemic risk in these sectors is lower than those before the crisis. As argued
by Liu et al. (2020) [68], the pandemic boosted the popularity of working, schooling, and
entertaining at home, thus lifting demand in the Software and Telecom Service sectors
and provoking their development. Better expectations and investment prospects lead to
higher returns in the stock market, reducing the contribution of systemic risk from these
sectors. In addition, we find that the systemic risk measures of the Financials sector are
not impacted by this public health crisis, which implies that they are still at the same level
during both the pre-event and post-event periods.

Additionally, it is noticed that the three main black swan events show different re-
sults for different sectors both in the short and long term in Table 6. The reason for this
typical agglomeration of systemic risk in various sectors is mainly because of some of the
characteristics of crisis events, such as the different sources of risk, the different degrees
of risk, and the different affected industries. Basically, the extreme changes in the sectoral
systemic risk level in the short term could be attributed to the high market volatility and
financial environment instability [69]. However, the economic growth uncertainty and
pessimistic expectation caused by these crisis events are regarded as the most influential
factors in terms of causing long-lasting impacts on systemic risk in some sectors [70]. In
addition, those sectors that show the amplifying shock effect of systemic risk level from
the short term to long term are the most important risk contributors to the entire market.
For instance, first, although the deleveraging policy in 2015 (Event I) caused an immediate
all-sector surge in systemic risk, sectors such as Energy, Industrials, Utilities, and Real Estate
showed a remarkably exacerbated effect in the long term (increase of more than 20%). As
mentioned by Shen et al. (2021) [71], these sectors are generally basic industries, accounting
for a great part of the economic structure in China and having strong associations with the
other sectors. Therefore, they suffered the most sustained shock and became the largest
systemic risk contributor during the A-share market crash in 2015. Second, the Sino–US
trade friction in 2018 had a more direct impact on the sectors that export products that
appeared on the US tariff list, such as the Information Technology, Consumer Discretionary,
and Industrials sectors; this was then transmitted to other sectors such as Financials and
Energy, which are connected to the target sectors [72]. Unlike Event I, we can see that
the announcement of additional trade tariffs by the USTR (Event II) heavily shocked the
related sectors, rather than all the other sectors, in the level of systemic risk. However, the
economic uncertainty caused by trade friction eventually lead to the increase in CES and
MES of most sectors in the long term. At last, the outbreak of the COVID-19 pandemic
in 2020 (Event III) unquestionably influenced the systemic risk magnitude of Healthcare
on a large scale. Due to the epidemic prevention policy, the lockdown of production and
the cutoff of logistics and transportation also caused an increase in the negative effect of
systemic risk in Consumer Staples, Materials, and Energy [73]. The aggregate impact of the
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COVID-19 pandemic on sectoral systemic risk is weaker than the other two crisis events
above. Specially, we find that there exists a hedging risk effect in some sectors, such as
Information Technology, Telecom Service, and Utilities, in which the systemic risk level
decreases. Overall, by comparing the results for different sectors both in the short and long
term during three crisis events, we can draw the conclusion that the intersectoral shocks of
systemic risk, ignited by crisis events, mainly depend on the crises’ characteristics, which
are different in terms of their source and degree.

3.4. The Dominant Order of Sectoral Systemic Risk during the COVID-19 Crisis

By referring to Mensi et al. (2017) [74] and Ji et al. (2018) [75], we employ the
bootstrap Kolmogorov–Smirnov (KS) test to examine the dominant order of systemic risk
among different sectors before and after emergency crisis events by using the COVID-
19 outbreak as an example. As shown in Section 2.3, the bootstrap KS test is used to
identify the differences between the cumulative distribution functions of CES or MES of
various sectors, which illustrate the dominant order of the level of systemic risk among
them. This nonparametric method can reveal the significant relationship, in terms of
systemic risk measures, between two different sectors in relation to the sample’s numeric
distribution during different time periods. By comparing the sequences constructed from
the samples during the periods of crisis and no crisis, we can clearly understand the rank
of the contribution magnitude of systemic risk and locate the position of each sector in this
dominant relationship. In addition, we are able to capture the impacts of financial crisis
on sectoral systemic risk, like that of Luo et al. (2021) [76], and the changes in each sector
on the dominant order. Tables 7–10 present the results of the dominance tests of CES and
MES of all sectors during all sample periods, and the period of the COVID-19 pandemic
in 2020 (Period III), respectively. We also calculate the results of the bootstrap KS tests of
sectoral systemic risk using samples taken during the periods of the A-share market crash
in 2015 (Period I) and the Sino–US trade friction in 2018 (Period II) for comparison (see
Appendix A Tables A3–A6). The null hypothesis of the bootstrap KS test in each table is
H0 : CES/MESj

0.05 ≤ CES/MESi
0.05, which denotes that the systemic risk level related to

the sector j (columns) is less risky (or equally) than the systemic risk level related to the
sector i (rows). If the bootstrap KS statistic significantly rejects the null hypothesis, it could
be considered that the level of systemic risk in sector j is dominant to the level of systemic
risk in sector i. Therefore, we can build the overall dominant order of sectoral systemic risk
with different period samples by following this relationship between sectors.

Table 7. Dominance test of CES of all sectors during all sample periods.

All Sample Periods (H0: CESj
0.05 ≤ CESi

0.05)

EN MA IN CD CS HE FI IT TS UT RE

EN 0.642 ***
(0.000)

0.886 ***
(0.000)

0.630 ***
(0.000)

0.304 ***
(0.000)

0.316 ***
(0.000)

0.849 ***
(0.000)

0.667 ***
(0.000)

0.002
(0.997)

0.000
(1.000)

0.010
(0.961)

MA 0.000
(1.000)

0.411 ***
(0.000)

0.095 **
(0.023)

0.000
(1.000)

0.000
(1.000)

0.521 ***
(0.000)

0.370 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

IN 0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.246 ***
(0.000)

0.061
(0.213)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

CD 0.000
(1.000)

0.071
(0.125)

0.394 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.506 ***
(0.000)

0.341 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

CS 0.066
(0.164)

0.436 ***
(0.000)

0.640 ***
(0.000)

0.377 ***
(0.000)

0.061
(0.213)

0.655 ***
(0.000)

0.499 ***
(0.000)

0.005
(0.990)

0.002
(0.997)

0.005
(0.990)

HE 0.046
(0.409)

0.384 ***
(0.000)

0.710 ***
(0.000)

0.397 ***
(0.000)

0.107 ***
(0.008)

0.720 ***
(0.000)

0.543 ***
(0.000)

0.005
(0.990)

0.002
(0.997)

0.005
(0.990)
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Table 7. Cont.

All Sample Periods (H0: CESj
0.05 ≤ CESi

0.05)

EN MA IN CD CS HE FI IT TS UT RE

FI 0.000
(1.000)

0.000
(1.000)

0.044
(0.448)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

IT 0.002
(0.997)

0.046
(0.409)

0.260 ***
(0.000)

0.029
(0.700)

0.002
(0.997)

0.005
(0.990)

0.326 ***
(0.000)

0.002
(0.997)

0.002
(0.997)

0.005
(0.990)

TS 0.944 ***
(0.000)

0.985 ***
(0.000)

1.000 ***
(0.000)

0.988 ***
(0.000)

0.949 ***
(0.000)

0.949 ***
(0.000)

0.998 ***
(0.000)

0.968 ***
(0.000)

0.815 ***
(0.000)

0.886 ***
(0.000)

UT 0.545 ***
(0.000)

0.869 ***
(0.000)

0.949 ***
(0.000)

0.847 ***
(0.000)

0.543 ***
(0.000)

0.572 ***
(0.000)

0.929 ***
(0.000)

0.835 ***
(0.000)

0.019
(0.853)

0.314 ***
(0.000)

RE 0.265 ***
(0.000)

0.759 ***
(0.000)

0.891 ***
(0.000)

0.696 ***
(0.000)

0.350 ***
(0.000)

0.384 ***
(0.000)

0.854 ***
(0.000)

0.723 ***
(0.000)

0.002
(0.997)

0.000
(1.000)

Note: The Table shows the results of the dominance test based on the two-sample Kolmogorov–Smirnov test.
The null hypothesis is H0 : CESj

0.05 ≤ CESi
0.05, which denotes that the systemic risk level related to the sector j

(columns) is less risky (or equally) than the systemic risk level related to the sector i (rows). In the parentheses are
the p value and ** and ***, which indicate significance at the 5% and 1% levels, respectively.

Table 8. Dominance test of CES of all sectors during the period of the COVID-19 pandemic in 2020.

Period III: COVID-19 Pandemic (H0: CESj
0.05 ≤ CESi

0.05)

EN MA IN CD CS HE FI IT TS UT RE

EN 1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.833 ***
(0.000)

0.667 ***
(0.002)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.083
(0.909)

MA 0.000
(1.000)

0.667 ***
(0.002)

0.167
(0.684)

0.000
(1.000)

0.000
(1.000)

1.000 ***
(0.000)

0.750 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

IN 0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.583 ***
(0.009)

0.250
(0.426)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

CD 0.000
(1.000)

0.167
(0.684)

0.750 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

1.000 ***
(0.000)

0.833 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

CS 0.000
(1.000)

0.750 ***
(0.000)

1.000 ***
(0.000)

0.750 ***
(0.000)

0.333
(0.219)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

HE 0.167
(0.684)

0.500 **
(0.033)

1.000 ***
(0.000)

0.667 ***
(0.002)

0.333
(0.219)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.167
(0.684)

0.167
(0.684)

0.167
(0.684)

FI 0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

IT 0.000
(1.000)

0.000
(1.000)

0.167
(0.684)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.750 ***
(0.005)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

TS 1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.833 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

UT 0.917 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.833 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.000
(1.000)

0.833 ***
(0.000)

RE 0.417 *
(0.093)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.917 ***
(0.000)

0.750 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

Note: The Table shows the results of the dominance test based on the two-sample Kolmogorov–Smirnov test.
The null hypothesis is H0 : CESj

0.05 ≤ CESi
0.05, which denotes that the systemic risk level related to the sector j

(columns) is less risky (or equally) than the systemic risk level related to the sector i (rows). In the parentheses are
the p value and *, ** and ***, which indicate significance at the 10%, 5% and 1% levels, respectively.



Systems 2023, 11, 147 22 of 36

Table 9. Dominance test of MES of all sectors during all sample periods.

All Sample Period (H0: MESj
0.05 ≤MESi

0.05)

EN MA IN CD CS HE FI IT TS UT RE

EN 0.243 ***
(0.000)

0.199 ***
(0.000)

0.219 ***
(0.000)

0.136 ***
(0.000)

0.151 ***
(0.000)

0.131 ***
(0.000)

0.311 ***
(0.000)

0.258 ***
(0.000)

0.019
(0.853)

0.187 ***
(0.001)

MA 0.000
(1.000)

0.039
(0.531)

0.088
(0.340)

0.002
(0.997)

0.002
(0.997)

0.005
(0.990)

0.170 ***
(0.000)

0.087
(0.340)

0.000
(1.000)

0.039
(0.531)

IN 0.000
(1.000)

0.105 **
(0.010)

0.180 ***
(0.000)

0.044
(0.448)

0.085
(0.148)

0.061
(0.213)

0.209 ***
(0.000)

0.073
(0.108)

0.000
(1.000)

0.044
(0.448)

CD 0.000
(1.000)

0.153 ***
(0.000)

0.095
(0.125)

0.002
(0.997)

0.000
(1.000)

0.005
(0.990)

0.170 ***
(0.000)

0.090
(0.134)

0.005
(0.990)

0.034
(0.615)

CS 0.138
(0.378)

0.275 ***
(0.000)

0.243 ***
(0.000)

0.163 ***
(0.000)

0.078 *
(0.079)

0.107 ***
(0.008)

0.231 ***
(0.000)

0.165 ***
(0.000)

0.012
(0.940)

0.092 **
(0.028)

HE 0.092
(0.128)

0.226 ***
(0.000)

0.197 ***
(0.000)

0.138 ***
(0.000)

0.029
(0.700)

0.036
(0.573)

0.214 ***
(0.000)

0.182 ***
(0.000)

0.015
(0.915)

0.112 ***
(0.005)

FI 0.112
(0.105)

0.236 ***
(0.000)

0.226 ***
(0.000)

0.170 ***
(0.000)

0.066
(0.164)

0.066
(0.164)

0.246 ***
(0.000)

0.214 ***
(0.000)

0.034
(0.615)

0.143 ***
(0.000)

IT 0.012
(0.940)

0.071
(0.125)

0.044
(0.448)

0.022
(0.818)

0.015
(0.915)

0.010
(0.961)

0.017
(0.886)

0.012
(0.940)

0.000
(1.000)

0.019
(0.853)

TS 0.024
(0.781)

0.197 ***
(0.000)

0.114 ***
(0.004)

0.126 ***
(0.001)

0.010
(0.961)

0.029
(0.700)

0.041
(0.488)

0.175 ***
(0.000)

0.015
(0.915)

0.027
(0.741)

UT 0.289 ***
(0.000)

0.450 ***
(0.000)

0.408 ***
(0.000)

0.331 ***
(0.000)

0.236 ***
(0.000)

0.255 ***
(0.000)

0.265 ***
(0.000)

0.404 ***
(0.000)

0.309 ***
(0.000)

0.253 ***
(0.000)

RE 0.107
(0.108)

0.246 ***
(0.000)

0.226 ***
(0.000)

0.163 ***
(0.000)

0.017
(0.886)

0.065
(0.164)

0.085
(0.148)

0.219 ***
(0.000)

0.124 ***
(0.002)

0.002
(0.996)

Note: The Table shows the results of the dominance test based on the two-sample Kolmogorov–Smirnov test.
The null hypothesis is H0 : MESj

0.05 ≤ MESi
0.05, which denotes that the systemic risk level related to the sector j

(columns) is less risky (or equally) than the systemic risk level related to the sector i (rows). In the parentheses are
the p value and *, ** and ***, which indicate significance at the 10%, 5% and 1% levels, respectively.

Table 10. Dominance test of MES of all sectors during the period of the COVID-19 pandemic in 2020.

Period III: COVID-19 Pandemic (H0:MESj
0.05 ≤MESi

0.05)

EN MA IN CD CS HE FI IT TS UT RE

EN 0.583 ***
(0.009)

0.500 **
(0.033)

0.583 ***
(0.009)

0.000
(1.000)

0.250
(0.425)

0.167
(0.684)

0.500 **
(0.033)

0.000
(1.000)

0.000
(1.000)

0.417 *
(0.093)

MA 0.000
(1.000)

0.000
(1.000)

0.167
(0.684)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.083
(0.909)

0.000
(1.000)

0.000
(1.000)

0.083
(0.909)

IN 0.000
(1.000)

0.250
(0.425)

0.333
(0.219)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.250
(0.425)

0.000
(1.000)

0.000
(1.000)

0.167
(0.684)

CD 0.000
(1.000)

0.167
(0.684)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.083
(0.909)

0.000
(1.000)

0.000
(1.000)

0.083
(0.909)

CS 0.333
(0.219)

0.667 ***
(0.002)

0.500 **
(0.033)

0.667 ***
(0.002)

0.417 *
(0.093)

0.500 **
(0.033)

0.583 ***
(0.009)

0.167
(0.684)

0.250
(0.425)

0.500 **
(0.033)

HE 0.333
(0.219)

0.417 *
(0.093)

0.333
(0.219)

0.417 *
(0.093)

0.167
(0.684)

0.333
(0.219)

0.333
(0.219)

0.250
(0.425)

0.250
(0.425)

0.333
(0.219)

FI 0.250
(0.425)

0.500 **
(0.033)

0.417 *
(0.093)

0.583 ***
(0.009)

0.000
(1.000)

0.333
(0.219)

0.500 **
(0.033)

0.000
(1.000)

0.000
(1.000)

0.333
(0.219)

IT 0.000
(1.000)

0.250
(0.423)

0.083
(0.909)

0.250
(0.425)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.083
(0.909)

TS 0.500 **
(0.033)

0.750 ***
(0.000)

0.750 ***
(0.000)

0.750 ***
(0.000)

0.250
(0.426)

0.417 *
(0.093)

0.667 ***
(0.002)

0.667 ***
(0.000)

0.333
(0.219)

0.667 ***
(0.002)

UT 0.333
(0.219)

0.833 ***
(0.000)

0.583 ***
(0.009)

0.833 ***
(0.000)

0.250
(0.426)

0.500 **
(0.033)

0.500 **
(0.033)

0.750 ***
(0.001)

0.250
(0.425)

0.667 ***
(0.002)

RE 0.083
(0.909)

0.333
(0.219)

0.167
(0.684)

0.417 *
(0.093)

0.000
(1.000)

0.167
(0.684)

0.083
(0.909)

0.250
(0.425)

0.000
(1.000)

0.000
(1.000)

Note: The Table shows the results of the dominance test based on the two-sample Kolmogorov–Smirnov test.
The null hypothesis is H0 : MESj

0.05 ≤ MESi
0.05, which denotes that the systemic risk level related to the sector j

(columns) is less risky (or equally) than the systemic risk level related to the sector i (rows). In the parentheses are
the p value and *, ** and ***, which indicate significance at the 10%, 5% and 1% levels, respectively.

Figure 4 presents the comparisons of the net values of the bootstrap Kolmogorov–
Smirnov statistics of CES and MES of each sector during all the sample periods and the
COVID-19 pandemic. Similarly, Figures A2 and A3 in Appendix A give the results of the
net values of the bootstrap KS statistics of CES and MES of each sector during the A-share
market crash in 2015 and the Sino–US trade friction in 2018. Based on the results from
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Tables 7–10, we can calculate the net values of the bootstrap KS statistics that are equal
to the sum of the significant statistics in each column minus the sum of the significant
statistics in each row; the former denotes the aggregate degree of being dominated by other
sectors in the systemic risk level, and the latter denotes the aggregate degree of dominating
others in systemic risk level. Therefore, the results in Figure 4 show the dominant order
of all sectors in the level of CES and MES. The sectors with a positive net value in the
KS test indicate that they are less dominant, and inversely, those with a negative value
mean that they are dominant to others in sectoral systemic risk. As shown in Figure 4a, we
find that Financials, Information Technology, and Industrials are still the most dominant
sectors, whereas the Telecom Service and Utilities sectors are the lowest dominant sectors
in the level of the component expected shortfall during the crisis and no-crisis periods. In
addition, the COVID-19 pandemic does not change the original dominant order among
sectors in the level of CES. However, it is noticeable that in Figure 4b, the net values of the
KS tests of MES are exceedingly increased during the period of the COVID-19 pandemic, in
which the growth is larger than that in the level of CES, implying again that the marginal
expected shortfall has a more intense reaction to the crisis. The most dominant sectors
in the level of MES are Information Technology, Consumer Discretionary, Materials, and
Industrials, which is consistent with the results in Section 3.1. Compared with the degrees
of overall dominance in the crisis period and all sample periods, we observe that the
Telecom Service, Consumer Staples, Consumer Discretionary, Materials, Industrials, and
Energies sectors have a large range of changes, which are all significantly affected by the
outbreak of COVID-19, as seen in Panel B of Table 6. Nevertheless, the Telecom Service,
Utilities, and Consumer Staples sectors are the less important industries in the dominant
order of systemic risk because they are the lowest dominant rank sectors of MES during the
pandemic. Moreover, the patterns of Healthcare and Real Estate are transformed from the
low dominant sector to the high dominant one, indicating that these sectors are becoming
more important in the marginal contribution of systemic risk due to this public health crisis.
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To illustrate the differences more explicitly in the dominant order of sectoral systemic
risk during the crisis and no-crisis periods, based on the results of the bootstrap KS tests
from Tables 7–10, we furtherly build the network topologies to reflect the dominant position
of each sector and the relationship of systemic risk among them. Figures 5–7 present the
network connection frameworks of the dominant sequence of CES and MES with three
representative sectors, containing Financials, Healthcare, and Real Estate, which are all
considerably influenced by the COVID-19 pandemic, in accordance with the analyses of
Tables 4 and 6 and Figure 4. In these pictures, we highlight the dominant connections and
the dominated connections of typical sectors with blue lines and red lines, to distinguish
them from the gray lines of the connections of other sectors. In addition, the linewidth
is denoted as the level of dominance in relation to each other in terms of systemic risk.
Similar with the outcomes of Figure 4, we find that COVID-19 pandemic has more profound
impacts on the dominant orders of marginal expected shortfall (MES) than component
expected shortfall (CES), and significantly modifies the dominant orders of the marginal
contribution of sectoral systemic risk among sectors.
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Figure 5. The plots of dominant orders of sectoral systemic risk highlighted with Financials. (a) The
dominant order of CES during all sample period. (b) The dominant order of MES during all sample
period. (c) The dominant order of CES during COVID-19 crisis. (d) The dominant order of MES
during COVID-19 crisis.
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From the perspective of typical sectors, the CES of Financials is dominant to all
other sectors in Figure 5a,c. However, in Figure 5b,d, its level of MES is only dominant
to Consumer staples, Utilities, Telecom Service, and it is been strongly dominated by
Consumer Discretionary, Industrials, Materials, and Internet Technology. Although the
COVID-19 pandemic does not change the top rank of Financials in the dominant order
of CES, the importance of the marginal contribution of Financials in the systemic risk
relationship among sectors is weak. For Healthcare in Figure 6, both in two plots with
CES, it is more dominant than Telecom Service, Utilities, Real Estate, and Energy, and is
dominated by Financials, Internet Technology, Industrials, and Consumer Discretionary.
The COVID-19 pandemic increases the dominant connections of Healthcare to Telecom
Service, Utilities, and Consumer Staples, which enhance its position in the relationship of
MES among sectors and make it become riskier in the aspect of the marginal contribution
of systemic risk. As shown in Figure 7, even though the number of dominant connections
of MES in Real Estate in the post-COVID-19 period is less than the number in the all-
sample period, the virus epidemic still remarkably amplifies its dominant relation to
Telecom Service, Utilities, Consumer Staples, and Energy. Therefore, this public health
crisis significantly changes the positions of Healthcare and Real Estate in the dominant
sequence of marginal expected shortfall among sectors. Obviously, there are a lot of
differences between the outcomes of CES and MES. This is due to the former considers
more the weight of the sectoral market size, that is, it is too large, so it is important; the latter
is more sensitive to volatility and relevance, that is, it is too connected, so it is important.
Overall, the results above suggest that it is important to comprehensively analyze the
impacts of the COVID-19 crisis on the dominant order of sectoral systemic risk both in the
field of absolute contribution and marginal contribution.

4. Conclusions and Implications
4.1. Main Conclusions

In this paper, we empirically study the impacts of three main black swan events on
the sectoral systemic risk of all 11 industries in China’s financial market. Following the
construction frameworks of CES and MES, we calculate the magnitudes of the systemic risk
of all sectors from 31 March 2014 to 1 April 2022, and draw three subsamples to compare
their average effect during the different crisis periods. By employing the two fixed-effect
panel event study model, we estimate the total effects of sectoral systemic risk using three
significant black swan events in the A-share market; these are the implementation of the
CSRC’s deleveraging policy in 2015, the engagement of US’s additional trade tariffs in 2018
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and the outbreak of COVID-19 in 2020. Then, we apply the Wilcoxon signed rank sum
test as a nonparametric method to investigate the changes in the individual systemic risk
level of each sector during the pre-event and post-event period, and analyze the different
reactions of the component expected shortfall and marginal expected shortfall of the most
affected sector in terms of the three crisis events. Based on the bootstrap Kolmogorov–
Smirnov tests, we obtain the dominant relationships of sectoral systemic risk among sectors
both in the crisis and no-crisis periods, and focus on capturing the shifts in the dominant
patterns of each sector in the levels of the absolute and marginal contribution of systemic
risk by using the COVID-19 pandemic as an example.

The main results of this paper have four aspects: First, the mean values of CES
and MES of all sectors have a higher level of magnitude and volatility in the extreme
risk situation than those in the normal risk case, indicating that each financial sector is
systemically relevant and significantly contributes to the overall market. The Industrials
and Financials sectors are the most important contributors of systemic risk both in the level
of CES and MES during the A-share market crash period in 2015. These sectors are also the
top two absolute contributors of systemic risk in the trade friction crisis of 2018, and the
Information Technology, Telecom Service, and Real Estate sectors are the strongest marginal
contributors of systemic risk to the market. During the COVID-19 pandemic, the Financials,
Information Technology, and Industrials sectors are the sectors with the highest means of
CES, and the top three sectors with the highest average marginal contribution of systemic
risk are Materials, Consumer Discretionary, and Real Estate. The volatilities of CES and
MES in the Healthcare sector also increase remarkably due to this public health crisis.

Second, by comparing the total effects of three crisis events, we find that, different
from the continuous shock caused by two other events to the overall systemic risk in
the entire market from the aspect of all sectors, sectoral systemic risk has a hysteresis
effect on the entire market after the COVID-19 outbreak. After the wide report of the
CSRC’s investigation into over-the-counter illegal funding and the US’s announcement
of additional trade tariffs on goods from China, there is both an immediate rise and a
second wave of increase in the total effect of sectoral systemic risk in terms of CES and
MES. In addition, the dynamic changes in the panel event study model estimators around
the occurrence date of the crisis event show that the sectoral systemic risk does not have
a horizontal effect but a trend effect after the coronavirus pandemic, which is due to the
heterogeneity of influences and the dominant order transition in the systemic risk among
sectors. In the long term, the persistence of the pandemic and pessimistic expectations
in terms of economic recovery eventually cause a significantly positive shock to the total
effects in terms of sectoral systemic risk.

Third, the long-term and short-term individual effects of sectoral systemic risk in
all sectors during the three emergency crisis events are different from each other, due to
the different characteristics of events, such as the most affected industries and the degree
of affect. As for the individual effects of the COVID-19 pandemic, we find that the first
batch of sectors shocked in the level of systemic risk, both in the short term and long
term, are Energy and Consumer Staples; this is because of the transportation lockdown
and the decrease in demand. The level of the marginal expected shortfall of the Materials,
Industrials, and Real Estate sectors also rises in the long term after the COVID-19 outbreak,
which might be due to the pessimistic judgments of economic growth and the low capacity
due to shortages of labor. The magnitude of CES and MES in Healthcare appears to have
the highest increase among all sectors in the long term. The test values of the Information
Technology, Telecom Service, and Utilities sectors are significantly positive, which indicates
that the level of systemic risk in these sectors is lower than that before the crisis. In addition,
the Financials sector is not strongly impacted by this public health crisis, indicating that its
systemic risk is still at the same level during the pre-event and post-event periods.

Finally, the dominant orders of systemic risk level can clearly present the net spill-in
and the net spill-out sectors; the dominance tests of the marginal expected shortfall (MES)
are more sensitive to demonstrating the changes in the rankings of sectoral systemic risk
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than the dominant tests of the component expected shortfall (CES) during the emergency
crisis events. By taking the COVID-19 outbreak as an example, we find that both during the
crisis and no-crisis periods, Financials, Information Technology, and Industrials are still the
most dominant sectors, and Telecom Service and Utilities are the lowest dominant sectors
in the level of CES, implying that the pandemic does not change the original dominant
order of the component expected shortfall among sectors. Comparatively, the dominant
sectors in the level of MES are Information Technology, Consumer Discretionary, Materials,
and Industrials. We also observe that after the COVID-19 outbreak, the MES level of the
Telecom Service, Consumer Staples, Consumer Discretionary, Materials, Industrials, and
Energies sectors has changes significantly, and the patterns of the Healthcare and Real
Estate sectors are transformed from the low-dominance sector to the high-dominance one.
Therefore, this public health crisis significantly influences the positions of Healthcare and
Real Estate in the dominant sequence of the marginal expected shortfall among sectors.

4.2. Implications

Overall, our research about the impacts of black swan events on sectoral systemic
risk in China’s financial market yields some implications for the sake of policymakers in
financial risk prevention and control. The average effects of CES and MES in all sectors
show that there is also a need to capture systemic risk at the level of the sector, both in the
level of absolute contribution and marginal contribution. This could become a new angle
for market regulators to monitor and identify the source of systemic risk in time. Based on
our conclusions about the total and individual effects of crisis events on sectoral systemic
risk, it is worth mentioning that the regulators should be well prepared to implement
and adapt policies to respond to different types of risk events. For instance, macropru-
dential counter-cyclical adjustment tools could be used to smooth the agglomeration of
systemic risk in special industries, which is caused by the uncertainty of economic growth
during emergency crisis events. In addition, intersectoral supervision also needs to be
strengthened and coordinated because we find that crisis events, such as the COVID-19
pandemic, changes the dominant order of sectoral systemic risk among sectors. Therefore,
by measuring the dominant relationship of systemic risk among sectors, regulators can
clearly recognize the rank of the contribution magnitude of systemic risk and locate the
position of each sector in this dominant relationship, which helps to develop targeted
rules to efficiently match different risk situations. Moreover, financial supervisors could
effectively guide public opinion and investor sentiment to reduce the negative shock of
systemic risk in the financial market.

Meanwhile, our empirical results can provide some meaningful advice for investors
and financial employees in the field of systemic risk prevention and monitoring during the
different market environments. Firstly, in this paper, we measure the sectoral systemic risk
by employing the component expected shortfall and the marginal expected shortfall, in
order to detect the impacts of black swan events on different sectors in terms of sectoral
systemic risk level in China’s financial market. These two measures can comprehensively
reflect the systemic risk level from both the absolute contribution and the marginal contribu-
tion aspects, which are effective instruments for financial investors and managers to avoid
the surging periods of systemic risk in a special sector. Furtherly, by using high-frequency
or daily market data, these two measures would be improved to explore the shock caused
by black swan events more accurately. Secondly, we explore the different situations of the
total effects on sectoral systemic risk, based on various crisis events in China’s financial
market. This is full of practical significance in order to identify the total magnitude of
intersectoral systemic risk shock, which could help investors cut their losses, especially
during periods of continuous shock across all sectors, such as the A-share market crash
in 2015. We also depict the dynamic variation in sectoral systemic risk around the time
baseline of the crisis event, and make a clear visual representation of the temporal trend in
the total effect of crisis events. By comparing the total effect dynamic change in three main
emergency crisis events, such as the A-share market deleveraging policy implementation
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in 2015, the announcement of the US’s additional trade tariffs in 2018, and the outbreak
of COVID-19 in 2020, we can gain insight into the real responses to sectoral systemic risk
in different risk backgrounds. This is an important asset for investors and managers to
have in order to judge the characteristics of crisis events, such as the different sources and
degrees of sectoral systemic risk.

In addition, this paper can give some technical support to investors and managers
in financial industries in order to strategize their investment plans. Our results capture
the variations the in individual effects of sectoral systemic risk and compare the reactions
between all entity sectors to these crisis events in the short and long term. This makes our
study have use as a supplementary application in the establishment of a sector rotation
investment strategy for investors when choosing sound sectors and opportunities to trade in.
In addition, we also find some typical lower systemic risk sectors corresponding to different
crisis events, which can provide useful information for fund managers to design their risk-
hedging strategy. Although we cannot point out the specific influences of crisis events on
the performance of sectoral returns, our systemic risk measures integrate nonlinear factors,
such as the volatility measures of the market and sectoral returns, the dynamic conditional
correlation between the market and sectors, the tails expectations, and the market size
weight of the sectors into our analysis. This multi-dimension combination enables these
two measures to evaluate the differences in the individual effects of sectoral systemic risk
more precisely. Therefore, investors can employ them to detect the important sectors within
the entire market in terms of their systemic risk contribution and the shifts in the systemic
risk dominant order of each sector during crisis and non-crisis periods. By embedding these
two measures into their quantitative investment models, they can build a series of analyses
about the dominant order of systemic risk among all sectors in the entire market, and the
relative position of every sector in terms of systemic risk connections during crisis events,
which would help them clearly classify their investment targets into different risk degrees
at the level of the sector in order to employ a multi-portfolio investment strategy effectively.

4.3. Limitations and Future Research

The limitations of this paper have two aspects: First, the measures of sectoral systemic
risk need to reflect the market information and risk shift in a more timely manner. Second,
it is worth extending the data period to include more crisis events, which can furtherly
improve the robustness of the methodology. The future research can continue the discussion
about the systemic risk spillover and linkage effects among different sectors during the
emergency crisis events.
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Table A1. CES0.5 and MES0.5 of China’s financial sectors in different sample periods.

Panel A: CES0.05

All Period Period I Period II Period III

Mean S.D. Mean S.D. Mean S.D. Mean S.D.

Energy 0.045 0.032 0.111 0.046 0.043 0.005 0.039 0.010
Materials 0.091 0.048 0.194 0.082 0.083 0.020 0.108 0.027

Industrials 0.149 2 0.093 2 0.385 1 0.148 1 0.122 2 0.034 2 0.176 3 0.042 3

Consumer_
Discretionary 0.088 0.053 0.218 3 0.079 0.084 0.027 0.103 0.019

Consumer_
Staples 0.051 0.031 0.078 0.026 0.042 0.020 0.071 0.020

Healthcare 0.049 0.027 0.089 0.033 0.053 0.021 0.055 0.032
Financials 0.185 1 0.097 1 0.303 2 0.084 2 0.156 1 0.037 1 0.242 1 0.048 1

Information_
Technology 0.118 3 0.062 3 0.217 0.083 3 0.113 3 0.030 3 0.185 2 0.048 2

Telecom_
Service 0.003 0.002 0.007 0.003 0.003 0.001 0.005 0.001

Utilities 0.020 0.017 0.064 0.024 0.017 0.004 0.020 0.003
Real Estate 0.032 0.024 0.088 0.026 0.037 0.022 0.033 0.011
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Table A1. Cont.

Panel B: MES0.05

All Period Period I Period II Period III

Mean S.D. Mean S.D. Mean S.D. Mean S.D.

Energy 0.748 0.402 1.586 0.572 0.666 0.055 0.951 0.247
Materials 0.926 2 0.507 2.056 0.871 2 0.860 0.216 1.220 1 0.305 3

Industrials 0.896 3 0.501 2.107 2 0.799 3 0.757 0.217 1.145 3 0.264
Consumer_
Discretionary 0.848 0.484 1.963 0.754 0.786 0.248 1.144 0.219

Consumer_
Staples 0.721 0.425 1.631 0.576 0.653 0.313 0.844 0.245

Healthcare 0.769 0.464 1.809 0.695 0.786 0.309 3 0.698 0.408 1

Financials 0.730 0.330 1.142 0.306 0.598 0.115 0.964 0.187
Information_
Technology 1.024 1 0.599 1 2.316 1 1.017 1 1.056 1 0.276 1.203 2 0.304

Telecom_
Service 0.888 0.528 3 1.842 0.690 0.954 3 0.347 2 1.128 0.281

Utilities 0.610 0.432 1.693 0.586 0.565 0.145 0.742 0.126
Real Estate 0.877 0.532 2 2.064 3 0.638 0.959 2 0.545 1 1.074 0.339 2

Note: The upper corner marks of 1, 2, 3 denote the top three ranks of values in each column. Period I is 34 weeks
from 12 June 2015, to 5 February 2016, Period II is 47 weeks from 15 June 2018, to 28 December 2018, and Period
III is 12 weeks from 20 January 2020, to 24 April 2020.

Table A2. The estimation results of dynamic total effects of sectoral systemic risk in different events.

Sectoral Systemic Risk CES0.05 Sectoral Systemic Risk MES0.05

Event I Event II Event III Event I Event II Event III

Lead10 −0.163
(0.257)

0.037 **
(0.038)

0.037 **
(0.041)

−0.845
(0.238)

0.552 **
(0.016)

0.351 *
(0.056)

Lead9 −0.223
(0.158)

0.028
(0.129)

0.045 **
(0.027)

−1.790 **
(0.044)

0.309
(0.101)

0.375 **
(0.046)

Lead8 −0.254 *
(0.062)

0.042 *
(0.094)

0.015
(0.273)

−2.088 ***
(0.007)

0.732 **
(0.030)

0.019
(0.883)

Lead7 −0.203
(0.103)

0.011
(0.509)

0.017
(0.176)

−1.678 **
(0.023)

0.334
(0.152)

0.025
(0.844)

Lead6 −0.105
(0.336)

−0.003
(0.884)

0.013
(0.338)

−0.695
(0.304)

0.214
(0.416)

0.034
(0.777)

Lead5 0.057
(0.655)

0.010
(0.690)

0.011
(0.374)

0.737
(0.400)

0.328
(0.196)

0.085
(0.500)

Lead4 −0.117
(0.150)

0.005
(0.776)

0.012
(0.450)

−0.591
(0.115)

0.164
(0.346)

0.029
(0.847)

Lead3 −0.076
(0.258)

0.007
(0.526)

0.010
(0.476)

−0.477
(0.131)

0.076
(0.619)

0.186
(0.280)

Lead2 −0.061
(0.108)

0.025
(0.140)

0.009
(0.511)

−0.323
(0.149)

0.363 *
(0.094)

0.171
(0.258)

Lag0 0.221 **
(0.039)

0.038 *
(0.067)

−0.005
(0.800)

2.486 **
(0.015)

0.236 *
(0.059)

0.007
(0.971)

Lag1 0.359 ***
(0.006)

0.106 **
(0.014)

−0.048 *
(0.085)

4.378 ***
(0.001)

1.095 ***
(0.000)

−0.433 *
(0.075)

Lag2 −0.079
(0.639)

0.075 *
(0.078)

−0.060 *
(0.062)

0.079
(0.954)

0.771 **
(0.037)

−0.670 **
(0.025)

Lag3 0.232 *
(0.072)

0.075 *
(0.055)

0.009
(0.388)

3.809 ***
(0.001)

1.002 **
(0.027)

−0.057
(0.723)

Lag4 0.210 *
(0.077)

0.054 *
(0.095)

0.019
(0.345)

3.822 ***
(0.000)

0.549 **
(0.011)

−0.013
(0.955)
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Table A2. Cont.

Sectoral Systemic Risk CES0.05 Sectoral Systemic Risk MES0.05

Event I Event II Event III Event I Event II Event III

Lag5 0.287 **
(0.033)

0.023
(0.427)

0.029
(0.324)

4.292 ***
(0.000)

0.246
(0.251)

0.311
(0.291)

Lag6 0.127
(0.316)

0.049
(0.154)

0.060 *
(0.050)

1.929
(0.102)

0.227
(0.169)

0.569 *
(0.084)

Lag7 0.219 *
(0.075)

0.130 **
(0.014)

0.086 **
(0.013)

3.395 ***
(0.001)

1.464 **
(0.019)

0.852 **
(0.015)

Lag8 0.194 *
(0.097)

0.098 *
(0.060)

0.024
(0.247)

3.113 ***
(0.001)

0.679 *
(0.056)

0.159
(0.550)

Lag9 −0.039
(0.758)

0.117 **
(0.042)

0.003
(0.893)

0.153
(0.896)

1.142 **
(0.033)

−0.089
(0.714)

Lag10 0.049
(0.756)

0.103 *
(0.099)

−0.011
(0.601)

1.094
(0.371)

0.778 *
(0.064)

−0.169
(0.478)

Note: In the parentheses are the p value and *, ** and *** indicate significance at the 10%, 5% and 1% levels,
respectively.

Table A3. Dominance test of CES of all sectors during the period of A-share market crash in 2015.

Period I: A-Share Market Crash in 2015 (H0:CESj
0.05 ≤CESi

0.05)

EN MA IN CD CS HE FI IT TS UT RE

EN 0.471 ***
(0.000)

0.853 ***
(0.000)

0.559 ***
(0.000)

0.059
(0.882)

0.147
(0.454)

0.853 ***
(0.000)

0.588 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.118
(0.604)

MA 0.000
(1.000)

0.500 ***
(0.000)

0.265 *
(0.077)

0.000
(1.000)

0.000
(1.000)

0.500 ***
(0.000)

0.265 *
(0.077)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

IN 0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.118
(0.604)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

CD 0.000
(1.000)

0.000
(1.000)

0.500 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.471 ***
(0.000)

0.118
(0.604)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

CS 0.382 ***
(0.005)

0.676 ***
(0.000)

0.971 ***
(0.000)

0.794 ***
(0.000)

0.235
(0.133)

0.971 ***
(0.000)

0.794 ***
(0.000)

0.000
(1.000)

0.029
(0.969)

0.294 **
(0.043)

HE 0.353 **
(0.011)

0.647 ***
(0.000)

0.912 ***
(0.000)

0.764 ***
(0.000)

0.059
(0.882)

0.912 ***
(0.000)

0.029 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.088
(0.753)

FI 0.000
(1.000)

0.029
(0.969)

0.324 **
(0.022)

0.029
(0.969)

0.000
(1.000)

0.000
(1.000)

0.000
(0.969)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

IT 0.000
(1.000)

0.088
(0.753)

0.500 ***
(0.000)

0.147
(0.454)

0.000
(1.000)

0.000
(1.000)

0.588 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

TS 1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.971 ***
(0.000)

1.000 ***
(0.000)

UT 0.412 ***
(0.002)

0.676 ***
(0.000)

1.000 ***
(0.000)

0.882 ***
(0.000)

0.206
(0.213)

0.382 ***
(0.005)

0.971 ***
(0.000)

0.882 ***
(0.000)

0.000
(1.000)

0.412 ***
(0.002)

RE 0.382 ***
(0.005)

0.676 ***
(0.000)

0.971 ***
(0.000)

0.853 ***
(0.000)

0.118
(0.604)

0.118
(0.604)

0.941 ***
(0.000)

0.853 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

Note: The Table shows the results of the dominance test based on the two-sample Kolmogorov–Smirnov test.
The null hypothesis is H0 : CESj

0.05 ≤ CESi
0.05, which denotes that the systemic risk level related to the sector j

(columns) is less risky (or equally) than the systemic risk level related to the sector i (rows). In the parentheses are
the p value and *, ** and *** indicate significance at the 10%, 5% and 1% levels, respectively.
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Table A4. Dominance test of CES of all sectors during the period of Sino–US Trade Friction in 2018.

Period II: Sino-US Trade Friction in 2018 (H0: CESj
0.05 ≤ CESi

0.05)

EN MA IN CD CS HE FI IT TS UT RE

EN 0.979 ***
(0.000)

1.000 ***
(0.000)

0.914 ***
(0.000)

0.553 ***
(0.000)

0.574 ***
(0.000)

1.000 ***
(0.000)

0.979 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.191
(0.161)

MA 0.000
(1.000)

0.532 ***
(0.000)

0.298 **
(0.012)

0.000
(1.000)

0.000
(1.000)

0.936 ***
(0.000)

0.426 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

IN 0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.511 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

CD 0.000
(1.000)

0.149
(0.331)

0.404 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.766 ***
(0.000)

0.255 **
(0.039)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

CS 0.085
(0.697)

0.723 ***
(0.000)

0.894 ***
(0.000)

0.617 ***
(0.000)

0.064
(0.816)

0.979 ***
(0.000)

0.745 ***
(0.000)

0.000
(1.000)

0.000
(0.969)

0.043
(0.914)

HE 0.191
(0.161)

0.745 ***
(0.000)

0.936 ***
(0.000)

0.617 ***
(0.000)

0.128
(0.441)

0.979 ***
(0.000)

0.766 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.043
(0.914)

FI 0.000
(1.000)

0.000
(1.000)

0.021
(0.978)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

IT 0.000
(1.000)

0.021
(0.978)

0.255 **
(0.039)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.617 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

TS 1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

UT 0.979 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.894 ***
(0.000)

0.915 ***
(0.000)

1.000 ***
(0.000)

1.000 ***
(0.000)

0.000
(1.000)

0.702 ***
(0.000)

RE 0.447 ***
(0.000)

0.851 ***
(0.000)

0.936 ***
(0.000)

0.766 ***
(0.000)

0.447 ***
(0.000)

0.426 ***
(0.000)

0.957 ***
(0.000)

0.851 ***
(0.000)

0.000
(1.000)

0.000
(1.000)

Note: The Table shows the results of the dominance test based on the two-sample Kolmogorov–Smirnov test.
The null hypothesis is H0 : CESj

0.05 ≤ CESi
0.05, which, denotes that the systemic risk level related to the sector j

(columns) is less risky (or equally) than the systemic risk level related to the sector i (rows). In the parentheses are
the p value and ** and *** indicate significance at the 5% and 1% levels, respectively.

Table A5. Dominance test of MES of all sectors during the period of A-share market crash in 2015.

Period I: A-Share Market Crash in 2015 (H0: MESj
0.05 ≤MESi

0.05)

EN MA IN CD CS HE FI IT TS UT RE

EN 0.294 **
(0.043)

0.353 **
(0.011)

0.324 **
(0.022)

0.176
(0.321)

0.294 **
(0.043)

0.088
(0.753)

0.412 ***
(0.002)

0.235
(0.133)

0.265 *
(0.078)

0.441 ***
(0.001)

MA 0.000
(1.000)

0.147
(0.455)

0.117
(0.604)

0.000
(1.000)

0.088
(0.753)

0.000
(1.000)

0.206
(0.213)

0.058
(0.882)

0.088
(0.753)

0.235
(0.133)

IN 0.000
(1.000)

0.058
(0.882)

0.088
(0.753)

0.000
(1.000)

0.059
(0.882)

0.000
(1.000)

0.176
(0.321)

0.029
(0.969)

0.029
(0.969)

0.118
(0.604)

CD 0.000
(1.000)

0.117
(0.604)

0.147
(0.455)

0.000
(1.000)

0.118
(0.604)

0.000
(1.000)

0.206
(0.213)

0.058
(0.882)

0.058
(0.882)

0.206
(0.213)

CS 0.058
(0.881)

0.264 *
(0.078)

0.265 *
(0.078)

0.265 *
(0.078)

0.206
(0.213)

0.088
(0.753)

0.324 **
(0.022)

0.176
(0.321)

0.206
(0.213)

0.324 **
(0.022)

HE 0.088
(0.753)

0.235
(0.133)

0.235
(0.133)

0.265 *
(0.078)

0.117
(0.604)

0.000
(1.000)

0.324 **
(0.022)

0.088
(0.753)

0.176
(0.321)

0.206
(0.213)

FI 0.382 ***
(0.005)

0.588 ***
(0.000)

0.588 ***
(0.000)

0.559 ***
(0.000)

0.441 ***
(0.001)

0.500 ***
(0.000)

0.647 ***
(0.000)

0.500 ***
(0.000)

0.382 ***
(0.005)

0.559 ***
(0.000)

IT 0.000
(1.000)

0.059
(0.882)

0.059
(0.882)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.059
(0.882)

TS 0.088
(0.753)

0.264 *
(0.078)

0.264 *
(0.078)

0.206
(0.213)

0.088
(0.213)

0.147
(0.455)

0.059
(0.882)

0.294 **
(0.043)

0.176
(0.321)

0.206
(0.213)

UT 0.029
(0.969)

0.206
(0.213)

0.235
(0.133)

0.206
(0.213)

0.088
(0.213)

0.176
(0.321)

0.000
(1.000)

0.294 **
(0.043)

0.147
(0.454)

0.235
(0.133)

RE 0.000
(1.000)

0.176
(0.321)

0.147
(0.455)

0.117
(0.604)

0.000
(0.604)

0.058
(0.882)

0.000
(1.000)

0.206
(0.213)

0.058
(0.882)

0.088
(0.753)

Note: The Table shows the results of the dominance test based on the two-sample Kolmogorov-Smirnov test. The
null hypothesis is H0 : MESj

0.05 ≤ MESi
0.05 denotes that the systemic risk level related to the sector j (columns) is

less risky (or equally) than the systemic risk level related to the sector i (rows). In the parentheses are the p value
and *, ** and *** indicate significance at the 10%, 5% and 1% levels, respectively.
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Table A6. Dominance test of MES of all sectors during the period of Sino-US Trade Friction in 2018.

Period II: Sino-US Trade Friction in 2018 (H0: MESj
0.05 ≤MESi

0.05)

EN MA IN CD CS HE FI IT TS UT RE

EN 0.894 ***
(0.000)

0.574 ***
(0.000)

0.659 ***
(0.000)

0.596 ***
(0.000)

0.553 ***
(0.000)

0.638 ***
(0.000)

0.872 ***
(0.000)

0.894 ***
(0.000)

0.277 **
(0.022)

0.617 ***
(0.001)

MA 0.000
(1.000)

0.043
(0.914)

0.191
(0.161)

0.106
(0.569)

0.064
(0.816)

0.000
(1.000)

0.319 ***
(0.006)

0.234 *
(0.065)

0.000
(1.000)

0.213
(0.105)

IN 0.000
(1.000)

0.340 ***
(0.003)

0.191
(0.161)

0.085
(0.697)

0.064
(0.816)

0.085
(0.697)

0.319 ***
(0.006)

0.362 ***
(0.002)

0.000
(1.000)

0.191
(0.161)

CD 0.085
(0.697)

0.255 **
(0.039)

0.106
(0.569)

0.021
(0.978)

0.043
(0.914)

0.106
(0.569)

0.234 *
(0.065)

0.255 **
(0.039)

0.021
(0.978)

0.149
(0.331)

CS 0.128
(0.443)

0.319 ***
(0.006)

0.170
(0.236)

0.170
(0.236)

0.043
(0.914)

0.149
(0.331)

0.277 **
(0.022)

0.383 ***
(0.000)

0.021
(0.978)

0.170
(0.236)

HE 0.213
(0.105)

0.362 ***
(0.002)

0.277 **
(0.022)

0.191
(0.161)

0.128
(0.443)

0.255 **
(0.039)

0.340 ***
(0.003)

0.404 ***
(0.000)

0.064
(0.816)

0.255 **
(0.038)

FI 0.043
(0.914)

0.340 ***
(0.003)

0.170
(0.236)

0.298 **
(0.012)

0.170
(0.234)

0.128
(0.443)

0.404 ***
(0.000)

0.489 ***
(0.000)

0.021
(0.978)

0.298 **
(0.012)

IT 0.000
(1.000)

0.043
(0.914)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.149
(0.331)

0.000
(1.000)

0.064
(0.816)

TS 0.000
(1.000)

0.021
(0.977)

0.000
(1.000)

0.043
(0.914)

0.000
(1.000)

0.000
(1.000)

0.000
(1.000)

0.191
(0.161)

0.000
(1.000)

0.127
(0.443)

UT 0.426 ***
(0.000)

0.638 ***
(0.000)

0.489 ***
(0.000)

0.489 ***
(0.000)

0.404 ***
(0.000)

0.383 ***
(0.000)

0.447 ***
(0.000)

0.617 ***
(0.000)

0.744 ***
(0.000)

0.489 ***
(0.000)

RE 0.000
(1.000)

0.277 **
(0.022)

0.043
(0.914)

0.106
(0.569)

0.043
(0.914)

0.000
(1.000)

0.085
(0.697)

0.298 **
(0.012)

0.340 ***
(0.003)

0.000
(1.000)

Note: The Table shows the results of the dominance test based on the two-sample Kolmogorov-Smirnov test. The
null hypothesis is H0 : MESj

0.05 ≤ MESi
0.05 denotes that the systemic risk level related to the sector j (columns) is

less risky (or equally) than the systemic risk level related to the sector i (rows). In the parentheses are the p value
and *, ** and *** indicate significance at the 10%, 5% and 1% levels, respectively.
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