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Abstract: The scientific selection of a third-party reverse logistics service provider (3PRLP) is helpful
for enterprises to obtain the expected ecological and economic benefits. Different enterprises have
different requirements for 3PRLP selection and, thus, should adopt personalized and simplified
evaluation criteria. However, there is a lack of research on criteria screening. Therefore, this paper
proposes a criteria screening method based on a rough set for the first time. The 3PRLP selection is a
multi-criteria decision making (MCDM) problem in essence, and different criteria can be expressed
in different forms. The existing research mostly uses one method for 3PRLP selection, lacking the
comprehensive application of various methods. In this paper, various criteria values are transformed
into intuitionistic fuzzy numbers (IFNs) for the comparison and combination of various intuitionistic
fuzzy MCDM methods. In terms of criteria weighting, a subjective weighting method based on an
analytical network process (ANP) is proposed due to the possible correlation between the criteria at
the same level. Meanwhile, an objective weighting method based on intuitionistic fuzzy entropy is
proposed. The subjective and objective weights are integrated to form the more scientific combination
weights. Combining the modeling principles of different intuitionistic fuzzy MCDM methods, the
representative methods under each principle are chosen to build a combination evaluation idea that
integrates multiple single evaluation models, and the specific evaluation steps are given, including
the single evaluation, Kendall compatibility test, combination evaluation, and Spearman consistency
test. An illustrative example of 3PRLP selection is provided to verify the feasibility of the methods of
criteria screening and weighting and the combination evaluation idea.

Keywords: 3PRLP; multi-criteria decision making; criteria screening; combination evaluation; rough
set; intuitionistic fuzzy set

1. Introduction

With the continuous development of the global economy, more and more resources are
consumed. However, resource waste, improper disposal of a large amount of waste, and the
resulting environmental damage also occur frequently. In order to improve the utilization
rate of resources, save costs, and reduce environmental damage, many enterprises have
taken a series of measures, such as resource conservation and recycling, reverse logistics
(RL), and green material supply [1]. Reverse logistics can be defined as “the process of
planning, implementing, and controlling the efficient, cost-effective flow of raw materials,
in-process inventory, finished goods, and related information from the point of consumption
to the point of origin for the purpose of recapturing value or proper disposal” [2]. In the
past few decades, RL has been highly valued by academics and entrepreneurs for three
main reasons. First, more and more enterprises have realized that a win-win situation can
be achieved in corporate image and interests through RL activities, such as recycling of
the back-flow products and waste materials [3]. Second, the development of e-commerce
has led to a sharp increase in online sales, meaning that the return flow of goods has
continued to increase [4]. Third, environmental protection laws and policies, corporate
social responsibility, and other factors induce the development of RL [5]. Due to the
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complexity of RL related activities, an enterprise must have a professional team responsible
for this part of the business and must also provide the necessary infrastructure and expertise
to maintain its normal operation. However, most enterprises tend to focus on their core
competitiveness, and they do not handle RL business by themselves, but outsource it to a
trusted third-party RL provider (3PRLP) [6]. In reality, there are many 3PRLPs to choose
from. These 3RPLPs differ in professional level, service content, service cost, output benefit,
etc. Therefore, an enterprise should select the best provider from these 3PRLPs according
to its own requirements. This means that the selection process of the best 3PRLP is a
complex multi-criteria decision making (MCDM) problem. However, different enterprises
have different requirements for RL. For example, an enterprise with strong economic
strength may not consider the cost factor but might instead pay more attention to cultural
compatibility and try to highlight the exchange of corporate culture through cooperation
with 3PRLPs. Another enterprise, limited by capital, may emphasize cost more than
cultural compatibility. This shows that different enterprises may use different evaluation
criteria when selecting the best 3PRLP. How to screen the evaluation criteria that meet the
personalized requirements of one enterprise from many alternative criteria is an important
part of the 3PRLP election. In addition, the expression forms of these criteria are different,
which can be expressed as certain crisp numbers, uncertain interval numbers, linguistic
variables, fuzzy numbers, hesitant fuzzy numbers, intuitionistic fuzzy numbers (IFNs),
Fermatean fuzzy numbers, interval-valued IFNS, bipolar complex fuzzy numbers (BCFNs),
linear Diophantine fuzzy numbers (LDFNs), etc. There are also many applicable MCDM
models. How to scientifically choose MCDM models, compare and integrate the results
of various models, and give a more reliable and consistent conclusion are also important
aspects that should be paid attention to in the 3PRLP selection.

However, the existing research on screening evaluation criteria that meet the personal-
ized requirements of enterprises has yet to be seen. The rough set method can be used to
analyze whether there is redundancy among condition attributes relative to the decision
attribute in a knowledge representation system, and an realize effective reduction in con-
ditional attributes on the premise of meeting decision support [7]. We use the rough set
method to screen the 3RPLPs evaluation criteria that meet the personalized requirements
of enterprises. Due to the complexity of the 3PRLP selection problem, most research only
considers one expression of the criteria and one MCDM model. In fact, there are many
models applicable to a certain type of expression, and there are no strict pros and cons
among them. Even some models that consider hybrid expressions only give the subjective
weights of the criteria, but fail to give the objective weights by the data dispersion degree
of the criteria. Thus, IFN, through the concepts of membership, non-membership, and
hesitation [8], can better reflect the uncertainty of information than the special case forms,
such as the crisp number and interval number. Compared with the generalized forms,
such as interval-valued IFN, BCFN, neutrosophic numbers, and LDFN, IFN is easier for
evaluators to understand and assign. Moreover, the intuitionistic fuzzy entropy reflecting
information difference is relatively mature in theory, and there are many intuitionistic fuzzy
MCDM models, which have been used for 3PRLP selection [9,10]. Therefore, we apply IFNs
to unify various expression forms of all criteria, calculate the criteria’s objective weights by
means of a intuitionistic fuzzy entropy method, and determine the combination weights
with an ANP subjective weighting method, which can reflect the association among the
criteria at the same level. Based on various single intuitionistic fuzzy MCDM models,
we propose a combination evaluation idea for their comparison and integration. The key
novelties of this research can be presented as follows:

(1) A rough set method is proposed for criteria screening, which can reflect the compre-
hensive judgment of experts on the condition attributes (i.e., evaluation criteria) that
affect the 3PRLP evaluation of an enterprise;

(2) A combined weighting method is proposed, which can combine the subjective weight-
ing based on ANP (analysis network process) and the objective weighting based on
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intuitionistic fuzzy entropy, and reflect the subjective preferences of experts and the
objective differences among evaluation objects;

(3) A systematic combination evaluation idea for 3PRLP selection is put forward, includ-
ing a single evaluation, compatibility test, combination evaluation, and consistency
test.

The rest of this paper is organized as follows. Section 2 provides a review of the
literature on 3PRLP selection and intuitionistic fuzzy MCDM. Section 3 presents the pre-
liminaries about IFS and the transformation of hybrid expressions into IFNs. Section 4
presents a criteria screening method based on rough set and criteria weighting methods
based on ANP and intuitionistic fuzzy entropy. Section 5 presents the process and model
system of 3PRLP evaluation based on intuitionistic fuzzy MCDM methods. A case study is
presented in Section 6, and the paper is concluded in Section 7.

2. Literature Review
2.1. Selection of 3PRLPs

Scholars have conducted a lot of research on the evaluation or selection of 3PRLPs. The
evaluation objects include electric power products [11], household electrical appliances [12],
automobiles [13,14], mobile phones [15–20], medical appliance products [21,22], and elec-
tric vehicle power battery recycling [23]. Due to different evaluation objects, purposes, or
priorities, the proposed evaluation criteria are different [24]. Table 1 shows four typical
evaluation criteria. These criteria are all constructed by scholars based on the literature and
reclassification. It can be seen that it is difficult to give a unified category of criteria and spe-
cific criteria, and that different enterprises need to screen and establish the corresponding
criteria according to their own evaluation requirements.

According to the expression forms of criteria, the constructed MCDM models for
3PRLP selection can be divided into the following three categories: (1) qualitative com-
parison between two alternatives, which is mainly the ANP model; (2) when the criteria
are expressed in certain crisp numbers. The models mainly include TOPSIS (technique
for order preference by similarity to ideal solution), DEA (data envelopment analysis),
and ANN (artificial neural networks); (3) The expression forms of the criteria include the
linguistic variable, fuzzy number, IFN, and other uncertain forms. The models include an
aggregation operator (AO), TOPSIS, MOORA (multi-objective optimization on the basis of
ratio analysis), EDAS (evaluation based on distance from average solution), projection, CO-
PRAS (complex proportional assessment), GRA (grey relation analysis), CPT (cumulative
prospect theory), CoCoSo (combined compromise solution), etc. The weighting methods
in the MCDM models include AHP (analytic hierarchy process), ANP, SWARA (step-wise
weight assessment ratio analysis), linguistic rating variables, linguistic data quantified
with fuzzy numbers, deviation coefficient, entropy, CRITIC (criteria importance through
intercriteria correlation), BWM (best–worst method), principal component analysis, etc.
The representative examples from the literature are shown in Table 2.



Systems 2022, 10, 188 4 of 27

Table 1. Four typical evaluation criteria.

Criteria Setting Category Document Criteria Application Object

BOCR (benefits, opportunities, costs,
and risks) [10]

Benefits: Competitive advantage, corporate image, reducing
production cost by using recycled materials, economic/financial
benefits, energy saving

PV industry

Opportunities: Government policy, environmental consciousness,
quality of life

Costs: Transportation cost, equipment and building cost, labor cost,
maintenance cost, opportunity cost, social responsibility, recycling
education and promotion cost

Risks: Customer risk, financial risk, internal business process risk,
learning and innovation risk, legislation/political risk

EESR (economic, environmental,
social, and risk and safety) [21]

Economic: Quality, cost, lead time, delivery, services, capability of R&D

All

Environmental: Green Design, reuse, remanufacture, refurbish, recycle,
disposal, air emissions, green packaging

Social: Health, flexible working arrangements, voice of customer,
respect for the policy, reputation

Risk and Safety: Operational risk, organizational risk, financial risk,
safety

SWOT (strength, weakness,
opportunity, and threat) [24]

Strength: Focus on the main business, risk sharing, product quality,
enhanced return on investment, cost management, customer
satisfaction

Manufacturer of composite
pipes

Weakness: Hidden costs of outsourcing, giving the full power of
attorney to a third party, organizational control, flexibility reduction,
commitment and risk coverage

Opportunity: Environmental compatibility, increasing market share,
standardization, proper relations among staffs, organizational growth

Threat: Carry risk, stealing materials and data, increasing inventory,
economic recession, tax risk

CRSCSE (cost, revenue, functions,
service, capacity, strategy, and
environment)

[25]

Reverse logistics cost: Cost of shipment, fixed cost of warehouse and
processing facility, unit operation cost for recycle and disposal,
environmental expenditure, redistribution cost

All

Reverse logistics revenue: Cost savings, revenue from the sale of
recyclables, recapturing value, green policy returns

Organizational functions: Collection, sorting, reclamation process,
warehousing, delivery, waste disposal, value added service, after sale
service, system flexibility

Quality of service: Voice of customer, accuracy of order fulfillment,
personalized service, customer satisfaction, rejection rate, confirmed fill
rate, total order cycle time

Company capacity/competence: Financial capacity, human resource,
network capacity, capacity usage ratio, integration technology, market
share, storage capacity, inability to meet future, experience

Strategic alliance: Risk sharing, culture compatibility, information
system, technology, supplier mentoring, employment stability,
knowledge management.

Environmental friendliness: Environmental expenditure rate, waste
reduction, environmental protection certification, eco-design,
production, green technology capability
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Table 2. The constructed MCDM models for 3PRLP selection.

Expression Form of Criteria Model Criteria Weighting Method Document

Paired comparison with 1–9 scale ANP ANP [26–29]

Crisp numbers
TOPSIS AHP [13,15]
DEA No [20]
ANN AHP [30]

Linguistic variables quantified with rating
number VIKOR AHP [19]

Linguistic variables quantified with fuzzy
numbers

TOPSIS Linguistic rating variables [6]
TOPSIS AHP [31]

VIKOR Linguistic data quantified with fuzzy
numbers [32]

Fuzzy numbers COPRAS SWARA [3]
MOORA SWARA [33]

2-tuple linguistic values AO Deviation coefficient [34]

Hesitant fuzzy linguistic terms AO Linguistic rating variables [35]

IFNs TOPSIS Fuzzy entropy [9]

Linguistic variables quantified with IFNs GRA ANP [10]

Interval-valued IFNs projection Entropy [36]

Fermatean fuzzy numbers EDAS CRITIC [37]

Single-valued neutrosophic numbers CoCoSo CRITIC [38]

Interval Pythagoras hesitant fuzzy
numbers AO BWM [18]

BCFNs AO CRITIC [39]

LDFNs AO Proportion of expectation score of LDFN [40]

Crisp numbers and linguistic variables Neighborhood rough set-TOPSIS-VIKOR No [41]

Crisp numbers, IFNS and hesitant fuzzy
numbers

Optimization of the weighted distance
measures with ideal solutions Optimization method [42]

Crisp numbers, intervals, and linguistic
terms CPT Principal component analysis and AHP [25]

According to the literature and the meaning of specific criteria, the criteria for 3PRLP
evaluation can be expressed in hybrid forms. For example, the cost criterion can be
expressed as crisp numbers or as interval numbers, while the capacity criterion can be
expressed as linguistic variables, fuzzy numbers, IFNs, or other forms. The concepts of
the crisp number, interval number, fuzzy number and linguistic variable are special cases
of IFNs, and they can be transformed into IFNs with little information distortion. The
concepts, such as the federal fuzzy number, interval-valued IFN, BCFN, neutrosophic
number, and LDFN are the extension or improvement of IFN, but compared with them, the
membership and non-membership of an IFN make it easier to assign values to the 3PRLP
evaluation criteria. In addition, the theoretical basis of intuitionistic fuzzy entropy based on
the intuitionistic fuzzy set (IFS) is relatively mature. Therefore, intuitionistic fuzzy MCDM
methods are used for evaluating 3PRLPs in this research.

2.2. Intuitionistic Fuzzy MCDM

The core idea of the fuzzy set theory proposed by Zadeh [43] in 1965 is to expand the
characteristic function whose value is 0 or 1 to the membership function which can take
any value in the closed interval [0, 1]. In 1986, Atanassov [44] generalized the fuzzy set
theory and proposed the concept of IFS. In addition to membership, IFS also considered
the information of non-membership and hesitation, which can more accurately describe
uncertainty and fuzziness. Therefore, IFS has been widely used in pattern recognition,
medical diagnosis, image processing, MCDM, and other fields [45,46]. For the MCDM
problem under the intuitionistic fuzzy environment, scholars have proposed a variety of
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models. According to the modeling principle, the models can be divided into the following
four categories: (1) models based on AOs, including various AOs and WASPAS (weighted
aggregates sum product assessment); (2) models based on criteria preferences, including
ELECTRE (elimination et choice translating reality) and PROMETHEE (preference ranking
organization method for enrichment evaluation); (3) models based on evidential reasoning
(ER); (4) models based on distance, trend, or utility from reference points, including
TOPSIS, EADS, MABAC (multi-attributive border approximation area comparison), GRA,
MULTIMOORA (multiplicative MOORA), CPT, MARCOS (measurement of alternatives
and ranking according to the compromise solution), and VIKOR. Typical intuitionistic
fuzzy MCDM models are shown in Table 3.

Table 3. Typical intuitionistic fuzzy MCDM models.

Model Category Model Modeling Principle

AO

Weighted averaging AO, ordered weighted
averaging AO, hybrid averaging AO, geometric
AOs, power AOs [47]; neutral averaging AO [48];
geometric Heronian mean AOs [49]; Einstein
weighted averaging AO [50]; weighted Heronian
mean AO [51]; WASPAS [52]

The aggregation of decision information is realized through the
weighting operator, and the alternatives are ranked according to
the aggregated scores.

Criteria preferences

ELECTRE [53–55]
According to the harmony and disharmony indexes of the criteria
set, the preference relationship on the alternative set is constructed,
and the alternatives are ranked accordingly.

PROMETHEE [56,57]
According to the preference function of each criterion given by the
decision-maker, the priority relationship between alternatives and
the complete ranking of alternatives are determined.

Evidential reasoning ER [58–60]

Each criterion is regarded as an evidence, and the ER algorithm is
applied to aggregate the basic reliability allocation of each
criterion to obtain the comprehensive evaluation value, and then
the alternatives are ranked accordingly.

Reference points

TOPSIS [61–64]
The alternatives are ranked according to the relative distance
between each alternative and the positive and negative ideal
points.

EADS [52,65]
The evaluation score of alternatives is calculated according to the
positive and negative distance between each alternative and the
average solution, and the alternatives are ranked accordingly.

MABAC [66]

According to the distance between the criterion function of each
alternative and the border approximation area, the comprehensive
value of each alternative is calculated, and the alternatives are
ranked accordingly.

GRA [67,68] The alternatives are ranked according to the trend correlation
between each alternative and the ideal reference point.

MULTIMOORA [69]
The alternatives are ranked by calculating the additive utility
function value (the ratio system to the ideal point) of each
alternative.

CPT [70–72]
According to the value function result relative to the reference
point, the cumulative prospect value of each alternative is
calculated, and the alternatives are ranked accordingly.

MARCOS [73]
According to the utility value relative to the positive and negative
ideal points, the comprehensive utility value of each alternative is
obtained, and the alternatives are ranked accordingly.

VIKOR [74–78]

According to the group utility value and individual regret value
relative to the reference points, the benefit ratio value of each
alternative is obtained by compromise, and the alternatives are
ranked accordingly.

3. Preliminaries
3.1. IFS and Related Concepts

Definition 1 [44]. A = {〈x, uA(x), vA(x)〉|x ∈ X} is defined as an IFS of the domain of X,
where 0 ≤ uA(x), vA(x) ≤ 1, uA(x) + vA(x) ≤ 1. uA(x) and vA(x) are the membership degree and
non-membership degree that x belongs to the IFS A, respectively.

Definition 2 [44]. For an IFN x = 〈uA(x), vA(x)〉, sA(x) = uA(x) − vA(x) is defined as the score
function of x, here sA ∈ [−1,1] reflecting the net membership degree or non-ambiguity degree of x
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belonging to A. πA(x) = uA(x) + vA(x) is defined as the accuracy function of x, reflecting the degree
of accuracy or non-hesitation of x belonging to A.

Definition 3 [44]. Let x = 〈u, v〉, x1 = 〈u1, v1〉 and x2 = 〈u2, v2〉 are intuitionistic fuzzy
numbers, then the following is true:

1© λx = 〈1− (1− u)λ, vλ〉, λ > 0.
2© x1 + x2 = 〈u1 + u2 − u1u2, v1v2〉.
3© x1x2 = 〈u1u2, v1 + v2 − v1v2〉.
4© if s1 ≤ s2, then x1 ≤ x2; if s1 = s2 and π1 ≤ π2, then x1 ≤ x2.

Definition 4 [79]. For an IFS A, real function E: A→R+ is an intuitionistic fuzzy entropy, if it
meets the following conditions:
1© E(A) = 0⇔ A ∈ P(X);
2© E(A) = 1⇔ ∀x ∈ X, uA(x) = vA(x) = 0;
3© ∀x ∈ X, if πA(x) = πB(x) and |sA(x)|≥ |sB(x)|, or |sA(x)| = |sB(x)| and πA(x)≥ πB(x),

then E(A) ≤ E(B);
4© E(A) = E(AC), where AC is the complement set of A: AC = {〈x, vA(x), uA(x)〉|x ∈ X}.

Definition 5. For an IFS A = {〈xi, uA(xi), vA(xi)〉|i = 1, 2, · · · , n; xi ∈ X}, an intuitionistic
fuzzy entropy can be defined as follows:

E(A) =
1
n

n

∑
i=1

1− sA(xi)
2 + 2hA(xi)

2− sA(xi)
2 + hA(xi)

(1)

where hA(xi) = 1 − πA(xi).

Proof.
1© E(A) = 0⇔ ∀ xi ∈ X, 1 − sA(xi)2 + 2hA(xi) = 0⇔ sA(xi)2 − 2hA(xi) = 1. sA(xi)2 ≤ 1, 0 ≤

hA(xi) ≤ 1, so sA(xi)2 − 2hA(xi) = 1⇔ |sA(xi)| = 1, hA(xi) = 0⇔ |uA(xi) − vA(xi)| = 1,
uA(xi) + vA(xi) = 1⇔ uA(xi) = 1, vA(xi) = 0 or uA(xi) = 0, vA(xi) = 1, which means A ∈
P(X).

2© E(A) = 0⇔ ∀xi ∈ X, 1 − sA(xi)2 + 2hA(xi) = 2 − sA(xi)2 + hA(xi)⇔ hA(xi) = 1⇔ uA(xi)
+ vA(xi) = 0⇔ uA(xi) = vA(xi) = 0.

3© ∀xi ∈ X, if πA(xi) = πB (xi) and |sA(xi)| ≥ |sB(xi)|,

1− 1− sA(xi)
2 + 2hA(xi)

2− sA(xi)
2 + hA(xi)

=
1− hA(xi)

2− sA(xi)
2 + hA(xi)

≥ 1− hB(xi)

2− sB(xi)
2 + hB(xi)

= 1− 1− sB(xi)
2 + 2hB(xi)

2− sB(xi)
2 + hB(xi)

So, E(A) ≤ E(B).
∀xi ∈ X, if πA(xi) ≥ πB(xi) and |sA(xi)| ≥ |sB(xi)|,

2− 1− sA(xi)
2 + 2hA(xi)

2− sA(xi)
2 + hA(xi)

=
3− sA(xi)

2

2− sA(xi)
2 + hA(xi)

≥ 3− sB(xi)
2

2− sB(xi)
2 + hB(xi)

= 2− 1− sB(xi)
2 + 2hB(xi)

2− sB(xi)
2 + hB(xi)

So, E(A) ≤ E(B).

4© 1−sA(xi)
2+2hA(xi)

2−sA(xi)
2+hA(xi)

= 1−(−sA(xi))
2+2hA(xi)

2−(−sA(xi))
2+hA(xi)

, so E(A) = E(Ac). �

Definition 6 [80]. Let x1 = 〈u1, v1〉 and x2 = 〈u2, v2〉 be two IFNs, the intuitionistic fuzzy
distance of them is as follows:
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d(x1, x2) =
1
6 [|u1 − u2|+ |v1 − v2|+ |s1 − s2|+ (1− π1) + (1− π2)]

+ 1
3 max

(
|u1 − u2|, |v1 − v2|, |π1−π2|

2

) (2)

3.2. Transformation of Hybrid Expressions into IFNs

In order to transform crisp numbers, interval numbers, and linguistic variables into
IFNs, their values need to be standardized first. Subsequent intuitionistic fuzzy AO
involves the multiplication of multiple IFNs. As long as the membership degree of one
criterion of an evaluation object equals 1 or the non-membership degree equals 0, the
membership degree or the non-membership degree in the comprehensive evaluation result
is 0, which is not conducive to the comparison between evaluation objects. Therefore,
normalization and vector normalization methods are preferred in the standardization. The
value by normalization is usually smaller than that by vector normalization, and the latter
is preferred in the case that its standardization result is in the range of [0, 1]. Let the values
of n criteria C1, C2, . . . , Cn in m alternatives form the evaluation matrix [xij]m×n, where xij >
0, i = 1, 2, . . . , m; j = 1,2, . . . , n. The value of xij after intuitionistic fuzzy transformation is
[zij]m×n.

1© For a crisp number xij, vector normalization and normalization formula are (3) and
(4), respectively, as follows:

yij =


xij

∑m
i=1 xij

2 , cj ∈ CBene f it
1

xij

∑m
i=1(1/xij)

2 , cj ∈ CCost
(3)

yij =


xij

∑m
i=1 xij

, cj ∈ CBene f it
1/xij

∑m
i=1(1/xij)

, cj ∈ CCost
(4)

where CBenefit and CCost are benefit-type and cost-type criteria sets, respectively. Then
transform yij into the IFN zij = 〈uij, vij〉 = 〈yij, 1− yij〉.

2© If xij is an interval number [xij
L, xij

R], vector normalization and normalization
formula are (5) and (6), respectively, as follows.

yL
ij =


xL

ij

∑m
i=1

(
xR

ij

)2 , cj ∈ CBene f it

1/xR
ij

∑m
i=1

(
1/xL

ij

)2 , cj ∈ CCost

, yR
ij =


xR

ij

∑m
i=1

(
xL

ij

)2 , cj ∈ CBene f it

1/xL
ij

∑m
i=1

(
1/xR

ij

)2 , cj ∈ CCost

(5)

yL
ij =


xL

ij

∑m
i=1 xR

ij
, cj ∈ CBene f it

1/xR
ij

∑m
i=1

(
1/xL

ij

) , cj ∈ CCost

, yR
ij =


xR

ij

∑m
i=1 xL

ij
, cj ∈ CBene f it

1/xL
ij

∑m
i=1

(
1/xR

ij

) , cj ∈ CCost

(6)

Then transform the interval number [yij
L, yij

R] into the IFN zij = 〈uij, vij〉 = 〈yL
ij, 1−

yR
ij 〉.

3© If xij is an uncertain linguistic variable [xij
L, xij

R], where xL
ij ≺ xR

ij , xij
L and xij

R

can be first transformed into standard values dj
L and dij

R by the bipolar ratio method,
respectively [81]. Taking seven-level linguistic variables as an example, the standard values
of the bipolar ratio method are shown in Table 4. Then, transform the interval number [dj

L,
dij

R] into the IFN according to the transformation method of the benefit-type criteria.
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Table 4. Standard values of seven-level linguistic variables.

Serial Number Benefit-Type
Linguistic Variable

Cost-Type Linguistic
Variable Standard Value

1 Lowest Highest 0
2 Very low Very high 0.02857
3 Low High 0.08571
4 Average Average 0.1429
5 High Low 0.2
6 Very high Very low 0.2571
7 Highest Lowest 0.2857

4. Criteria Screening and Weighting
4.1. Criteria Screening Based on Rough Set

It is difficult for different enterprises to establish a consistent index system because
of different objects and requirements for 3PRLP evaluation. In order to fully reflect the
personalized requirements of an enterprise’s 3PRLP selection and to simplify the criteria,
considering the advantages of rough set theory in conditional attribute reduction, we apply
a rough set method to screen the criteria. The process depends on the individual experience
and judgment of experts in the field. Supposing that an enterprise has established a
preliminary evaluation criteria system with t criteria and the corresponding sub-criteria,
the organizers consult h experts with high theoretical level and practical experience about
3PRLP, and each expert evaluates the importance of the t criteria and the corresponding
sub-criteria according to Likert’s five-point scale. The values 1, 2, 3, 4, and 5 represent
unimportant, general, important, very important and especially important, respectively.
With each criterion as the decision attribute and the corresponding sub-criteria as the
condition attributes, t decision tables can be obtained. Taking one decision table as an
example, as shown in Table 5, the condition attributes C1, C2, . . . , Cs are the corresponding
sub-criteria, the decision attribute D is the criterion, and xi

(j) and di are, respectively, Likert
values given by the ith expert on the importance of Cj and D relative to 3PRLP evaluation.

Table 5. Decision table of one criterion.

Serial
Number of

Experts

Condition Attributes Decision
Attribute

DC1 C2 . . . Cs

1 x1
(1) x2

(1) . . . xs
(1) d1

2 x1
(2) x2

(2) . . . xs
(2) d2

. . . . . . . . . . . . . . . . . .
h x1

(h) x2
(h) . . . xs

(h) dh

The steps of criteria screening are as follows [81]:
Step 1: According to the decision attribute D, divide the domain U = {1, 2, . . . , h} into

q equivalent classes about D: U/D = {H1, H2, . . . , Hq};
Step 2: Calculate the lower approximation of the kth equivalence class Hk with respect

to the conditional attribute set C = {C1, C2, . . . , Cs}: C−Hk = ∪{Y ∈ U/C}, k = 1, 2, · · · , q.
Meanwhile, calculate the C positive domain of D: pos(C, D) = ∪q

k=1C−Hk;
Step 3: Remove the attribute Cj from C, j = 1, 2, . . . s, and calculate pos(C − Cj, D). If

pos(C − Cj, D) = pos(C, D), it indicates that Cj is a redundant attribute. Delete Cj from C,
and get the reduced set of conditional attributes;

Step 4: According to Step 2 and Step 3, test whether there is a redundant attribute
in the reduced condition attribute set. Repeat the above steps until all the attributes are
non-redundant. Then, we obtain the reduced secondary index set Cr corresponding to the
primary index.
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4.2. Criteria Weighting

The weights reflect the importance of criteria and have an important impact on 3PRLP
evaluation. There are many methods of criteria weighting, including subjective weighting,
objective weighting, and combination weighting. Subjective weighting methods mainly
include AHP [82], ANP [82], BWM [83], SWARA [84], PIPRECIA (pivot pairwise relative
criteria importance assessment) [85], FUCOM (full consistency method) [86], LBWA (level-
based weight assessment) [87], etc. For the 3PRLP evaluation problem, there are usually
some correlations among the criteria of the same level. For example, timeliness of response
is not only associated with customer satisfaction, value recovery ratio, and environmental
protection effect, which are all the sub-criteria of service quality, but also associated with
value-added service capability and network coverage rate, which are both in the sub-criteria
of service capability. In the subjective weighting methods, the ANP method can take the
relations among the criteria at the same level into consideration, so we apply it for criteria
weighting subjectively. Objective weighting methods mainly include CRITIC [8], deviation
coefficient, entropy, etc. Considering that intuitionistic fuzzy entropy can better reflect the
degree of dispersion among criterion data, and has a mature theoretical basis compared
with other concepts, such as the correlation coefficient and standard deviation of IFNs, we
apply the intuitionistic fuzzy entropy method for criteria weighting objectively.

4.2.1. Subjective Weighting Based on ANP

Step 1: Construct the typical structure of the ANP. A simple schematic diagram is
shown in Figure 1. The first part is the control layer that represents the evaluation based on
the network structure criteria system. The second part is the network layer, where each
element group or element is not independent, one element may affect any element in the
entire network system, and vice versa. In Figure 1, Ci represents the ith element group, eik
represents the kth element of Ci, and the directed line represents the relationship between
elements.
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Step 2: Construct a weightless hypermatrix. Taking the element ejl in a certain element
group Cj as criterion, in terms of the degree that ejl affects each element eik (k = 1, 2, . . . ,
ni) in the element group Ci, we can construct a judgment matrix. After the consistency

test, we output the eigenvector
(

W jl
i1 W jl

i2 · · · W jl
ini

)T
that satisfies the consistency.

Summarizing the eigenvectors of each judgment matrix into a matrix Wij, which reflects
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the influence relationship between the elements in the element group Ci and those in Cj,
and we can obtain the weightless hypermatrix as follows:

WS =


W11 W12 · · · W1N
W21 W22 · · · W2N
...

WN1

...
WN2

. . .
· · ·

...
WNN


where,

Wij =


W j1

i1 W j2
i1 · · · W

jnj
i1

W j1
i2 W j2

i2 · · · W
jnj
i2

...
W j1

ini

...
W j2

ini

. . .
· · ·

...

W
jnj
ini


Step 3: Construct weighted hypermatrix. With element group Cj as criterion, we

conduct pairwise comparison of element groups and construct the judgment matrix as
follows: 

aj
11 aj

12 · · · aj
1N

aj
21 aj

22 · · · aj
2N

...
aj

N1

...
aj

N2

. . .
· · ·

...
aj

NN


After the consistency test, we output the eigenvector

(
a1j a2j · · · aNj

)T that
satisfies the consistency. Therefore, the weight matrix A reflecting the relationship between
elements is as follows:

A =


a11 a12 · · · a1N
a21 a22 · · · a2N
...

aN1

...
aN2

. . .
· · ·

...
aNN


Multiplying the weightless hypermatrix WS by the weight matrix A, we obtain the

weighted hypermatrix W: W = AWS.
Step 4: Calculate the limit hypermatrix. Due to the introduction of feedback and

interdependence in ANP, it is relatively complicated to determinate element priority. The
two elements can be compared directly or indirectly, and the stable element priority is
ensured by solving the limit hypermatrix, as follows:

W l = lim
k→∞

Wk

In the limit hypermatrix Wl, the value of element in each column is its weight, which
reflects the limit relative priority of each element to the corresponding elements in this
column. We denote the subjective weights of n sub-criteria by ANP method as ηj, j = 1, 2,
. . . , n.

4.2.2. Objective Weighting Based on Intuitionistic Fuzzy Entropy

By evaluating n sub-criteria of m 3PRLPs (A1, A2, . . . , Am), we obtain the evalua-
tion matrix [xij]m×n, and transform it into the intuitionistic fuzzy matrix [zij]m×n. The
intuitionistic fuzzy entropy of the jth criterion is as follows:

Ej =
1
m ∑m

i=1

1− sij
2 + 2

(
1− πij

)
2− sij

2 +
(
1− πij

) , j = 1, 2, · · · , n (7)
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The objective weight of the jth criterion is as follows:

τj =
(
1− Ej

)
/ ∑n

j=1

(
1− Ej

)
, j = 1, 2, · · · , n (8)

By synthesizing the subjective and objective weights with the weight α and 1 − α,
respectively, we can obtain the combination weight of each criterion as follows: wj = αηj +
(1 − α)τj, j = 1, 2, . . . , n.

5. Evaluation Model Based on Intuitionistic Fuzzy MCDM

There is no strict distinction between the intuitionistic fuzzy MCDM methods in
Table 3, and they can be theoretically used for 3PRLP evaluation. Since models based on
criteria preferences require more subjective parameter values, we do not consider such
methods. Among the models based on AOs, the hybrid weighted averaging operator
(HWAO) considers the importance and position of each criterion simultaneously and has
some good properties, such as idempotency and boundedness [8], so we apply HWAO for
3PRLP evaluation. Among the three models based on the distance from the reference points,
namely TOPSIS, EADS, and MABAC, we choose TOPSIS because of its clear meaning,
simple calculation, because it has the most extensive application. Among the models
based on the utility from the reference points, namely MULTIMOORA, CPT, MARCOS,
and VIKOR, we choose VIKOR because it considers group utility and individual regret
simultaneously. In this way, we use five single MCDM methods to evaluate 3PRLPs at
the same time, namely HWAO, ER, TOPSIS, GRA, and VIKOR. Because the results of
single evaluation methods may not be the same, we need to test their compatibility using
Kendall’s concordance coefficient method and obtain the compatible models [81]. Since
the purpose of 3PRLP evaluation is to determine the reasonable and consistent ranking of
multiple 3PRLPs, we apply the ranking-based combination evaluation models, and include
Borda count, comprehensive Borda, Copeland, and fuzzy Borda models [88], to combine
the results of compatible models. Finally, we output the best combination evaluation results
that pass the Spearman consistency test [81]. The evaluation process is shown in Figure 2,
which includes the single evaluation, Kendall compatibility test, combination evaluation,
and Spearman consistency test.
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5.1. Single Evaluation Models
5.1.1. HWAO Model

The steps of the HWAO model for 3PRLP evaluation are as follows:
Step 1: Calculate the weighted matrix, as follows: Z′ =

[
z′ij
]

m×n
, where z′ij = wjzij =

wj〈uij, vij〉.
Step 2: Reorder the values of n criteria of each 3PRLP from large to small. Let z

′
iσ(j) be

the jth IFN, j = 1, 2, . . . , n, and the corresponding value before weighting is ziσ(j), and the
criterion weight is wiσ(j).

Step 3: Apply a normal distribution method to calculate the position weight ωj, j = 1,
2, . . . , n, and then the comprehensive value of the ith 3PRLP is as follows:

fi = 〈1−∏n
j=1

(
1− uiσ(j)

) ωjwiσ(j)
∑n

j=1 ωjwiσ(j) , ∏n
j=1

(
viσ(j)

) ωjwiσ(j)
∑n

j=1 ωjwiσ(j) 〉, i = 1, 2, · · · , m (9)

Step 4: Rank m 3PRLPs according to their comprehensive values.

5.1.2. TOPSIS

The steps of TOPSIS model are as follows:
Step 1: Determine the positive and negative ideal points as follows:

z+ =
[
z+1 z+2 · · · z+n

]
, z− =

[
z−1 z−2 · · · z−n

]
(10)

where z+j = 〈max
i

uij, min
i

vij〉, z−j = 〈min
i

uij, max
i

vij〉.
Step 2: Calculate the distances of each 3PRLP from the positive and negative ideal

points as follows:

d+i = ∑n
j=1 wjd

(
zij, z+j

)
, d−i = ∑n

j=1 wjd
(

zij, z−j
)

, i = 1, 2, · · · , m (11)
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Step 3: Calculate the proximity of each 3PRLP as follows:

ci =
d−i

d+i + d−i
, i = 1, 2, · · · , m (12)

Step 4: Rank m 3PRLPs according to their proximities from large to small.

5.1.3. VIKOR

The steps of the VIKOR model are as follows:
Step 1: Calculate the group utility value Pi and the individual regret value Ni of the

ith 3PRLP as follows:

Pi = ∑n
j=1

wjd
(

zij, z+j
)

d
(

z−j , z+j
) , Ni = max

j

wjd
(

zij, z+j
)

d
(

z−j , z+j
) , i = 1, 2, · · · , m (13)

Step 2: Calculate the benefit ratio value Qi as follows:

Qi = γ ∗
Pi −min

k
Pk

max
k

Pk −min
k

Pk
+ (1− γ) ∗

Ni −min
k

Nk

max
k

Nk −min
k

Nk
, i = 1, 2, · · · , m (14)

where γ is the compromise coefficient between the group utility and individual regret, 0 ≤
γ ≤ 1.

Step 3: Rank m 3PRLPs according to their benefit ratio values from small to large.

5.1.4. GRA

The GRA method evaluates each object based on its relation degree with the reference
sequence. Its steps are as follows:

Step 1: Take the positive ideal point as reference point, and calculate the relation
coefficient between the jth criterion of each 3PRLP and reference point as follows:

ξij =

min
i

min
j

d
(

zij, z+j
)
+ ρmax

i
max

j
d
(

zij, z+j
)

d
(

zij, z+j
)
+ ρmax

i
max

j
d
(

zij, z+j
) , i = 1, 2, · · · , m; j = 1, 2, · · · , n (15)

where ρ is the distinguishing coefficient, ρ ∈ [0, 1].
Step 2: Calculate the relation degree of each 3PRLP as follows:

ξi = ∑n
j=1 wjξij, i = 1, 2, · · · , m (16)

Step 3: Rank m 3PRLPs according to their relation degrees from large to small.

5.1.5. ER

As an uncertain reasoning method, ER takes the index values as the evidence source
and the evaluation grades as the identification frame and uses the ER algorithm to fuse
the index information to obtain the confidence distribution belonging to each grade and
expected utility of each evaluation object [89]. We apply the ER software IDS, developed by
Professor Yang of the University of Manchester, for the 3PRLP evaluation [90].

Step 1: Establish an indicator hierarchy structure composed of target and n sub-criteria.
Set the best and worst grades for the target, and the utility value is 1 and 0, respectively.
According to the rule method, the confidence levels of the best and worst grades of each
sub-criterion belonging to the (best, worst) are set as 〈1, 0〉 and 〈0, 1〉, respectively.

Step 2: Add m 3PRLPs, and the confidence level of the jth sub-criterion of the ith
3PRLP belonging to the best and worst grades is 〈uij, vij〉.
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Step 3: Input the weights of n sub-criteria and evaluate the confidence level 〈ui, vi〉(i = 1, 2, · · · , m)
so that the target of each 3PRLP belongs to the (best, worst).

Step 4: Rank m 3PRLPs according to their confidence levels.

5.2. Compatibility Test

We test the compatibility of single evaluation models using Kendall’s concordance
coefficient method. Let rik be the order value of the ith 3PRLP in the kth single model, i = 1,
2, . . . , m; k = 1, 2, . . . , g, and we can calculate the value of statistical indicator as follows:

χ2 =
12 ∑m

i=1

(
∑

g
k=1 rik

)2

gm(m + 1)
− 3g(m + 1) (17)

Given the significance level α, if the value of χ2 is not less than the critical value
χ2

α(m− 1), then the g models are compatible. In the case of incompatibility, we eliminate
one single model and calculate the value of the statistical indicator of the remaining models.
The set of compatible models with the largest statistical value can be obtained.

5.3. Combination Evaluation Models
5.3.1. Borda Count

By converting the ranking value pik of Ai in the kth single evaluation model into a
score, namely fik = m− pik + 1, we calculate the average score of each 3PRLP as follows:

fi =
∑

g
k=1 fik

g
, i = 1, 2, · · · , m (18)

We then rank m 3PRLPs according to the average scores from large to small. If there
are multiple 3PRLPs whose average sores are same, we calculate the variance of scores in
different evaluation models and prefer the 3PRLP with a smaller variance.

5.3.2. Comprehensive Borda

Based on the results of each 3PRLP in g compatible single evaluation models, we
count the number of models in which the ranking value of Ai is less than that of Al and the
number of models in which the ranking value of Al is less than that of Ai. If the former is
larger than the latter, bil = 1; otherwise, bil = 0. Calculate the Borda score of each 3PRLP as
follows:

bi = ∑m
l=1 bil , i = 1, 2, · · · , m (19)

and rank m 3PRLPs according to the Borda scores from large to small.

5.3.3. Copeland

The Copeland model is an extension of the Borda model. In addition to defining the
value of superior order, it also defines the values of equivalent and inferior orders. If the
frequency of Ai ranking superior to Al in g compatible single evaluation models is greater
than that of Al ranking superior to Ai, cil = 1; if the former is equal to the latter, cil = 0; if the
former is smaller than the latter, cil = −1. Calculate the Copeland score of each 3PRLP as
follows:

ci = ∑m
l=1 cil , i = 1, 2, · · · , m (20)

and rank m 3PRLPs according to the Copeland scores from large to small.

5.3.4. Fuzzy Borda

The fuzzy Borda model takes the difference in scores and in ranking order of various
models into consideration, and the calculation steps are as follows:
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Step 1: Calculate the membership degree of Ai that is excellent in the kth model as
follows:

uik =
fik −min

i
fik

max
i

fik −min
i

fik
∗ 0.9 + 0.1, i = 1, 2, · · · , m; k = 1, 2, · · · , g (21)

where, if the kth model is HWAO or ER, fik is the score of IFN; if it is TOPSIS or GRA, fik is
the value of proximity or relation degree, respectively. If the model is VIKOR, as the benefit
ratio is a cost-type index, the following membership function is used:

uik =
max

i
fik − fik

max
i

fik −min
i

fik
∗ 0.9 + 0.1, i = 1, 2, · · · , m; k = 1, 2, · · · , g (22)

Step 2: Count the fuzzy frequency of Ai ranking the hth in g compatible single evalua-
tion models, as follows:

vih = ∑g
k=1 tikh, i = 1, 2, · · · , m (23)

where,

tikh = δikhuik, δikh =

{
1, Ai ranks the hth in the kth model

0, others
(24)

Then, calculate the fuzzy frequency ratio as follows:

ϕih =
vih

∑m
h=1 vih

, i = 1, 2, · · · , m; h = 1, 2, · · · , m (25)

Step 3: Calculate the fuzzy Borda score of each 3PRLP as follows:

Fi = ∑m
h=1

(m− h)(m− h + 1)
2

ϕih, i = 1, 2, · · · , m (26)

and rank m 3PRLPs according to the fuzzy Borda scores from large to small.

5.4. Spearman Consistency Test

The Spearman rank correlation coefficient between the lth combination evaluation
model and the kth single evaluation model is as follows:

ρlk = 1− 6 ∑m
i=1(pil − pik)

2

m(m2 − 1)
, l = 1, 2, 3, 4; k = 1, 2, · · · g (27)

where pil and pik are the ranking values of Ai in the lth combination model and the kth
single model, respectively. We calculate the value of statistical indicator as follows:

tl = ρl

√
m− 2
1− ρl

2 (28)

where ρl is the average correlation coefficient as follows:

ρl =
∑

g
k=1 ρlk

g
, l = 1, 2, 3, 4 (29)

Given the significance level α, if the value of tl is not less than the critical value tα(m −
2), it means that the lth combination evaluation model is consistent with all the compatible
single evaluation models. We output the rank result of the combination evaluation model
that satisfies the consistency test and has the maximum value of the statistical indicator.
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6. An Illustrative Example

Company H is a manufacturer of cold chain equipment. In order to realize the recycling
and reuse of waste products, the decision-makers of Company H plan to select the best
3PRLP from six 3PRLPs including A1, A2, . . . , and A6. Based on the criteria systems
proposed in a variety of sources in the literature, a preliminary evaluation criteria system is
constructed, as shown in Table 6.

Table 6. The preliminary evaluation criteria system for 3PRLP selection for Company H.

Preliminary Criteria Sub-Criteria

Cooperative alliance Corporate reputation, experience in industry, benefit-risk sharing level, communication level, cultural
and strategic compatibility, geographical proximity

Service cost Explicit cost, transportation cost, inventory cost, implicit cost, cost savings

Service capacity Transportation capacity, inventory capacity, added-value service capacity, information level, network
coverage, professional talent ratio, cooperative working ability, logistics visualization

Service quality Customer satisfaction, timeliness of response, commitment reliability, complaint rate, value recovery
ratio, environmental protection effect, service security

By consulting ten experts with high theoretical level and practical experience, four
decision tables are established, which include service quality, service competency, service
cost, and cooperative alliance decision tables. For example, the service capacity decision
table is shown in Table 7.

Table 7. Service capacity decision table for 3PRLP selection for Company H.

Serial
Number of

Experts

Transportation
Capacity

Inventory
Capacity

Added-
Value

Service
Capacity

Information
Level

Network
Coverage

Professional
Talent Ratio

Cooperative
Working
Ability

Logistics
Visualization

Service
Capacity

1 5 3 4 5 5 4 3 3 4
2 4 2 5 5 4 4 4 2 5
3 3 2 4 4 3 4 2 4 3
4 4 3 4 5 4 3 3 2 4
5 4 2 4 4 4 4 5 3 5
6 4 3 5 5 4 4 4 4 4
7 5 3 5 4 4 5 5 2 5
8 4 4 4 4 4 5 3 3 5
9 5 3 5 4 3 4 3 3 3

10 4 2 5 4 3 4 4 3 4

According to the reduction steps of the rough set method, we obtain 15 reduction sets
of conditional attributes as shown in Table 8. By consulting experts, we select the elements
in the last one with the longest length as the secondary indexes of service capacity.
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Table 8. The reduction result of conditional attributes of service capacity decision table.

No. Reduction Set Support Length

1 {Inventory capacity, information level, cooperative
working ability} 100 3

2 {Professional talent ratio, cooperative working ability,
logistics visualization} 100 3

3 {Inventory capacity, added-value service capacity, logistics
visualization} 100 3

4 {Inventory capacity, professional talent ratio, cooperative
working ability} 100 3

5 {Transportation capacity, inventory capacity, professional
talent ratio} 100 3

6 {Transportation capacity, added-value service capacity,
logistics visualization} 100 3

7 {Inventory capacity, professional talent ratio, network
coverage, logistics visualization} 100 4

8 {Transportation capacity, professional talent ratio, network
coverage, logistics visualization} 100 4

9 {Inventory capacity, information level, cooperative
working ability, logistics visualization} 100 4

10 {Added-value service capacity, network coverage,
cooperative working ability, logistics visualization} 100 4

11 {Transportation capacity, information level, cooperative
working ability, logistics visualization} 100 4

12 {Information level, network coverage, cooperative
working ability, logistics visualization} 100 4

13 {Inventory capacity, added-value service capacity,
professional talent ratio, network coverage} 100 4

14 {Added-value service capacity, information level,
cooperative working ability, logistics visualization} 100 4

15 {Transportation capacity, inventory capacity, added-value
service capacity, information level, network coverage} 100 5

Similarly, we can obtain the sub-criteria of the other criteria. The final evaluation
criteria system for 3PRLP selection of company H is shown in Table 9, where the content in
parentheses represents the code for the criterion.

Table 9. Evaluation criteria system for 3PRLP selection for Company H.

Preliminary Indexes Secondary Indexes

Cooperative alliance (B1)

Corporate reputation (C1)
Benefit-risk sharing level (C2)

Cultural and strategic compatibility (C3)
Communication level (C4)

Service cost (B2)
Explicit cost (C5)
Implicit cost (C6)

Service capacity (B3)

Information level (C7)
Add-value service capacity (C8)

Inventory capacity (C9)
Network coverage (C10)

Transportation capacity (C11)

Service quality (B4)

Value recovery ratio (C12)
Timeliness of response (C13)
Customer satisfaction (C14)

Environmental protection effect (C15)
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Through a questionnaire survey on the correlations of evaluation criteria, we obtain
the correlation matrix as shown in Table 10, where the number 1 means that the influencing
factor on the left affects the affected factor on the top, and the number 0 means that the
factor on the left has no impact relationship with the factor at the top.

Table 10. Correlation matrix of evaluation criteria.

Influencing Factors
Affected Factors C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15

C1 0 1 1 1 1 1 0 1 0 1 0 0 1 1 1
C2 1 0 0 1 1 1 0 0 0 0 0 1 1 1 1
C3 1 1 0 1 1 1 0 0 0 0 0 1 1 1 1
C4 1 1 1 0 1 1 1 1 0 1 0 1 1 1 1
C5 1 1 0 0 0 0 1 1 1 1 1 0 0 1 0
C6 1 1 0 0 0 0 1 1 0 1 0 0 0 1 0
C7 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1
C8 1 1 1 0 1 1 0 0 1 1 1 1 1 1 1
C9 0 0 0 0 1 0 0 0 0 1 1 1 1 1 1
C10 1 1 1 0 1 0 0 1 1 0 1 1 1 1 1
C11 0 0 0 0 1 0 0 0 0 1 0 1 1 1 0
C12 1 1 1 0 1 1 0 0 0 0 0 0 0 1 1
C13 1 1 0 0 1 1 0 1 0 1 0 1 0 1 1
C14 1 1 0 0 0 0 0 1 0 1 0 0 0 0 0
C15 1 1 1 0 0 1 0 0 0 1 0 1 0 1 0

Then, we apply the software SuperDecisions (www.superdecisions.com) to draw the
network hierarchy, as shown in Figure 3.
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According to the limit hypermatrix, we get the weights of the sub-criteria C1, C2, . . . ,
C15 as 0.1901, 0.0903, 00149, 0.0303, 0.0698, 0.0444, 0.0093, 0.0779, 0.0147, 0.0633, 0.0132,
0.0831, 0.0707, 0.1868 and 0.0412, respectively. Through site investigation and evaluation of
the expert group, the original evaluation data of 15 criteria of six 3PRLPs are obtained, as
shown in Table 11. The criteria C3 and C13 are expressed as interval-value fuzzy numbers;
C5, C6, C10 and C12 are expressed as general interval numbers; C14 is expressed as crisp
number, and the other five criteria are expressed as linguistic variables with seven-level
linguistic term set {highest, very high, high, average, low, very low, lowest}.
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Table 11. The original evaluation data of 15 indexes of 6 3PRLPs.

Criterion A1 A2 A3 A4 A5 A6

C1 [average, high] [low, average] very high high [high, highest] average
C2 [low, average] [average, high] [very low, average] [average, very high] [low, high] [high, highest]
C3 [0.65, 0.8] [0.5, 0.7] [0.4, 0.55] [0.7, 0.85] [0.3, 0.5] [0.7, 0.9]
C4 [high, highest] [average, high] [average, very high] [low, average] average [low, high]
C5 [6, 15] [12, 20] [10, 18] [8, 17] [10, 15] [12, 18]
C6 [10, 25] [9, 20] [12, 28] [15, 30] [13, 25] [9, 18]
C7 high [low, high] [average, high] [high, highest] [low, average] [average, very high]
C8 [low, high] [average, high] high [average, high] [average, high] [low, average]
C9 average [low, average] average [low, high] [high, highest] high
C10 [0.4, 0.62] [0.35, 0.54] [0.42, 0.6] [0.36, 0.48] [0.56, 0.72] [0.42, 0.55]
C11 [low, average] average low [average, high] [low, high] [high, highest]
C12 [0.15, 0.22] [0.1, 0.18] [0.12, 0.2] [0.08, 0.18] [0.1, 0.15] [0.07, 0.16]
C13 [0.7, 0.8] [0.8, 0.9] [0.7, 0.85] [0.65, 0.8] [0.7, 0.9] [0.6, 0.8]
C14 88% 81% 78% 80% 82% 76%
C15 low [average, high] [low, high] average very high [average, high]

By standardizing the values of various variables and transforming them into IFNs, we
get the intuitionistic fuzzy matrix as follows

ZT =



〈0.2840, 0.5463〉
〈0.1704, 0.5397〉
〈0.6500, 0.2000〉
〈0.3785, 0.2447〉
〈0.1013, 0.5282〉
〈0.0728, 0.6072〉
〈0.3830, 0.4567〉
〈0.1826, 0.4126〉
〈0.2999, 0.6119〉
〈0.2769, 0.4030〉
〈0.1945, 0.5546〉
〈0.3343, 0.1576〉
〈0.7000, 0.2000〉
〈0.4440, 0.5560〉
〈0.1853, 0.7726〉

〈0.1704, 0.6759〉
〈0.2840, 0.3556〉
〈0.5000, 0.3000〉
〈0.2704, 0.4126〉
〈0.0759, 0.7641〉
〈0.0911, 0.5636〉
〈0.1642, 0.4567〉
〈0.3043, 0.4126〉
〈0.1799, 0.6119〉
〈0.2423, 0.4800〉
〈0.3241, 0.5546〉
〈0.2229, 0.3107〉
〈0.8000, 0.1000〉
〈0.4086, 0.5914〉
〈0.3089, 0.4693〉

〈0.5112, 0.4166〉
〈0.0568, 0.5397〉
〈0.4000, 0.4500〉
〈0.2704, 0.2447〉
〈0.0844, 0.7169〉
〈0.0650, 0.6727〉
〈0.2736, 0.4567〉
〈0.4260, 0.4126〉
〈0.2999, 0.4567〉
〈0.2907, 0.4222〉
〈0.1945, 0.7327〉
〈0.2675, 0.2342〉
〈0.7000, 0.1500〉
〈0.3935, 0.6065〉
〈0.1853, 0.4693〉

〈0.3976, 0.5463〉
〈0.2840, 0.1715〉
〈0.7000, 0.1500〉
〈0.1622, 0.5804〉
〈0.0894, 0.6462〉
〈0.0607, 0.7382〉
〈0.3830, 0.3015〉
〈0.3043, 0.4126〉
〈0.1799, 0.4567〉
〈0.2492, 0.5378〉
〈0.3241, 0.3764〉
〈0.1783, 0.3107〉
〈0.6500, 0.2000〉
〈0.4036, 0.5964〉
〈0.3089, 0.6210〉

〈0.3976, 0.4166〉
〈0.1704, 0.3556〉
〈0.3000, 0.5000〉
〈0.2704, 0.5804〉
〈0.1013, 0.7169〉
〈0.0728, 0.6979〉
〈0.1642, 0.6119〉
〈0.3043, 0.4126〉
〈0.4198, 0.3015〉
〈0.3876, 0.3067〉
〈0.1945, 0.3764〉
〈0.2229, 0.4256〉
〈0.7000, 0.1000〉
〈0.4137, 0.5863〉
〈0.5560, 0.3177〉

〈0.2840, 0.6759〉
〈0.3976, 0.1715〉
〈0.7000, 0.1000〉
〈0.1622, 0.2447〉
〈0.0844, 0.7641〉
〈0.1012, 0.5636〉
〈0.2736, 0.3015〉
〈0.1826, 0.5804〉
〈0.4198, 0.4567〉
〈0.2907, 0.4704〉
〈0.4537, 0.1982〉
〈0.1560, 0.3873〉
〈0.6000, 0.2000〉
〈0.3834, 0.6166〉
〈0.3089, 0.4693〉


According to Formulas (7) and (8), we calculate the intuitionistic fuzzy entropy weights

of the criteria C1, C2, . . . , C15 as 0.0803, 0.0460, 0.0752, 0.0517, 0.0781, 0.0677, 0.0580, 0.0595,
0.0670, 0.0594, 0.0648, 0.0402, 0.0843, 0.0930 and 0.0748, respectively. By synthesizing the
subjective and objective weights with the same weight of 0.5, we obtain the combination
weights of 15 criteria as 0.1352, 0.0681, 0.0450, 0.0410, 0.0740, 0.0561, 0.0337, 0.0687, 0.0408,
0.0614, 0.0390, 0.0617, 0.0775, 0.1399, and 0.0580, respectively. It can be seen from Figure 4
that, among the 15 criteria, customer satisfaction (C14) and corporate reputation (C1) are the
two most important criteria for Company H to select 3PRLP, and the sum of their weights
is close to 30%.
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We use the HWAO, TOPSIS, VIKOR, GRA, and ER models to evaluate the six 3PRLPs;
their evaluation results are shown in Table 12, where the compromise coefficient in VIKOR
and the distinguishing coefficient in GRA are both 0.5.

Table 12. The results of single evaluation models.

Model Result A1 A2 A3 A4 A5 A6

Aggregation
operator

Comprehensive value 〈0.3110, 0.4268〉 〈0.2984, 0.4670〉 〈0.3205, 0.4359〉 〈0.3383, 0.4060〉 〈0.3340, 0.4133〉 〈0.3213, 0.4230〉
Score −0.1158 −0.1686 −0.1154 −0.0677 −0.0793 −0.1017
rank 5 6 4 1 2 3

TOPSIS
Proximity 0.4827 0.419 0.4868 0.4943 0.5181 0.4845
rank 5 6 3 2 1 4

VIKOR
Benefit ratio 0.1465 0.8494 0.5412 0.4352 0.0610 1
rank 2 5 4 3 1 6

GRA
Relation degree 0.6075 0.5758 0.6257 0.5965 0.6265 0.5844
rank 3 6 2 4 1 5

ER
Confidence level 〈0.3219, 0.5112〉 〈0.2983, 0.5414〉 〈0.3310, 0.5120〉 〈0.3327, 0.5079〉 〈0.3446, 0.4882〉 〈0.3229, 0.5112〉
score −0.1893 −0.2431 −0.181 −0.1752 −0.1436 −0.1883
rank 5 6 3 2 1 4

The result of the compatibility test using Kendall’s concordance coefficient method is
shown in Table 13. The value of Asymp. sig. is 0.0024, which indicates that the evaluation
results of five models have a relatively significant consistency, and the five single evaluation
models are compatible.

Table 13. The result of Kendall’s concordance coefficient method.

Compatibility Test N Kendall’s W Chi-Square df Asymp. Sig.

Value 5 0.7394 18.4857 5 0.0024

By inputting the results of the above single evaluation models into four combination
evaluation models, we calculate the results of combination evaluation, which can be seen
in Table 14.
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Table 14. The results of combination evaluation models.

3PRLP
Borda Count Comprehensive Borda Copeland Fuzzy Borda

Score Rank Score Rank Score Rank Score Rank

A1 3 4 1 5 −3 5 4.3876 4
A2 1.2 6 0 6 −5 6 0.3792 6
A3 3.8 3 3 3 1 3 6.1717 3
A4 4.6 2 4 2 3 2 9.7697 2
A5 5.8 1 5 1 5 1 14.0844 1
A6 2.6 5 2 4 −1 4 3.5499 5

The ranking results of the Borda count and fuzzy Borda models are identical, and
those of the comprehensive Borda and Copeland models are also identical. We calculate
the values of statistical indicator in two cases, and the former and the latter are 3.2468 and
2.9598, respectively. They are greater than the critical value t0.05(4) = 2.132, and the former
is larger, so we output the former result as the final ranking result. Therefore, A5 ranks the
first in the six 3PRLPs, and Company H can select it as the 3PRLP partner. According to
the scores of IFNs of 6 3PRLPs’ 15 criteria (see Figure 5), A5 ranks second in the 2 most
important criteria C14 and C1, which is the main reason for it ranking first. In addition, A5
ranks the sixth in cultural and strategic compatibility (C3) and information level (C7), the
fifth in communication level (C4), implicit cost (C6), and value recovery ratio (C12), and
the fourth in benefit-risk sharing level (C2), which indicate that A5 has certain gaps in the
above six criteria compared with the other 3PRLPs. Therefore, Company H can enhance
communication with A5 to improve the strategic compatibility, and require it to improve its
information level, communication level, value recovery ratio, and benefit-risk sharing level,
and lower implicit cost.
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7. Conclusions

The evaluation or selection of 3PRLPs plays an important role in helping enterprises to
carry out RL effectively and achieve the goal of environmental protection and the associated
economic benefits. In view of the personalized requirements of enterprises in the process
of selecting 3PRLP, this paper puts forward a criteria screening method based on a rough
set. In terms of the interactive relationship of the criteria in the same layer, an ANP-based
subjective weighting method is put forward. Combined with the hybrid attribute charac-
teristics of the criteria, this paper puts forward the unified IFN transformation methods,
and constructs five single evaluation models based on intuitionistic fuzzy decision mak-
ing, including HWAO, TOPSIS, VIKOR, GRA, and ER. Kendall’s concordance coefficient
method is applied for compatibility test on the single evaluation models. Based on the
ranking methods, Borda count, comprehensive Borda, Copeland, and fuzzy Borda models
are applied for combination evaluation on the results of compatible single evaluation mod-
els. Meanwhile, the Spearman rank correlation coefficient method is applied to conduct
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a consistency test and obtain the best 3PRLP. The results of an illustrative example verify
that the criteria screening method and the evaluation models are feasible and effective.

Compared with the existing literature, this paper makes the following contributions:
(1) The problem of criteria screening based on a rough set method is discussed, which
can meet the personalized requirements of an enterprise and achieve the reduction in
criteria; (2) considering the subjective guidance of the important criteria and the objective
differences between the evaluation objects, a combined weighting method based on ANP
subjective weighting and intuitionistic fuzzy entropy objective weighting is proposed; (3)
by combining the principles of different intuitionistic fuzzy MCDM methods and based on
the representative models, a combination evaluation idea integrating multiple intuitionistic
fuzzy MCDM models is put forward, which enhances the consistency and credibility of
decision-making results.

There are some shortcomings in this research, as follows: (1) Only one criteria screening
method is provided. In fact, there are other methods, such as the direct scoring and
screening of the importance of the criteria by experts. Are these methods compatible?
Can they be used together? These questions must be considered; (2) there are many
criteria weighting methods. For example, the CRITIC method considers the correlation
and difference between criteria at the same time. When a scientific correlation coefficient
of IFNS is defined and CRITIC objective weighting is adopted, is it more advantageous
than the intuitionistic fuzzy entropy weighting? This must be determined; (3) the single
MCDM models can replace each other. For example, VIKOR can be replaced by MARCOS,
another utility-based model, while an intuitionistic fuzzy MCDM model can be replaced by
its generalized form, such as an interval-valued intuitionistic fuzzy MCDM model. Under
these circumstances, how will the evaluation results change? Combined with the above
shortcomings, further research should be carried out on the following aspects: (1) In terms
of criteria screening, other screening methods can be considered; (2) in terms of criteria
weighting, other subjective, objective and combination weighting methods can be adopted;
(3) in terms of evaluation models, other single evaluation models can be explored.
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