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Abstract

:

Microchannel flow boiling is a cooling method studied in microscale heat-cooling, which has become an important field of research with the development of high-density integrated circuits. The change in microchannel surface characteristics affects thermal fluid behavior, and existing studies have optimized heat transfer by changing surf ace wettability characteristics. However, a surface with heterogeneous wettability also has the potential to improve heat transfer. In this case, heat transfer would be optimized by applying the optimal heterogeneous wettability surface to channel flow boiling. In this study, a change in cooling efficiency was observed, by setting a hydrophobic and hydrophilic wettability pattern on the channel surface under the microchannel flow boiling condition, using a lattice Boltzmann method simulation. In the rectangular microchannel structure, the hydrophobic-hydrophilic patterned wettability was oriented perpendicular to the flow direction. The bubble nucleation and the heat transfer coefficient were observed in each case by varying the length of the pattern and the ratio of the hydrophobic-hydrophilic area. It was found that the minimum pattern length in which individual bubbles can occur, and the wettability pattern in which the bubble nucleation-departure cycle is maintained, are advantageous for increasing the efficiency of heat transfer in channel flow boiling.
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1. Introduction


Microscale heat removal has played a critical role in determining the performance of high-density integrated circuits [1]. Furthermore, because there is limited steady air cooling, the cooling efficiency can be improved through the forced cooling of the artificial fluid flow in the cooling channel [2,3,4].



There has been extensive research to improve microchannel heat transfer efficiency. Most studies have focused on the modification of the surface structure, including the micro pin fin [5,6], cavity [7], and porous [8]. Deng et al. [5] used a laser micro-milling method to propose structured microchannels with micro cone pin fins. Xu et al. [6] studied the flow patterns during flow boiling instability in a microchannel with three types of pin fin arrays. Lin et al. [7] carried out an experimental study on convective boiling heat transfer and the CHF (Critical heat flux) of methanol-water mixtures in a diverging microchannel with artificial cavities. Deng et al. [8] investigated flow boiling heat transfer performance in a porous microchannel. As mentioned earlier, although micro structures in microchannels enhance heat transfer, it is challenging to fabricate a physical structure in a microchannel, and it takes considerable processing time to construct multiple channels.



Another method of research on surface characteristics that enhance boiling heat transfer is to use a surface coated with various materials. This modification can be easily achieved using a coating technique that does not involve any deformation of the surface [9] and can easily control the wettability. It is important that the characteristics of the two-phase flow are affected by the wettability of a surface. Zhou et al. [10] experimentally investigated the saturated flow boiling difference between the hydrophilic and super-hydrophilic surfaces in a rectangular microchannel. They concluded that the local dry out occurred on the hydrophilic surface at high heat fluxes for low mass fluxes and did not occur on the super-hydrophilic surface. Park et al. [11] also conducted an experimental study on the effect of flow boiling on wettability. They showed that the CHF is enhanced by a wettable surface. Li et al. [12] numerically investigated the boiling heat transfer for different levels of wettability and found that the CHF and wall superheat decreases at bad wettability. Gong et al. [13] conducted a numerical study on the effects of wettability during saturated pool boiling heat transfer. They demonstrated that a hydrophilic surface shows a higher onset of nucleate boiling temperature, lower heat transfer at low superheat, and higher CHF than a hydrophobic surface. Multiple studies on surfaces of homogeneous wettability have concluded that a hydrophilic surface has higher CHF and higher superheat than a hydrophobic surface [14,15]. The development of surface treatment technology enables the implementation of heterogeneous wettability surfaces [16,17], and the pattern wettability has been studied as the method of overcoming the disadvantages of homogeneous wettability. Nam et al. [18] showed that the bubble nucleation speed on a surface with pattern wettability is higher than that on a surface with homogeneous wettability. Jo et al. [19] observed the changes in bubble formation and heat flux by controlling the size and arrangement of controlled hydrophobic patterns on a hydrophilic substrate. Lee et al. [20] employed a lattice Boltzmann method simulation to implement controlled hydrophobic patterns on a hydrophilic substrate and studied various modifications, such as to the shape and arrangement, to optimize pattern wettability.



In previous studies, patterned wettability has been found to influence bubble nucleation and the heat transfer coefficient during phase change. However, these studies focused on pool boiling, and it is necessary to also study the fluid flow in a channel. It is also important to establish a criterion for the optimized form in determining the pattern. In this paper, the effects of flow factors and patterns on the patterned wettability channel flow are investigated using a lattice Boltzmann method simulation, and the optimization of the patterned wettability in the channel flow is presented.




2. Materials and Methods


In this study, the modified pseudo-potential lattice Boltzmann model, which was proposed by Gong et al. [13,21], is used. This model includes a new interaction force using the exact difference method to minimize spurious velocity and increase the liquid-air density ratio. Other forcing schemes, such as that of Li et al. [22] or Xu et al. [23], can also be used to realize a large density ratio in a pseudo-potential model.



The derivation of the lattice Boltzmann equation through the discretization of the Boltzmann equation (the governing equation) can be found in the Appendix A [24], and the evolution equations for the flow and heat transfer are as follows:


    f i   (  x +  e i   δ t  , t +  δ t   )  −  f i   (  x , t  )  = −  1 τ   [   f i   (  x , t  )  −  f i  e q    (  x , t  )   ]  + Δ  f i   (  x , t  )      



(1)






    g i   (  x +  e i   δ t  , t +  δ t   )  −  g i   (  x , t  )  = −  1   τ T     [   g i   (  x , t  )  −  g i  e q    (  x , t  )   ]  +  δ t   ω i  ϕ     



(2)







Here, fi and gi are the density- and temperature-distribution functions, respectively. The evolution of these distribution functions depend upon the position, x, time, t, and relaxation times τ and τT, where τ is the density-relaxation time and τT is the thermal relaxation time. The temperature fields of these media are solved concurrently because τT has different values for a working fluid and a solid substrate. The density- and temperature-equilibrium-distribution functions are:


    f i  e q   =  ω i  ρ  [  1 + 3  e i  u + 4.5    (   e i  u  )   2  − 1.5  u 2   ]      



(3)






    g i  e q   =  ω i  T  [  1 + 3  e i   u  r e a l   + 4.5    (   e i   u  r e a l    )   2  − 1.5  u  r e a l  2   ]      



(4)




where fieq is the density-equilibrium distribution function and gieq is the temperature-equilibrium distribution function. For the three-dimensional lattice Boltzmann method using the D3Q19 model with distribution functions in 19 directions, the parameters ωi and ei are given as follows:


    ω i  =  {      1 / 3 ,     i = 0       1 / 18 ,     i = 1 , ⋯ , 6       1 / 36 ,     i = 7 , ⋯ , 18           



(5)






      [   e 0  ,  e 1  ,  e 2  ,  e 3  ,  e 4  ,  e 5  ,  e 6  ,  e 7  ,  e 8  ,  e 9  ,  e  10   ,  e  11   ,  e  12   ,  e  13   ,  e  14   ,  e  15   ,  e  16   ,  e  17   ,  e  18    ]      =  [     0     0     0             1     0     0             0     1     0             0     0     1              − 1      0     0             0      − 1      0             0     0      − 1              1     1     0             1      − 1      0              − 1      1     0              − 1       − 1      0             0     1     1             0     1      − 1              0      − 1      1             0      − 1       − 1              1     0     1             1     0      − 1               − 1      0     1              − 1      0      − 1      ]        



(6)







The body-force term is based on the exact difference method [25] and is calculated as follows:


   Δ  f i   (  x , t  )  =  f i  e q    (  ρ  (  x , t  )  , u + Δ u  )  −  f i  e q    (  ρ  (  x , t  )  , u  )      



(7)







The velocity change, Δu = F·δt/ρ, is calculated from the force F:


   F =  F  int    ( x )  +  F s   ( x )  +  F g   ( x )      



(8)




where Fint is the interparticle-interaction force, given by:


        F  int    ( x )  =     − β ψ  ( x )    ∑  x ′    G  (  x ,  x ′   )    ψ  (  x ′  )   (   x ′  − x  )           −   1 − β  2    ∑  x ′    G  (  x ,  x ′   )     ψ 2   (  x ′  )   (   x ′  − x  )          



(9)







Here, β is based on Reference [26]. G(x, x′) has a nonzero value when x and x′ are adjacent to one another:


   G  (  x ,  x ′   )  =  {       g 1  ,      |  x −  x ′   |  = 1          g 2  ,      |  x −  x ′   |  =  2        0 ,     otherwise           



(10)




where g1 = g0, g2 = g0/2. for the D3Q19 scheme. The effective mass,   ψ  ( x )  =     2  [  p  ( x )  − ρ  ( x )   ]   /   (  6 g  )       , is based on the Peng–Robinson equation of state, as follows:


   p =   ρ R T   1 − b ρ   −   a  ρ 2   ϕ 0   ( T )    1 + 2 b ρ −  b 2   ρ 2      



(11)




where   a = 0.45724  R 2   T c 2  /  p c   ,   b = 0.0778 R  T c  /  p c   , and    ϕ 0   ( T )    is:


    ϕ 0   ( T )  =    [  1 +  (  0.37464 + 1.54226 ω − 0.26992  ω 2   )   (  1 −    T /   T c       )   ]   2      



(12)




where ω = 0.344 is the acentric factor.



The wettability effect [27] is implemented in Fs and is given by


    F s   ( x )  = − ψ  ( x )    ∑ i    g s   ω i  s  (  x +  e i   δ t   )   e i   δ t        



(13)







The contact angles are controlled by the fluid–solid-interaction strength, gs, and s(x) is an indicator factor described as follows:


   s  ( x )  =  {      0 ,     x   in   fluid   node       1 ,     x   in   solid   node           



(14)







The gravitational force is given by:


    F g   ( x )  =  [  ρ  ( x )  −  ρ  a v e    ]  g     



(15)




where g is the gravitational acceleration and ρave is the average density.



The macroscopic equations for u, T, and ρ are expressed as follows:


   ρ =   ∑ i    f i    ,   ρ u =   ∑ i    e i   f i    ,   T =   ∑ i    g i        



(16)







The real fluid velocity, ureal, is obtained via force correction as follows:


   ρ  u  r e a l   =   ∑ i    e i   f i    +   δ t  2  F     



(17)







The thermal source related to phase change ϕ is given by:


   ϕ = T  [  1 −  1  ρ  c v       (    ∂ p   ∂ T    )   ρ   ]  ∇ ⋅  u  r e a l       



(18)







Figure 1 shows a schematic flow chart.




3. Simulation Domain Design


In this numerical approach, the characteristic length L0 is the capillary length:


      L 0  =    γ  g  (   ρ l  −  ρ g   )          



(19)




where γ is the surface tension of the gas–liquid interface, and ρl and ρg are the liquid and gas phase densities of water, respectively, at 100 °C and 1 atm.



The normalized superheat, T*, and the heat flux Q″ are:


    T *  =    (  T −  T s   )     T c      ,   Q ″ =   Q  L 0    k  T c      



(20)




where Ts is the saturation temperature, Tc is the critical temperature, and k is the thermal conductivity of liquid water at 100 °C and 1 atm [20].



Figure 2 shows the structure of the computational domain with a rectangular channel. Figure 2a shows the x-y plane on the bottom channel surface (z = 0). The inlet, where fluid is applied to the channel, is located at x = 0. The outlet where the channel flow escapes is located at x =    L l   . There is a constant temperature boundary condition at y = 0, and the walls spanning y =    L t    in the x-y plane and spanning y =    L w    in the y-z plane create a symmetric boundary condition. The boundary was applied to improve simulation efficiency, under the assumption that both sides of the channel shared the behavior. The hydrophobic-hydrophilic pattern is applied in a stripe formation on the bottom channel surface (z = 0). Other channel surfaces are hydrophilic in nature.



Figure 2b shows the y-z plane at the inlet (x = 0). There is a constant temperature boundary at y = 0, and the walls to y =    L t    along the z-axis and to y =    L w    along the x-axis form a symmetric boundary condition. z = 0 is the bottom channel surface where the patterned wettability is implemented, and a constant heat flux,    Q 0   , is supplied to the entire surface. There is a wall from z =    L h  −  L t    to z =    L h   , and there is a constant temperature boundary condition at z =    L h   . Each geometric section can be represented by the capillary lengths:    L w  = 0.076  L 0   ,    L l  = 0.4  L 0   ,    L t  = 0.005  L 0   , and    L h  = 0.17  L 0   .



In Figure 2c, the wettability pattern is shown on the bottom channel surface (z = 0). The striped pattern is repeated throughout the channel. The pattern pitch is a set of hydrophobic and hydrophilic stripes of lengths    L  p h o     and    L  p h i    , respectively. The contact angle of the hydrophobic area is 123°, and the contact angle of the hydrophilic area is 54° [19].



The number of the grid is a 500 × 75 × 160 uniform grid. The constant heat flux is 80 kW/m2. The Reynolds number of the flow is 0.11. Table 1 shows the pattern pitch and ratio of the    L  p h o     and    L  p h i     (pattern ratio) of each simulation case.




4. Results


4.1. Validation


The results for bubble nucleation and bubble nucleation heat transfer were compared with experimental results to validate the numerical model. First, the analytical equation for the bubble departure diameter from the study of Hazi et al. [28] was compared with the simulation results. The simulation was performed in a single hydrophobic dot domain. The z-direction length of the domain was Lh = 8.51L0, the width of the hydrophobic dot was 0.28L0, and the x- and y-direction lengths of the domain were both Lw = 11.26L0. The constant heat flux boundary had a width of Lf = 4.54L0 [20]. Table 2 lists the physical properties, density ratio of vapor and liquid, surface tension, viscosity, and thermal diffusivity used in the simulations.



Relaxation times are obtained as follows:


     ν =  c s 2   (  τ − 0.5  )   δ t      



(21)






     α =  c s 2   (   τ T  − 0.5  )   δ t      



(22)




where v is kinematic viscosity and α is the thermal diffusivity.



Figure 3 shows the bubble departure diameter with a gravitational force g. This result was consistent with the results from a previous study [29]. The bubble departure diameter Dd approximated by g−0.5, was consistent with the theoretical equation given in Equation (23).


    D d  =    γ  g (  ρ 1  −  ρ g  )         



(23)







In Figure 4, the boiling curve from the experimental study of Jo et al. [19] was compared with the results in this study. The boiling curve is divided by the convection regime and the nucleate boiling regime. Heat transfer occurred by only natural convection in the convection regime, i.e., at lower heat fluxes without bubbles [30,31]. In the nucleate boiling regime, forced convection occurred through bubble nucleation. The Figure 4 shows that the numerical data is consistent with the experimental results [19].




4.2. Effect of Patterned Wettability


4.2.1. Pattern Ratio


Because surface wettability is an important factor for bubble nucleation, controlling the wettability pattern strongly affects the phase change phenomena. In this section, the effect of the pattern ratio, which is a size ratio of hydrophobic area and hydrophilic area, is analyzed. Figure 5 shows types of bubble nucleation on patterned surfaces with different pattern ratios. These cases were compared with an equivalent pattern pitch of 0.03 and a time step of 30,000. Bright green, bright blue, and dark blue correspond to the hydrophobic surface, hydrophilic surface, and channel wall, respectively. At this stage, the bubbles were nucleated on the hydrophobic surface. The nucleated bubbles become smaller as the pattern ratio was lowered. Thus, it was confirmed that the size of the hydrophobic area influenced the size of the nucleated bubble. Furthermore, as size of the hydrophobic area got smaller, the bubble nucleation time was delayed.



Figure 6 shows the boiling curve with superheat and heat flux. In this simulation, the phase change was cyclic and was stabilized in the superheat and heat flux of the narrow section. Therefore, the types of phase change could be compared by looking at the maximum superheat and heat flux. The region at which the superheat decreased is where the maximum size bubble and the highest heat transfer coefficient were observed. These results show that the lower maximum superheat was observed in Case 0.03–9.00, so a relatively high heat transfer coefficient could be expected.



Figure 7 shows the normalized heat transfer coefficient as a function of time and confirms the periodicity of bubble nucleation. The heat transfer coefficient increased when the bubble was generated and decreased when the bubble departed. This periodicity is identically observed in all cases. However, as the pattern ratio decreased, the heat transfer coefficient trend also decreased. Examining the averaged heat transfer coefficient, the highest value in Case 0.03–9.00 and the lowest value in Case 0.03–0.11 were observed. The averaged heat transfer coefficient gradually decreased to a pattern ratio of 1.00 (Case 0.03–1.00) and sharply decreased after the pattern ratio of 1.00 (Case 0.03–1.00). This was due to bubble nucleation delay.




4.2.2. Pattern Pitch


Figure 8 shows the variation of the boiling curve depending on the pattern pitch. The pattern ratio was identical to the pattern ratio of 9.00, which showed the highest heat transfer in Section 4.2.1. As the pattern pitch increased, the hydrophilic area increased, and the maximum super heat decreased. However, the change of the boiling curve according to the pattern pitch was relatively small because the ratio of the hydrophobic area was high due to the high pattern ratio.



Figure 9 indicates the average Normalized Heat Transfer Coefficient (NHTC) of each pattern pitch. From pitch 0.01 to 0.03, the average NHTC sharply increased, and then from pitch 0.03, the average NHTC gradually decreased. At pitch 0.03 (Case 0.03–9.00), the highest average NHTC was observed.



The bubble nucleation and the surface temperature with pattern pitch are shown in Figure 10 with pitch 0.01 (Case 0.01–9.00), pitch 0.03 (Case 0.03–9.00), and pitch (Case 0.05–9.00) at a time step of 30,000. Bubbles individually nucleated on the hydrophobic area in pitch 0.03 and pitch 0.05, whereas in pitch 0.01, bubbles coalesced and then slid as soon as they nucleated. As bubbles absorbed more heat from their surroundings, they grew bigger. Therefore, in pitch 0.05, the bubble size was larger and the surface temperature below the bubble was lower. However, in pitch 0.03, the averaged surface temperature had the lowest value due to the number of bubble nucleation.






5. Discussion


Figure 5 shows that the hydrophobic area had a significant effect on bubble nucleation. At the same pattern pitch, the bubble diameter increased as the pattern ratio increased. In Case 0.03–0.43 and Case 0.03–0.11, bubble nucleation was not observed at the same time step. These characteristics are also shown in the boiling curve of Figure 6. In Case 0.03–2.33 and Case 0.03–1.00, in which bubble nucleation occurred normally, a boiling curve similar to Case 0.03–9.00 was observed. In Figure 7, the NHTC changes with the pattern ratio. As with the previous results, the average NHTC increased as the pattern ratio increased, and decreased sharply as the pattern ratio decreased. In Case 0.03–9.00, the average NHTC was higher than that of other cases. This is due to the bubble nucleation-departure cycle in Figure 7. In the cases of patterned wettability, there is a difference in the NHTC but the cycle is maintained. In Case 0.03–0.11, it can be seen that the cycle was not maintained because the heat transfer was adversely affected by the occurrence of uneven bubbles after the first nucleation.



Figure 8 shows the boiling curve with the pattern pitch as well as a similar trend in all cases. However, the increase in pattern ratio also increased the hydrophobic area, and the boiling curve shows a similar pattern.



Figure 9 plots the average heat transfer coefficients with the pattern pitch. The pattern ratio was fixed at 9.00. The highest average heat transfer coefficient was observed in Case 0.03–9.00, and the average heat transfer coefficient decreased at higher and lower pattern pitches. The cause of this result can be found in Figure 10, which shows bubble nucleation and surface temperature. As shown in Figure 10, the larger the hydrophobic area, the larger the diameter of the bubble. In other words, the amount of generated bubbles increased as the pattern pitch at the same channel length decreased. The increase of the contact area, due to the generation of many bubbles, has a positive effect on the heat transfer of the surface. This can be confirmed by the lower surface temperature. If the pattern pitch decreases below a certain level, the hydrophobic area decreases. This means that the distance between the nucleated bubbles is close enough to quickly coalescence. This reduces the heat transfer efficiency.




6. Conclusions


In this study, the optimization of heat transfer through a hydrophobic pattern was performed on a micro channel surface with hydrophilic characteristics. The pattern cases were divided into a pattern pitch, representing the overall length of the pattern, and a pattern ratio, representing the ratio of hydrophobic to hydrophilic. Pattern optimization requires several conditions.




	
From the viewpoint of heat transfer, the wider the hydrophobic area, the better. Therefore, an excellent heat transfer coefficient is observed on a hydrophobic surface with a high pattern ratio. At certain pattern ratios, the heat transfer coefficient is better than the uniform hydrophobic surface because the bubble nucleation-departure cycle is stable due to the pattern ratio effect.



	
The amount of generated bubbles increases as the pattern pitch decreases. This is effective for surface heat transfer. However, when the pattern pitch is reduced below 0.03L0, the amount of bubbles decreases due to an insufficient hydrophobic area to generate bubbles. As bubble generation decreases, surface heat transfer also decreases. From these results, it was concluded that finding an optimal area is necessary for determining the pattern pitch.



	
To optimize channel heat transfer, patterned wettability must be applied to widen the hydrophobic area while keeping the bubble nucleation-bubble departure cycle uniform. It is also necessary to use the minimum pattern pitch where many bubbles are generated. However, a pattern pitch of less than a certain size reduces the effect of the hydrophobic area and hinders the generation of individual bubbles, which adversely affects heat transfer.








The optimization in this study is based on a simple stripe pattern. Stripes oriented perpendicular to the flow were able to bring about pattern optimization by affecting the bubble nucleation-departure cycle. Potential future studies include investigating the application and optimization of different types of patterns depending on the shape of the channel or the trend of the flow.
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Appendix A


First Order Distribution Function [24]


Statistical Mechanics offers a statistical approach in which we represent a system by an ensemble of many copies. The distribution    f   ( 1 )     (  x , p , t  )    gives the probability of finding a particular molecule with a given position and momentum; the positions and momenta of the remaining N-1 molecules can remain unspecified because no experiment can distinguish between molecules, so the choice of which molecule does not matter. This is the ‘Single particle’ distribution function.    f   ( 1 )      is adequate for describing all gas properties that do not depend on relative positions of molecules (dilute gas with long mean free path).



The probable number of molecules with position coordinates in the range x ± dx and momentum coordinates p ± dp is given by    f   ( 1 )     (  x , p , t  )  d x d p  . Say we introduce an external force F that is small relative to intermolecular forces. If there are no collisions, then at time t + dt, the new positions of molecules starting at x are x + (p/m)dt = x + (dx/dt)dt = x + dx and the new momenta are p = p + Fdt = p + (dp/dt)dt = p + dp.



Thus, when the positions and momenta are known at a particular time t, incrementing them allows us to determine    f   ( 1 )      at a future time t + dt:


    f   ( 1 )     (  x + d x , p + d p , t + d t  )  d x d p =  f   ( 1 )     (  x , p , t  )  d x d p     



(A1)







This is the streaming process.



There are however collisions that result in some phase points starting at (x, p) not arriving at (x + p/m dt, p +F dt) = (x + dx, p + dp) and some not starting at (x, p) arriving there too. We set    Γ   ( − )    d x d p d t   equal to the number of molecules that do not arrive in the expected portion of phase space due to collisions during time dt. Similarly, we set    Γ   ( + )    d x d p d t   equal to the number of molecules that start somewhere other than (x, p) and arrive in that portion of phase space due to collisions during time dt. If we start with Equation (A1) and add the changes in    f   ( 1 )      due to these collisions we obtain:


      f   ( 1 )     (  x + d x , p + d p , t + d t  )  d x d p    =  f   ( 1 )     (  x , p , t  )  d x d p +  [   Γ   ( + )    −  Γ   ( − )     ]  d x d p d t   



(A2)







The first order terms of a Taylor series expansion of the LHS (Left-hand side) of Equation (A2):


      f   ( 1 )     (  x + d x , p + d p , t + d t  )     =  f   ( 1 )     (  x , p , t  )  + d x ·  ∇ x   f   ( 1 )    + d p ·  ∇ p   f   ( 1 )    +  (    ∂  f   ( 1 )      ∂ t    )  d t + ⋯   



(A3)







Give the Boltzmann equation:


      [   f   ( 1 )     (  x , p , t  )  + d x ·  ∇ x   f   ( 1 )    + d p ·  ∇ p   f   ( 1 )    +  (    ∂  f   ( 1 )      ∂ t    )  d t + ⋯  ]  d x d p    =  f   ( 1 )     (  x , p , t  )  d x d p +  [   Γ   ( + )    −  Γ   ( − )     ]  d x d p d t   



(A4)




or,


    v ·  ∇ x   f   ( 1 )    + F ·  ∇ p   f   ( 1 )    +   ∂  f   ( 1 )      ∂ t   =  Γ   ( + )    −  Γ   ( − )       



(A5)







Note that this can be derived for an arbitrary number of different chemical components as well.



In its complete form with the collision operator written more explicitly, the Boltzmann equation is a nonlinear integral differential equation and is particularly complicated. According to Harris [32], 50 years elapsed from the time that Boltzmann derived the equation before an approximate solution was found. With lattice Boltzmann methods, we approximately solve the equation from the particle perspective and focus on an equation strongly akin to Equation (A2); it explicitly contains the ‘collide and stream’ notion central to LBM (Lattice Boltzmann method).
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Figure 1. Lattice Boltzmann method flow chart. 
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Figure 2. (a) Simulation domain description of the x-y plane at z = 0. (b) Simulation domain description of the y-z plane at x = 0. (c) Pattern wettability description of the x-y plane at z = 0. 
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Figure 3. Departure diameter as a function of gravitational acceleration. Reprinted with permission from [20]. Copyright 2018 Elsevier. 
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Figure 4. Comparison of the experimental data from Jo et al. and the numerical data of the current study. Reprinted with permission from [19]. Copyright 2018 Elsevier. The convection regime and the nucleate boiling regime are indicated by shading, and the slopes of both regimes are indicated by dashed lines. Reprinted with permission from [20]. Copyright 2018 Elsevier. 
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Figure 5. Comparison of bubble nucleation type and biggest bubble diameter according to pattern ratio. Time step = 30,000 and the pattern pitch is 0.03L0. 
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Figure 6. Boiling curves with superheat and heat flux graph according to the pattern ratio in 0.03L0 pattern pitch. 
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Figure 7. Normalized heat transfer coefficient vs. time step graph. 
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Figure 8. Boiling curves on a heat flux vs. superheat graph according to the pattern pitch 9.00 pattern ratio. 
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Figure 9. Average normalized heat transfer coefficient according to the pattern pitch in 9.00 pattern ratio. 
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Figure 10. Bubble nucleation and surface temperature according to pattern pitch; Time step = 30,000; 9.00 pattern ratio. 
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Table 1. Patterned wettability cases.
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Case Name

	
Pattern Pitch (Lpho + Lphi)

	
Pattern Ratio (Lpho/Lphi)






	
Case 0.01–9.00

	
0.01L0

	
     0.009    L 0    : 0.001    L 0     (  9.00  )    




	
Case 0.01–2.33

	
     0.007    L 0    : 0.003    L 0     (  2.33  )    




	
Case 0.01–1.00

	
     0.005    L 0    : 0.005    L 0     (  1.00  )    




	
Case 0.01–0.43

	
     0.003    L 0    : 0.007    L 0     (  0.43  )    




	
Case 0.01–0.11

	
     0.001    L 0    : 0.009    L 0     (  0.11  )    




	
Case 0.02–9.00

	
0.02L0

	
     0.018    L 0    : 0.002    L 0     (  9.00  )    




	
Case 0.02–2.33

	
     0.014    L 0    : 0.006    L 0     (  2.33  )    




	
Case 0.02–1.00

	
     0.010    L 0    : 0.010    L 0     (  1.00  )    




	
Case 0.02–0.43

	
     0.006    L 0    : 0.014    L 0     (  0.43  )    




	
Case 0.02–0.11

	
     0.002    L 0    : 0.018    L 0     (  0.11  )    




	
Case 0.03–9.00

	
0.03L0

	
     0.027    L 0    : 0.003    L 0     (  9.00  )    




	
Case 0.03–2.33

	
     0.021    L 0    : 0.009    L 0     (  2.33  )    




	
Case 0.03–1.00

	
     0.015    L 0    : 0.015    L 0     (  1.00  )    




	
Case 0.03–0.43

	
     0.009    L 0    : 0.021    L 0     (  0.43  )    




	
Case 0.03–0.11

	
     0.003    L 0    : 0.027    L 0     (  0.11  )    




	
Case 0.04–9.00

	
0.04L0

	
     0.036    L 0    : 0.004    L 0     (  9.00  )    




	
Case 0.04–2.33

	
     0.028    L 0    : 0.012    L 0     (  2.33  )    




	
Case 0.04–1.00

	
     0.020    L 0    : 0.020    L 0     (  1.00  )    




	
Case 0.04–0.43

	
     0.012    L 0    : 0.028    L 0     (  0.43  )    




	
Case 0.04–0.11

	
     0.004    L 0    : 0.036    L 0     (  0.11  )    




	
Case 0.05–9.00

	
0.05L0

	
     0.045    L 0    : 0.005    L 0     (  9.00  )    




	
Case 0.05–2.33

	
     0.035    L 0    : 0.015    L 0     (  2.33  )    




	
Case 0.05–1.00

	
     0.025    L 0    : 0.025    L 0     (  1.00  )    




	
Case 0.05–0.43

	
     0.015    L 0    : 0.035    L 0     (  0.43  )    




	
Case 0.05–0.11

	
     0.005    L 0    : 0.045    L 0     (  0.11  )    




	
Case 0.07–9.00

	
0.07L0

	
     0.063    L 0    : 0.007    L 0     (  9.00  )    




	
Case 0.07–2.33

	
     0.049    L 0    : 0.021    L 0     (  2.33  )    




	
Case 0.07–1.00

	
     0.035    L 0    : 0.035    L 0     (  1.00  )    




	
Case 0.07–0.43

	
     0.021    L 0    : 0.049    L 0     (  0.43  )    




	
Case 0.07–0.11

	
     0.007    L 0    : 0.063    L 0     (  0.11  )    




	
Case 0.1–9.00

	
0.1L0

	
     0.09    L 0    : 0.01    L 0     (  9.00  )    




	
Case 0.1–2.33

	
     0.07    L 0    : 0.03    L 0     (  2.33  )    




	
Case 0.1–1.00

	
     0.05    L 0    : 0.05    L 0     (  1.00  )    




	
Case 0.1–0.43

	
     0.03    L 0    : 0.07    L 0     (  0.43  )    




	
Case 0.1–0.11

	
     0.01    L 0    : 0.09    L 0     (  0.11  )    








Note: Case name—The capillary length ratio of the pattern pitch and the pattern ratio in the pattern pitch.
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Table 2. Physical properties of the conducted simulations.






Table 2. Physical properties of the conducted simulations.





	Properties
	Values





	Thermal diffusivity of solid
	4.05 × 10−6 m2/s



	Thermal diffusivity of liquid
	1.47 × 10−7 m2/s



	Thermal diffusivity of vapor
	2.05 × 10−5 m2/s



	Kinetic viscosity of liquid
	8.58 × 10−7 m2/s



	Kinetic viscosity of vapor
	2.02 × 10−5 m2/s



	Surface tension
	5.9 × 10−5 m2/s



	Density ratio: liquid/vapor
	1300











© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






media/file8.jpg
Cuse 003100
The biggest bubble diameta = 002525 L “The bigges bubble dimeter = 002395 L.
Normlized hast ransfr coffient= 1832987 Normlzed het transfr coofficent= 1632987

“The biggest bbbl diameter = 001351 L
Nomaized het ransfe coeficents 1435759






media/file13.png
Normalized HTC

20

I Highest HTC observation

in Case 0.03-9.00

Maintain bubble
nucleation cycle

—&— Case 0.03-9.00
—X— Case 0.03-2.33
—&— Case 0.03-1.00
—+— Case 0.03-0.43

® Case 0.03-0.11

{ @ @ +‘f+++ X -
15-y -
Low HTC and unclear

bubble nucleation cycle
in Case 0.03-0.11

20000

I
40000

|
60000
Time step

| - |
80000 100000





media/file12.jpg
Normalized HTC

ighest HTC observation
in Case 0.03-9.00

Case 0.03-9.00
Case 0.03-2.33
Case 0.03-1.00
Case 0.03-0.43
Case 0.03-0.11

et bxm

20000

{
"

L2Y

i
gy

Low HIC and undear o
bubble nucleation cycle |
in Case 003.0.11
T T T )
40000 60000 80000 100000

Time step





media/file18.jpg
\\\r






media/file9.png
Case 0.03-1.00 ~ -
The biggest bubble diameter = 0.02395 L
Normalized heat transfer coefficient= 18.32987

e,

Case 0.03-2.33 Case 0.03-0.43

The biggest bubble diameter = 0.02410 L S The biggest bubble diameter = 0.01351 L
Normalized heat transfer coefficient= 17.1393 " Normalized heat transfer coefficient= 14.95759






media/file14.jpg
Normalized Heat Flux

0424

0.40 4
038 L]
"
036 4 X -
i ] Higest HTC A
032 -
030 °
-

0284 X

= Case 0.01-9.00
o] = % Case 0.03-9.00
024 A Case 0.05-9.00
o a + Case 0.07-9.00

x © Case 0.1-9.00
020 4
06\5 00‘17 OU“S 00“9 0‘;20 00,21 0622 0623 0.0‘24 Dd

T





media/file5.png
0.3

2.5

1.5

0.1408g49

Dd
0.5

5
0.05

(07) 193werp ainjedap 9iqqng

Gravitational acceleration





media/file15.png
Normalized Heat Flux

Ol2es 0 ewee

0.40 - / ™
. ( 'l,s( ;
0.38 S AP
4 P Na—m—m—- o +-A
0.36 - X o
o | Higest HTC A
032 - x‘.
0.30 N
. a
0.28 X
026 _ m Case 0.01-9.00
] g % Case 0.03-9.00
04 A Case 0.05-9.00
022 - ~ + Case 0.07-9.00
1 = ® Case 0.1-9.00 |
0.20 - A

T 1T 1T 7" 7" 1T 1T 71T 1
0.016 0.017 0.018 0.019 0.020 0.021 0.022 0.023 0.024 0.025
™





media/file19.png
Zz Zz z

Case 0.01-9.00 Case 0.03-9.00 Case 0.05-9.00
Y Y Y
X X X

Avg surface temp = 115.34 Avg surface temp = 113.68 Avg surface temp = 113.73





media/file2.jpg
T

z
[y
i

. Conmt P
e I

k)
L

(©





nav.xhtml


  coatings-08-00288


  
    		
      coatings-08-00288
    


  




  





media/file11.png
Normalized Heat Flux

0.40 -
0.38 -
0.36 -
0.34
0.32 -
0.30
0.28 -
0.26 I
0.24 /
0.22 -

0.20 -

Higest HTC

- -
T — — ——

-— -

® )
.7
.-’; e
Xg +@®
At®
A!*)‘

® + p X B

Case 0.03-9.00
Case 0.03-2.33
Case 0.03-1.00
Case 0.03-0.43
Case 0.03-0.11

1 T J5r-~~Jr-Jrr~-rnrn0-1-r.
0.016 0.017 0.018 0.019 0.020 0.021 0.022 0.023 0.024 0.025

T*





media/file6.jpg
0 il

24 Convection regime
14
Lo Pamt

- B Experineast dan ofjoctal Co18)

0] == 2 D Masck twa ofomme gy
’

T T T T T

0.00 0.01 0.02 0.03 0.04 0.05

T

0.06





media/file1.png
Distribution function

: , 1 :
fi(X+eid,t +3,) —fi(X,t) = — ?[f,-(x.t) — fi(x, )] + Afi(x,0),

: : 1 :
gi(X+e;d .t + &) — gi(X. t) —r—[g,-(x. t) — g (X, b)] + 0e;p.
T

Temperature p=> fi. pu Zeif,-- T Zg,-.

y L ’
Density Velocity
I |

\ 4

Equilibrium distribution
function

v

Collision

v

Streaming

v

New distribution function

i

Boundary and outflow
condition

f = wip[1 +3e;-u+4.5(e; -u)’ — 1.5u?,

857 = T[1 +3€; - Uy +4.5(€ - Uppq)® — 1.502

rc'al.‘ :

. pPRT ap’¢o(T)
1—-bp 1+2bp-b*p






media/file10.jpg
0.40 -
0.38 -
0.36
0.34
032
0.30
028

0.26 -

Normalized Heat Flux

024 ]
0224

020

Higest HTC

e+ pxm

Case 0.03-9.00
Case 0.03-2.33
Case 0.03-1.00
Case 0.03-0.43
Case 0.03-0.11

017 0018 0019 0020 0021 0022 0023 0024 0.025





media/file7.png
Nucleate boiling regime 0w

Convection regime ot

ﬂ
w0 B Experimental data of Jo et al. (2014)
mTE p
R / O Numerical data of current study

. T : T T
0.01 0.02 0.03 0.04 0.05

0.06





media/file16.jpg
Average NHTC

1624

161 4

1604

1594

1584

1574

156 -

1554

154 -

1

Highest avg NHTC observation|
in Case 0.03-9.00

Pattern ratio = 9

‘As the pitch increases,
avg NHTC decreases

0.00

T
0.02 0.04 0.06
Pattern pitch

008 010





media/file3.png
QOutlet e

s (b)

4
ﬁ ﬁ ﬁ ﬁ A I | i
I

I A Water

I Departed

L bubble

! Symmetric | 4 = ... Constant
TLLLLLILD Y _ boundary = temperature
. | . |
: | = : |

y : G :
Symmetric : ] = : Constant R
boundary : I : temperature | Vapor
. . v bubble Surface
e : 220000 | :
E - E Constant > -
: I : heat flux Q, y
: | G : .
. - .
: * 7 H Ly L
- :
Lpho llllllll.l‘l ! Hydmphobic p:w
L | N SITTYTTTTTTTTTTTTTTY o
p'li fssssssnnnn H-‘drophlllc " ; “

. y Hydrophobic
: : Pattern

L pitch
Inlet o

Wall

Yy | e Hydrophilic

A

[
~
=
-’
O~
~
~
)
~





media/file17.png
| m  Pattern ratio=9 |

16.2 S
|
16.1 < T
] Highest avg NHTC observation
in Case 0.03-9.00 As the pitch increases,
16.0 + SRR _ avg NHTC decreases
i { I N
\ . el
O 15.9 o \\ \\‘\\/

Z 158 Al
Q r'rf i \\\\ \\\\
e i J l“ \\\ \\
g 15.7 .
< | f'f ’f \\\-“*~_ = \,"

156 -1 rf’ / [ e

1554 |

Il i / As pitch decreases below
'm/ 0.03 Lo, avg NHTC decreases
15.4 4 e
" | ¥ | J | X | y |
0.00 0.02 0.04 0.06 0.08 0.10

Pattern pitch





media/file4.jpg
Bubble departure diameter (Lo)

03

025

02

o1s

ol

005

Dy = 0.1408g 4%

05 1 15 2
Gravitational acceleration

25





media/file0.jpg
Jixreit a0 =10 < =N -
Distribution function :
X+ e &) - gX0) i8i(%.0) - g7°0x.0)]
| S———
Densty Veloaty | [Temperats | #- 5V 9= St 7-
| ———
Equilibrium distribution | /7~ it < wedsie w150
function £ O+ 30t 4500~ 1502
)
Collision
T
Streaming
)
New distribution function
T
Boundary and outflow e
condition BT Bp-bp

im0





