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Abstract: We present some details of our recently-proposed Time-Dependent Density-Functional Theory (TDDFT) for strongly-correlated materials in which the exchange-correlation (XC) kernel is derived from the charge susceptibility obtained using Dynamical Mean-Field Theory (the TDDFT + DMFT approach). We proceed with deriving the expression for the XC kernel for the one-band Hubbard model by solving DMFT equations via two approaches, the Hirsch–Fye Quantum Monte Carlo (HF-QMC) and an approximate low-cost perturbation theory approach, and demonstrate that the latter gives results that are comparable to the exact HF-QMC solution. Furthermore, through a variety of applications, we propose a simple analytical formula for the XC kernel. Additionally, we use the exact and approximate kernels to examine the nonhomogeneous ultrafast response of two systems: a one-band Hubbard model and a Mott insulator YTiO$_3$. We show that the frequency dependence of the kernel, i.e., memory effects, is important for dynamics at the femtosecond timescale. We also conclude that strong correlations lead to the presence of beats in the time-dependent electric conductivity in YTiO$_3$, a feature that could be tested experimentally and that could help validate the few approximations used in our formulation. We conclude by proposing an algorithm for the generalization of the theory to non-linear response.
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1. Introduction

Materials with strong electron-electron correlations form an important class of condensed matter systems with unusual physical properties and numerous technological applications (see, for example, [1]), which are expected to significantly increase with advances in nanotechnologies [2–6]. The non-equilibrium properties of these strongly-correlated materials are particularly interesting for several reasons: (1) they allow better understanding of the excitation spectrum, orbital occupancies, lattice potential profile and other “inherent” properties of the unperturbed system; (2) systems may be driven into new phases that cannot be achieved when in equilibrium [7]; (3) potential applications in “bulk” and nano-technologies, such as switches [8], microelectromechanical system (MEMS) devices [9], biosensors [10] and ultrafast lithium storage batteries [11].

An accurate theoretical description of experimental results, as well as the prediction of the desired properties of Strongly-Correlated Materials (SCMs) out of equilibrium is a very complex task. The power of many-body approaches is remarkably limited in this case, since one needs to deal with multi-orbital systems with no translational and temporal invariance. As a result, the corresponding simulations, which involve very large (especially for nanoscale systems) Green’s function matrices with multiple arguments (atom coordinate, electron orbital and spin indices and complex time variable), are extremely slow. As an alternative, the ab initio Time-Dependent Density-Functional Theory (TDDFT) approach [12], because of its technical simplicity, seems to be a better candidate for the
purposes mentioned above. However, to make TDDFT applicable to SCMs, one needs to construct an appropriate exchange-correlation (XC) potential, since the available ones are not very successful in describing these systems, even in the static (DFT) case.

The most straightforward way to construct such a potential is to use a many-body theory approach in which some of the strongly-correlated problems can be solved either exactly or by using an accurate and physically-transparent approximation. In this case, the XC potential (kernel) is found by taking functional derivative(s) of the obtained XC action with respect to the electron charge density $n(\mathbf{r}, t)$ with the corresponding boundary terms arising from the requirements of causality (in the adiabatic case, one differentiates the XC energy with no boundary terms). Indeed, most of the progress in building the XC potential for SCMs has been made for the exactly-solvable systems (using, e.g., the Bethe ansatz approach [13]) or systems that can be solved with a high numerical accuracy: small clusters [14–21], including one- and a few-impurity junctions [22–25], and one-dimensional systems [15,21,26–28] (for an over-review of the relationship between static DFT and the two-site Hubbard model, see [29,30]). Thus, so far, most of the results have been obtained for “small” systems: small clusters and chains. Nevertheless, these results already give an idea about the structure of the XC potential and XC kernel needed for SCMs and the possible physical phenomena that may be described within TDDFT. In order to “converge” to a universal potential (kernel) valid in all dimensions, further analytical and/or numerical studies, especially of two-dimensional systems, surface and bulk materials, are required. The power of the analytical methods for “large” (extended) strongly-correlated systems is mainly constrained to some limiting cases, such as systems with low particle densities for which it is possible to obtain an accurate result for the exchange-correlation energy [31,32].

Probably, the most powerful, modern, numerical, many-body approach to study extended SCMs is Dynamical Mean-Field Theory (DMFT) [33,34]. In particular, combined with DFT (DFT + DMFT) [35,36], it was successfully applied to analyze the equilibrium properties of bulk systems and films [37,38] and recently even nanostructures (see, e.g., [39,40]). The success of DMFT is based on an “impurity approximation”, i.e., neglecting the non-local correction to the electron self-energy, which is an accurate approximation for systems with a large atomic coordination number (or in high dimensions). This approximation enables one to solve strongly-correlated problems with reasonable computational resources. Recently, the approach was also generalized to examine systems in non-equilibrium [41–43], though the application has so far been restricted to systems with computational super-cells that contain less than ten non-equivalent atoms. On the other hand, one can use the equilibrium DMFT solution to construct the XC potential, which could be used to examine the non-equilibrium response of SCMs within TDDFT. In this regard, Karlsson et al. applied DMFT to obtain the adiabatic XC potential for the three-dimensional one-band Hubbard model [44]. To test the theory, the authors used the exact numerical solution for a $5 \times 5 \times 5$ cubic cluster with a finite local Coulomb repulsion on the central atom. In this important work, the authors showed that their adiabatic TDDFT + DMFT can successfully describe the response of the system when correlations are not very strong and/or the electron density is not very close to half-filling. Since memory effects (non-adiabaticity or frequency dependence of the XC potential) were neglected in their approach, one expects that inclusion of these effects into the theory will make it more robust.

The importance of non-adiabatic effects has already been demonstrated for some strongly correlated systems of different sizes and geometries. For example, in the case of the Hubbard dimer, we have recently demonstrated [17] that the non-adiabaticity of the XC kernel is essential for obtaining an electronic spectrum with the characteristic satellite peaks resulting from dynamical (time-resolved) local interactions between electrons. Furthermore, Fuks and Maitra [18,19] showed that the adiabatic approximation leads to the wrong results for the charge-transfer dynamics for the Hubbard dimer. In the case of the Hubbard chain, it was indicated that non-adiabatic effects are important at some values of doping [28]. Recently, we have proposed a non-adiabatic TDDFT + DMFT approach [45], which allows one to take into account non-adiabatic effects in practically all types of systems, from clusters to bulk materials. In this approach, the XC kernel is obtained from the charge
susceptibility for an effective (many-body theory) Hubbard model solved using DMFT. We have also applied this TDDFT + DMFT method to the bulk Hubbard model and demonstrated that non-adiabatic effects significantly modify the adiabatic results for the excitation spectrum and the non-equilibrium charge response of the system. To test the accuracy of the results, we compared the TDDFT + DMFT solutions with those from non-equilibrium DMFT calculations to find better agreement when non-adiabatic effects are included in the former.

In this work, we review some details of the non-adiabatic TDDFT + DMFT approach [45], including the algorithm, to obtain the non-adiabatic XC kernel. We derive numerical results for the XC kernel for the 3D one-band Hubbard model by using two routes to solve the DMFT equations, a numerically-exact Hirsch–Fye Quantum Monte Carlo (HF-QMC) and an approximate, computationally-efficient Iterative Perturbation Theory (IPT) approach, and show that the latter is a reasonable approximation for getting preliminary, semi-quantitative or even quantitative results, as well as insight into the properties of the system. We also propose an analytical fitting formula for the frequency dependence of the XC kernel for the 3D one-band Hubbard model. Next, we compare some results obtained with the XC kernel, solved using the HF-QMC and IPT approaches for two prototypical systems, focusing on the role of non-adiabatic effects in the response of the systems (excited charge density and conductivity). Finally, we formulate the main steps for further extension of the proposed methodology for the general non-linear response.

2. The TDDFT + DMFT Formalism

2.1. The Linear Response TDDFT

In TDDFT, the effective electronic wave function $\Psi_{\mathbf{k}}(\mathbf{r}, t)$ is propagated in time by solving the Kohn–Sham (KS) equation [12]:

$$\left(-\frac{\nabla^2}{2m} + V_{\text{ion}}(\mathbf{r}) + V_H[n](\mathbf{r}, t) + V_{\text{XC}}[n](\mathbf{r}, t) + V_{\text{ext}}(\mathbf{r}, t)\right)\Psi_{\mathbf{k}}(\mathbf{r}, t) = i\frac{\partial \Psi_{\mathbf{k}}(\mathbf{r}, t)}{\partial t}$$  \hspace{1cm} (1)

In this equation, the first term in the brackets is the kinetic energy operator; $V_{\text{ion}}(\mathbf{r})$ is the ion potential; $V_H[n](\mathbf{r}, t)$ is the Hartree potential; and $V_{\text{ext}}(\mathbf{r}, t)$ is the external potential that describes, for example, laser pulse fields. The remaining and the most nontrivial term $V_{\text{XC}}[n](\mathbf{r}, t)$ is the XC potential that takes into account the effects of electron-electron interaction, including memory effects (non-adiabaticity). Since $V_H[n](\mathbf{r}, t)$ and $V_{\text{XC}}[n](\mathbf{r}, t)$ are functionals of the electron charge density, Equation (1) has to be solved self-consistently with the particle number equation:

$$n(\mathbf{r}, t) = \sum_{|\mathbf{k}| \leq k_F} |\Psi_{\mathbf{k}}(\mathbf{r}, t)|^2$$  \hspace{1cm} (2)

where the summation is performed over the states that are occupied in the ground state ($k_F$ is the Fermi momentum).

Strictly speaking, to find the expression for the time-dependent $V_{\text{XC}}[n](\mathbf{r}, t)$ by using the many-body technique, one has to minimize the XC action functional in both charge density and the electron self-energy with the corresponding boundary (causality) terms (for details, see, e.g., [46] for the case of TDDFT and [37] for the static case). Such challenging steps may be avoided by resorting to the linear-response regime, for which we can write:

$$V_{\text{XC}}[n](\mathbf{r}, t) \approx V_{\text{XC}}[n](\mathbf{r}, t = 0) + \int d\mathbf{r}' d\mathbf{r} f_{\text{XC}}(\mathbf{r}, t; \mathbf{r}', t') \delta n(\mathbf{r}', t'),$$  \hspace{1cm} (3)
where:

$$f_{\text{XC}}(\mathbf{r}, \mathbf{r}'; \omega) = \chi(\mathbf{r}, \mathbf{r}'', \omega) = \chi^{-1}(\mathbf{r}, \mathbf{r}'', \omega) - \frac{1}{|\mathbf{r} - \mathbf{r}'|}$$

is the XC kernel. The first term in Equation (3), $V_{\text{XC}}[n](\mathbf{r}, t = 0)$, is the static part of the potential, which can be calculated with methods such as DFT + DMFT and be included in the electronic spectrum of the system. The focus here is on the dynamical part of the potential (the last term in Equation (3)); to obtain which, we provide some details below.

The XC kernel can be obtained from the many-body approach by using the following relationship (in the frequency domain):

$$f_{\text{XC}}(\mathbf{r}, \mathbf{r}'; \omega) = \chi^{-1}(\mathbf{r}, \mathbf{r}', \omega) - \frac{1}{|\mathbf{r} - \mathbf{r}'|}$$

where:

$$\chi(\mathbf{r}, t; \mathbf{r}', t') = - \langle \hat{T} \mathbf{n}(\mathbf{r}, t) \mathbf{n}(\mathbf{r}', t') \rangle$$

is the charge susceptibility of the interacting system ($\hat{T}$ is the time-ordering operator applied to the charge density operators) and $\chi_0(\mathbf{r}, t; \mathbf{r}', t')$ is that for the non-interacting Kohn–Sham electrons [46]. The frequency-dependent susceptibilities in Equation (5) can be obtained from the Fourier transform of the function in Equation (6):

$$\chi(\mathbf{r}, \mathbf{r}', \omega) = \int dt e^{i\omega t} \chi(\mathbf{r}, t; \mathbf{r}', 0)$$

(because of time translation invariance, the susceptibility depends on the difference of its time arguments $\chi = \chi(\mathbf{r}, t - t'; \mathbf{r}', 0)$).

To find the charge susceptibility Equation (6), which in the general, multi-orbital case is a sum of the corresponding orbital spin susceptibilities,

$$\chi(\mathbf{r}, t; \mathbf{r}', t') = \sum_{l,m,\sigma,\sigma'} X_{l,m,\sigma,\sigma'}^{1,0}(\mathbf{r}, t; \mathbf{r}', t') = - \sum_{l,m,\sigma,\sigma'} \langle \hat{T} n_{l,m,\sigma} \rangle$$

(1, l’ and $\sigma, \sigma'$ are the orbital and the spin indices), we use the many-body DMFT approach as described in the next subsection.

2.2. Dynamical Mean-Field Theory and the XC Kernel

2.2.1. Single-Electron Green’s Functions

In DMFT, the electronic system is often approximated by the following Hubbard Hamiltonian:

$$H = - \sum_{ijlm,\sigma,\sigma'} U_{ij,\sigma,\sigma'}^{lm} c_{ij,\sigma}^\dagger c_{ij,\sigma'} + \mu \sum_{ij,\sigma} c_{ij,\sigma}^\dagger c_{ij,\sigma} + \sum_{ijlm,\sigma,\sigma'} U_{ij,\sigma,\sigma'}^{lm} n_{ij,\sigma} n_{ij,\sigma'}$$

where $c, c^\dagger$ are the electron annihilation and creation operators, $t$ are the (inter- and intra-site) hopping parameters and $U_{ij,\sigma,\sigma'}^{lm}$ are the on-site Coulomb interaction energy parameters ($i,j$ are the site, $l,m$ the orbital and $\sigma, \sigma'$ the spin indices). Finally, $\mu$ is the chemical potential, which fixes the charge density in the system. Most of the single-particle properties can be obtained from the single-particle spin-orbital Green’s function:

$$G_{ij,\sigma,\sigma'}^{lm}(t; t') = - \langle \hat{T} c_{ij,\sigma}^\dagger(t) c_{ij,\sigma'}^\dagger(t') \rangle$$

In general, the solution for this Green’s function in the frequency-momentum representation, which can be written as:

$$G_{\mathbf{ab}}(\mathbf{\omega}, \mathbf{k}) = [\mathbf{\omega} - \hat{\epsilon}_k - \hat{\Sigma}(\mathbf{\omega}, \mathbf{k})]^{-1}_{\mathbf{ab}}$$

where $a$ and $b$ now represent combined orbital and spin indices and $\hat{\epsilon}_k$ and $\hat{\Sigma}(\mathbf{\omega}, \mathbf{k})$ are the DFT spectrum and the self-energy matrices with respect to these indices (diagonal and non-diagonal
matrices, correspondingly). In the DMFT approximation, one neglects the momentum dependence of the self-energy, \( \Sigma_{ab} = \sum_{\omega} (\omega - E_k) \), i.e., one takes into account the time-resolved fluctuations and neglects the spatial ones. The problem then reduces to that for a single-site with the local-in-space Green’s function:

\[
G_{ab}(\omega) = \sum_k (\omega - E_k - \Sigma(\omega))^{-1},
\]

(11)

where both the electron local Green’s function and self-energy are the same for the original (extended) and the single-site systems. In the single-site model, the on-site electrons interact with the bath of other electrons described by the field \( G_{ab}(\omega) \), called the dynamical mean-field, which is related to the local Green’s function by means of the Dyson equation:

\[
\hat{G}^{-1}(\omega) = \hat{G}^{-1}(\omega) - \hat{\Sigma}^{-1}(\omega)
\]

(12)

Finally, to close the system of equations for three unknown matrix functions \( G_{ab}(\omega) \), \( \Sigma_{ab}(\omega) \) and \( G_{\text{ab}}(\omega) \), one adds the so-called “impurity equation”, the path integral expression for the single-site Green’s function:

\[
G_{ab}(\tau_1 - \tau_2) = \frac{1}{\beta} \int D[\psi]D[\psi^*]\psi_a(\tau_1)\psi_b^*(\tau_2)\exp[- \int_0^\beta d\tau_3 \int_0^\beta d\tau_4 \psi_c^*(\tau_3)G^{-1}_{cd}(\tau_3 - \tau_4)\psi_d(\tau_4) + \int_0^\beta d\tau_5 U_{cd}\psi_c^*(\tau_5)\psi_d(\tau_5)]
\]

(13)

where \( \psi \) and \( \psi^* \) are Grassmann variables, \( \beta = 1/T \) is the inverse temperature, and we assume summation over the repeating indices \( c \) and \( d \). The function in the denominator:

\[
Z = \int D[\psi]D[\psi^*] \exp[- \int_0^\beta d\tau_3 \int_0^\beta d\tau_4 \psi_c^*(\tau_3)G^{-1}_{cd}(\tau_3 - \tau_4)\psi_d(\tau_4) + \int_0^\beta d\tau_5 U_{cd}\psi_c^*(\tau_5)\psi_d(\tau_5)]
\]

(14)

is the partition function. Equations (12)-(14) are written in imaginary time (Matsubara) representation, which is most convenient to perform the path integration. Once the imaginary-time Green’s function is found, one can find its real frequency dependence in the following way. First, the corresponding imaginary (Matsubara) frequency Green’s function \( G_{ab}(\omega_n) = \int_0^\beta d\tau e^{i\omega_n\tau}G_{ab}(\tau) \) is calculated \( (\omega_n = \pi T(2n + 1) \) are the discrete Matsubara frequencies with integer \( n \), and then, the analytical continuation of the Green’s function to the real frequency branch, \( i\omega_n \rightarrow \omega + i\delta \), is carried out.

In summary, the DMFT part of the methodology involves solving the set of Equations (11)-(13). The only nontrivial equation in this set is the impurity equation, Equation (13). In this work, we solve it in two different ways: by using a non-expensive Iterative Perturbation Theory (IPT) approximation (Appendix A) and by performing exact numerical path integration with the HF-QMC algorithm (Appendix B).

### 2.2.2. Two-Electron Green’s Functions

To calculate the XC kernel by using Equations (5)-(7), one needs to go beyond the single-electron picture, namely one needs the two-particle correlation functions \( \chi^{\text{bed}}_{ijkl}(\tau, t; \tau', t') = -\langle n_{ij}(\tau, t)n_{kl}(\tau', t') \rangle \). In general, these functions can be obtained by using the Bethe–Salpeter equation (BSE) formalism [46], starting from generalized susceptibilities:

\[
\chi^{\text{bed}}_{ijkl}(\tau, t; \tau', t') = -\langle \hat{T}_c^{\alpha+}(\tau, t)\hat{c}_j^{\beta+}(\tau')\hat{c}_k^{\delta+}(\tau')\hat{c}_l^{\gamma+}(0) \rangle + \langle \hat{T}_c^{\alpha+}(\tau, t)\hat{c}_j^{\beta+}(\tau) \rangle \langle \hat{T}_c^{\delta+}(\tau')\hat{c}_k^{\gamma+}(0) \rangle
\]

(15)

where, as usual, \( a, b, c, d \) are the spin-orbital indices and \( i, j, k, l \) and \( \tau, \tau', \tau_k \) are the corresponding electron site and time coordinates (we make one of the time arguments equal to zero due to time
translation invariance). More precisely, we need the frequency transform of the susceptibilities Equation (15):

\[ \chi^{abcd}_{ijkl}(\omega_m, \omega_j, \omega_n) = T^2 \int_{0}^{\beta} d\tau_j \int_{0}^{\beta} d\tau_l \int_{0}^{\beta} d\tau_k e^{-\tau_l \omega_m} e^{i \tau_j (\omega_m + \omega_n)} e^{-i \tau_k (\omega_l + \omega_n)} \chi^{abcd}_{ijkl}(\tau_i, \tau_j, \tau_k). \] (16)

In the single-site (impurity) approximation used in DMFT, one approximates the susceptibilities Equation (16) by local functions \( \chi^{abcd}_{mlll}(\omega_m, \omega_j, \omega_n) \equiv \chi^{abcd}(\omega_m, \omega_j, \omega_n) \) connected to the local vertex function \( \Gamma(\omega_m, \omega_j, \omega_n) \) by means of the following equation:

\[ \chi^{abcd}(\omega_m, \omega_j, \omega_n) = \frac{\delta_{ml}}{T} \chi^{abcd0}(\omega_m, \omega_n) - \chi^{abcd0}(\omega_m, \omega_n) \Gamma(\omega_m, \omega_j, \omega_n) \chi^{abcd0}(\omega_j, \omega_n), \] (17)

where \( \chi^0 \) are the corresponding free-electron generalized susceptibilities. To make the notations shorter, we omit the spin-orbital indices. The vertex function \( \Gamma(\omega_m, \omega_j, \omega_n) \) that enters the last equation is the key function in the proposed formalism, since one can use it to calculate the required susceptibilities in Equations (6) and (7) as:

\[ \chi(\omega_n, \overrightarrow{q}) = 2T \sum_m \chi^0(\omega_m, \omega_n; \overrightarrow{q}) - 2T^2 \sum_{m,l} \chi^0(\omega_m, \omega_n; \overrightarrow{q}) \Gamma(\omega_m, \omega_j, \omega_n) \chi^0(\omega_j, \omega_n; \overrightarrow{q}), \] (18)

where:

\[ \chi^0(\omega_m, \omega_n; \overrightarrow{q}) = \frac{1}{N} \sum_k G(\omega_m + \omega_n, \overrightarrow{k} + \overrightarrow{q}) G(\omega_m, \overrightarrow{k}) \] (19)

and the Green’s functions \( G(\omega_n, \overrightarrow{k}) \) are defined in Equation (10).

In the framework of DMFT, to calculate \( \Gamma(\omega_m, \omega_j, \omega_n) \), usually, the Dynamical Vertex Approximation (DVA) \([47]\) is employed. Namely, in the DVA scheme, one first calculates the local generalized susceptibility (left-hand side of Equation (17)) by using the single-site (impurity) approximation:

\[
\chi^{abcd}_{mlll}(\tau_i, \tau_j, \tau_n, 0) = \frac{1}{2} \int D[\psi] D[\psi^*] \psi_a(\tau_i) \psi_b(\tau_j) \psi^*_c(\tau_n) \psi^*_d(0) \exp \left[ - \int_0^\beta d\tau_3 \int_0^\beta d\tau_4 \psi^*_c(\tau_3) G^{-1}_{qf}(\tau_3 - \tau_4) \psi_f(\tau_4) \right] 
\]

(20)

(\text{here, simple single-particle correlation functions from Equation (15) are omitted for brevity.})

Then, after Fourier transformation of the resulting function (Equation (16)) and its substitution into Equation (17), one gets the DVA vertex function and, finally, the susceptibility and the XC kernel from Equations (18) and (5). In DVA, the vertex is momentum independent and depends only on frequencies, \( \Gamma(\omega_m, \omega_j, \omega_n; \overrightarrow{q}) = \Gamma(\omega_m, \omega_j, \omega_n) \), which justifies the name for the approximation.

Another approach, which is more transparent and numerically efficient as compared to the one described above, is to calculate the vertex function by using a truncated perturbation theory with respect to \( U \). For this, it is convenient to use the Bethe–Salpeter equation (BSE), which connects the vertex function in Equations (17) and (18) with the so-called irreducible vertex function \( \Gamma^{irr}(\omega_m, \omega_j, \omega_n; \overrightarrow{q}) \):

\[ \Gamma(\omega_m, \omega_j, \omega_n; \overrightarrow{q}) = \Gamma^{irr}(\omega_m, \omega_j, \omega_n; \overrightarrow{q}) - T \sum_f \Gamma^{irr}(\omega_m, \omega_j, \omega_n; \overrightarrow{q}) \chi^0(\omega_f, \omega_n; \overrightarrow{q}) \Gamma(\omega_f, \omega_j, \omega_n; \overrightarrow{q}). \] (21)

In this case, the problem is shifted to finding the irreducible vertex function. In the lowest order approximation, one uses \( \Gamma^{irr}(\omega_m, \omega_j, \omega_n; \overrightarrow{q}) = \delta_{ml} U \) (see, e.g., \([48]\)), which gives the RPA
susceptibility \( \chi^{\text{RPA}}(\omega, q) = \chi^0 / (1 - U\chi^0) \) [46]. This function together with Equation (5) gives the following XC kernel:

\[
f_{\text{XC}}(q, \omega) = \tilde{\chi}^{-1}_0(q, \omega) - \chi^{-1}_0(q, \omega) + U - \frac{1}{q^2},
\]

where \( \tilde{\chi}_0(q, \omega) \) is the non-interacting (DFT) susceptibility and \( \chi_0 \) is the one-loop susceptibility equal to the susceptibility \( \chi(\omega_n, q) \) defined in Equation (18) and calculated at \( \Gamma(\omega_m, \omega_l, \omega_n) = 0 \). Higher-order \( U \) corrections to the XC kernel can be systematically included through the corresponding corrections to the solution of Equations (21).

Below, we use the kernel Equation (22) to demonstrate the ability of TDDFT to grasp the main characteristic properties of SCMs caused by time-resolved, electron-electron interactions.

3. The DMFT XC Kernel for the One-Band Hubbard Model

We apply the above formalism to the prototypical case of the one-band bulk Hubbard model Equation (8) with a Gaussian free electron Density Of States (DOS): \( \rho(\epsilon) = \frac{e^{-\epsilon/2t}}{\sqrt{\pi}t^2} \). A system with such a DOS is most relevant to DMFT, since it corresponds to a cubic lattice with infinite coordination number. In this case, the electron self-energy is momentum independent, and the DMFT solution is the exact one [34]. On the other hand, the Gaussian DOS corresponds to a general physical situation of a narrow-band system with the bandwidth of order of several \( t \)’s (where \( t \sim 1 \) eV is the hopping parameter). Below, we analyze the most important case of half-filling, assuming that the system is in the paramagnetic phase.

3.1. Density of States

We begin with calculations of the single-particle DOS, obtained from the local Green’s function:

\[
A(\omega) = -\frac{1}{\pi} \sum_{\sigma} \text{Im}G_{\sigma}(\omega)
\]

at different values of \( U \) and temperature by using the IPT and HF-QMC approaches. The numerical results are presented in Figures 1 and 2.

![Figure 1](image-url). The single particle Density Of States (DOS) as a function of frequency obtained for \( U = 1t, 2t \) and \( 4t \): (a) for \( T = 0.16t \) with both the Hirsch–Fye Quantum Monte Carlo (HF-QMC) and the Iterative Perturbation Theory (IPT) approaches; (b) for \( T = 0.05t \) using IPT only.

In Figure 1, we present the results for the DOS for \( U = 1t, 2t \) and \( 4t \) obtained within these two approaches at temperature \( T = 0.16t \) (this corresponds to the low temperature regime, since the temperature is much smaller than two other energy scales in the system: \( T \ll t, U \)). Only the positive frequency part of the DOS is shown, since at half-filling, \( A(\omega) \) is an even function of frequency. Figure 1 shows that the two approaches give qualitatively and semi-quantitatively the same dependence of the
DOS on U: at small U’s (red curves), it is close to the non-interacting electron Gaussian DOS; at larger U’ (green curves), three quasi-bands (actually, peaks of the redistributed electron spectral function) emerge: two Hubbard quasi-bands, with the peaks separated by a frequency $\omega \sim U$ and the central quasi-particle peak around zero frequency. Finally, at large U’s (blue curves), the system is in a Mott insulator regime with the two Hubbard sub-bands separated by the gap $\sim U$.

![Figure 2](image.png)

Figure 2. The imaginary part of the charge susceptibility as a function of frequency obtained with the HF-QMC and the IPT approaches at U = 1t, 2t and 4t and temperature $T = 0.16t$.

The difference between the exact HF-QMC and approximated IPT DOS increases with U, though the shape of the curves remains the same. It is important that the computationally-inexpensive IPT solution gives results similar to the exact ones, except the case $U = 4t$ (see below). A good performance of IPT can be especially beneficial for complex systems with many non-equivalent atoms and orbitals, for which IPT can be used relatively easily as the first approximation to get an intuitive insight on the general features of the XC kernel and even on the properties of the materials. We will focus on the exact HF-QMC results, presenting the IPT solutions, only to gauge its accuracy at different strengths of correlations. We also used the IPT solution to check the temperature dependence of the results (Figure 1b). It follows from Figure 1a,b that the IPT DOS for $T = 0.16t$ and $T = 0.05t$ are very similar, except for a large U ($U = 4t$). At a lower temperature, the gap opens in the spectrum due to suppression of the central peak, while other parts of the spectrum remain the same. Since in the HF-QMC case, the gap is already open at $U = 4t$, $T = 0.16t$, one does not expect to get any difference in the spectrum at lower temperatures, which are computationally much more demanding, within this approach.

3.2. Charge Susceptibility

As the next step, we obtained the excitation spectrum of the system for parameters used in Figure 1 by calculating the imaginary part of the one-loop susceptibility in the local-in-space approximation:

$$\text{Im} \chi(\omega) = \text{Im} \int d\omega' G(\omega + \omega')G(\omega')$$

(24)

(for the inclusion of the spatial dependence of the kernel in this scheme, see Appendix C). The results are given in Figure 2.

It follows from Figure 2 that the excitation spectrum is in agreement with the DOS of the system. That is, at small U’s (red), the main excitation processes take place around zero frequency (“Fermi level”) states, at which the DOS has the sharp peak. At medium U’s (green), for which the DOS is three-peaked, the excitations mainly take place around the central (“Fermi level”) quasi-particle peak, though now, this peak is much lower compared to the small-U case as a result of reduced zero-frequency DOS. More importantly, such a peak, known to play a very important role in the properties of many SCMs, cannot be obtained with DFT + U and other “non-dynamic” approximations. In addition, there is another pronounced type of the excitations at intermediate U’s, between the left and right Hubbard sub-bands, revealed in the (not very sharp) peak of $-\text{Im} \chi$ at $\omega \sim 2.4t \sim U$. Finally, at large U’s (blue), the excitation spectrum is dominated by the transitions between the Hubbard
sub-bands, separated by the energy ~ U. Again, qualitatively and semi-quantitatively, the HF-QMC and IPT results are rather similar, which is not surprising since they are the consequence of very similar results for the DOS in Figure 1.

Below, we show that the features of the excitation spectrum in Figure 2, including the zero-energy quasi-particle peak, define the structure of $f_{XC}(\omega)$.

3.3. The XC Kernel

We calculate the XC kernel Equation (5) in the local-in-space approximation by using the local susceptibility Equation (22). The static part $U^{-1}$ in Equation (5) is ignored by assuming that it is much smaller than the dynamic term in SCMs (which has much stronger dependence on U).

3.3.1. Numerical Results

In Figure 3, the HF-QMC and the IPT results for $f_{XC}(\omega)$ for the one-band Hubbard model for the values of U used in Figures 1 and 2 are presented.

Figure 3. The real (left column) and imaginary (right column) parts of $f_{XC}(\omega)$ for the one-band Hubbard model at different values of U and temperature $T = 0.16t$ obtained by using the IPT and the HF-QMC approaches.
One can make several conclusions about the qualitative frequency dependence of the XC kernel: (1) the magnitude of the kernel grows with $U$; (2) the real part of XC is a decaying oscillating function of frequency with the oscillation period proportional to $U$; (3) its imaginary part has one peak at a frequency $\omega \sim U$ and also decays at large frequencies; (4) in all cases (surprisingly), both the real and imaginary parts decay with approximately the same decay constant $\sim 10t$. Again, the IPT and the HF-QMC results are in a good qualitative and semi-quantitative agreement with each other.

The physical interpretation of the shape of the XC kernel is as follows: in real-time representation, the kernel is an oscillating function of time with the period of oscillations $\sim U$, which corresponds to scattering between singly- and doubly-occupied “sub-bands” separated in energy by approximately $U$. The decay constant corresponds to the memory (scattering) time of the system, defined by the XC kernel. Indeed, our kernel includes the effects of time-resolved electron-electron interactions successfully captured by DMFT.

Comparison of our results for the XC kernel with another available rare result for the frequency-dependent XC kernel for strongly-correlated systems, namely for a cubic $3 \times 3$ cluster [14], shows that despite significant differences between the system considered in this work and [14], both kernels share several similarities: a peak in the imaginary part of the kernel and an oscillatory (rather irregular in the case of the cluster) feature of the real part of the kernel, with oscillation and decay periods $\sim U$ (though in the case of the cluster, the proportionality coefficients are a couple of times larger than in the extended system). Given these generalities, we were motivated to find an analytical (and at least semi-quantitatively correct) frequency-dependent kernel common for systems of different sizes and geometries. It is also important to mention that in constructing an accurate analytical kernel, one also needs to take into account known constraints that come from many-body theory, such as the generalized translational invariance and the zero-force theorem (see [20] for some discussion in this regard).

### 3.3.2. Analytical Fitting

To accompany the numerical results for the XC kernel in Figure 3 with a simple analytical fitting expression, we begin with the approximate Gross–Kohn XC kernel for the Homogeneous Electron Gas (HEG) [49,50] with the imaginary part $\text{Im}[f_{xc}(\omega)] = \frac{\omega}{|1 + b \omega^2|^{5/2}}$ (the real part can be found by using the Kramers–Kronig relation). This kernel has correct analytically derived low- and high-frequency asymptotes analytically obtained for the HEG (see also [46] for an over-review of the subject). It appears that one can reproduce the numerical curves in Figure 3 reasonably accurately by using the following simple kernel:

$$\text{Im}[f_{xc}(\omega)] = \frac{\omega + \text{Im}[f_{xc}(0)]}{|1 + b \omega^2|^{5/2}} \{ e^{-U \omega/12} + (1 - e^{-U \omega/12}) e^{-U \omega^4/376} \}. \quad (25)$$

obtained by multiplying the Gross–Kohn kernel by the term consisting of two exponential parts and shifting the zero-frequency value (Figure 4). The fitting parameters at different $U$’s are given in Table 1.
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**Figure 4.** HF-QMC and analytical fitting (Equation (25)) results for the imaginary parts of the XC kernels from Figure 3.
Table 1. Fitting parameters for the analytically-approximated expression for the imaginary part of the XC kernel Equation (25) at different values of U.

<table>
<thead>
<tr>
<th>U/t</th>
<th>a</th>
<th>Imfxc(0)</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−0.40</td>
<td>1.56</td>
<td>0.14</td>
</tr>
<tr>
<td>2</td>
<td>−1.32</td>
<td>1.93</td>
<td>0.09</td>
</tr>
<tr>
<td>4</td>
<td>−1.14</td>
<td>22.42</td>
<td>0.01</td>
</tr>
</tbody>
</table>

From the fitting formula, it is clear that the kernel decays faster with the frequency growth when the electron charge density is strongly nonhomogeneous (in SCMs, it is mostly localized around the atoms, i.e., the situation is opposite that for HEG). Such a difference between the kernels of the homogeneous and nonhomogeneous electron gases might be explained by stronger scattering effects at short times (large frequencies) in the nonhomogeneous case (since the scattering time is proportional to 1/U), which leads to a weaker dependence on frequency at large frequencies. Otherwise, the structures of the kernel are rather similar.

Further, thorough examination of the structure of the DMFT XC kernel for SCMs, especially for systems with reduced dimensionality and/or many electron orbitals, is needed in order to arrive at an analytical formula for \( f_{XC}(\omega) \) that is proven to be accurate. However, despite the over-simplified fitting above, one can already get an intuitive feeling of the connection between the frequency dependence of the XC kernel and the strong spatial non-homogeneity of the electronic charge distribution (charges localized around the atoms).

4. Applications: Ultrafast Charge Response

4.1. One-Band Hubbard Model

As the first application of the kernels in Figure 3, we analyze the charge response of the Hubbard system excited by a homogeneous electric laser pulse (the electric field \( E(t) = E_0 e^{-t^2/\tau^2} \), the field magnitude \( E_0 = 0.1 \text{ eV/Bohr} \), the pulse duration \( \tau = 0.8 \text{ fs} \)). Here and in the next subsection, we solved the KS Equation (1) within the density-matrix formalism, expanding the KS wave function in the basis of static (DFT) wave functions (for the details of the formalism and the form of the laser pulse, see Appendix C). The results for the excited change density in the case of different U’s and approximations for the XC kernel are shown in Figure 5.

Several conclusions can be made from Figure 5. First, the electrons get “quasi-ballistically” excited during the pulse excitation. Then, the excited charge density starts to decrease, but at the time scale an order of magnitude longer, as compared to the charge pumping time. This indicates that the main process at this stage is not repopulation of the lower band, but excitation relaxation of the electronic system to a new quasi-equilibrium state with high electronic temperature. The duration of this process strongly depends on the value of U and may vary from several to hundreds of femtoseconds. These results are in a qualitative and (very probably) semi-quantitative agreement with recent experimental results on the ultrafast breakdown of the Mott insulating state in VO\(_2\) [51], where at initial times, the electronic and lattice subsystems are disentangled (i.e., the lattice is frozen at times below ~100 fs), and the metallization happens without the lattice transformation. The last process takes place on a ps to ns time scale, when the lattice undergoes a transformation to the stable (metallic, high-temperature) rutile phase. Theoretical analysis based on the solution of phenomenological (spatially-averaged) Bloch equations is also in agreement with this scenario [52]. The advantage of the TDDFT + DMFT approach is that it can be easily applied to study also a spatially non-homogeneous response by properly taking the exact electronic structure of the material. To study the longer time response, one needs to include the lattice dynamics, which is one of our primary tasks for the near future.
On comparing the results for the system response for different XC kernels, one can find from Figure 5 that the HF-QMC gives a faster relaxation of the system, though the order of the timescales of the excitation and relaxation stages for both HF-QMC and IPT solutions are the same.

Finally, we would like to discuss the difference between the solutions with the full kernel and its instant (adiabatic) approximation, when the non-adiabatic effects are neglected, i.e., when $f_{\text{XC}}(t - t') \sim \delta(t - t')$ or the kernel is frequency independent. This is the case of the DFT + $U$ approximation. It follows from our calculations above that the memory (dynamical) effects slow down the relaxation of the system, since the scattering is more efficient on “frozen” electrons (for the complex role of “movable” and “frozen” (heavy) charges and between both subsystems, see, e.g., [53]). Thus, it appears that consideration of non-adiabaticity is important even at the femtosecond time scale.

4.2. Mott Insulator $\text{YTiO}_3$

Another example we consider here is the charge response of the effective three d-band insulator $\text{YTiO}_3$. We refer the reader to [45,54–56] for details on the static properties of the system obtained with DFT + DMFT and other approaches. The free-electron spectrum of $\text{YTiO}_3$ was obtained by using a tight-binding model with the parameters given in [54]. In this subsection, we focus mainly on the role of the spatial overlap of the interacting orbital charges in the system response. To model this overlap, we multiply the local kernel Equation (5) at $U = 4t$ by a parameter $A$, which might be regarded as the strength of the kernel (for details, see Appendix C). The results for the charge response of this system at $U = 4$ eV, relevant to $\text{YTiO}_3$, and different values of $A$ are presented in Figure 6a.

One can see from Figure 6a that at small $A$, the relaxation time decreases with increasing $A$, which is natural for the linear response regime (the relaxation time is inversely proportional to the strength of the effective electron-electron interaction described by the XC kernel). With the further increase of $A$, the system response transforms from a monotonous decrease of the excited charge density to a decrease with beatings (green curve) and even to a nonlinear growing of the excited charge density with beatings at very large $A$ (red curve). Of course, only further experimental testing will allow one to estimate the values of the parameter $A$ relevant to $\text{YTiO}_3$. Using Brugemman’s theory of conductivity [57], in which the current is proportional to the fraction of the metallic area of the excited...
insulator or to the excited charge density, one can easily find these beatings also in the time-dependent conductivity (Figure 6b). Similar to the previous subsection, the beatings can be explained by the charge transitions between singly-occupied and empty orbital levels, i.e., by dynamical effects. As one can see from Figure 6, the results for the conductivity obtained with the adiabatic kernel do not show this effect.
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**Figure 6.** Time-dependence of the excited charge density (a) and Brugemman’s conductivity (b) for YTiO$_3$ excited by a 0.8-fs homogeneous Gaussian laser pulse (field magnitude $E_0 = 0.1$ eV/Bohr). The results correspond to $U = 4$ eV and to different XC kernels (see the text for details). The dashed lines correspond to the solution with the adiabatic XC kernel.

### 5. The Non-Linear Response: A Possible Extension of the Formalism

In the above, we have focused on the linear response of systems to an external perturbation. In this section, we briefly describe a possible way to extend the above approach to the nonlinear response of systems. For this, we propose to use van Leeuwen’s non-equilibrium (TDDFT) generalization [58] of the equilibrium (DFT) Sham-Schlueter equation [59,60] that connects the XC potential with the one-electron Green’s function:

\[
\int \sum G_{KS}(\mathbf{r}, t; \mathbf{r}_1, t_1) v_{XC}(\mathbf{r}_1, t_1) G(\mathbf{r}, t; \mathbf{r}_2, t_2) = \int \sum G(\mathbf{r}, t; \mathbf{r}_1, t_1) v_{XC}(\mathbf{r}_1, t_1) G_{KS}(\mathbf{r}, t; \mathbf{r}_2, t_2),
\]

where $G_{KS}$ is the TDDFT Kohn–Sham one-electron Green’s function and $\sum$ and $\sum_{XC}$ are the many-body theory one-electron Green’s function and self-energy, respectively. The time integrations in Equation (26) are performed over the three-branch complex time contour (see, e.g., [41–43]). Since both sides of the last equation have integration over $d\mathbf{r}_1$ and $dt_{C1}$, the corresponding expressions under the integral $\int d\mathbf{r}_1 \int dt_{C1}$ must also be equal, which gives:

\[
v_{XC}(\mathbf{r}_1, t_1) = \frac{\int \sum G(\mathbf{r}, t; \mathbf{r}_1, t_1) v_{XC}(\mathbf{r}_1, t_1) G_{KS}(\mathbf{r}, t; \mathbf{r}_2, t_2) G(\mathbf{r}_2, t_2; \mathbf{r}, t_{C1})}{G(\mathbf{r}_1, t_{C1}; \mathbf{r}, t_{C1})}
\]

This equation gives the exact expression for the XC potential in terms of the many-body XC self-energy and Green’s function. This opens the door to controllable analytical approximations for $v_{XC}$, in particular by using known analytical properties of the self-energy, such as its high-frequency dependence and different sum rules (see, for example, [61,62]).

To make Equation (27) relevant to TDDFT, one needs to express the expression on the right-hand side in terms of the KS wave functions. At this point, some approximations have to be made to solve the above equations. As the most straightforward step, we assume that the $\sum_{XC}(\mathbf{r}_1, t_{C1}; \mathbf{r}_2, t_{C2})$ has its DMFT form (see Equation (11), in which the electron self-energy has no index XC). Next, we approximate the many-body Green’s function by the “non-interacting” Kohn–Sham Green’s function:
\[
G(\vec{r}_1, t_1; \vec{r}_2, t_2) = G_{KS}(\vec{r}_1, t_1; \vec{r}_2, t_2)
\]
\[
= -i \left[ \theta(t_1 - t_2) \sum_{i \in N} \Phi_i(\vec{r}_1, t_1) \Phi_i^*(\vec{r}_2, t_2) - \theta(t_2 - t_1) \sum_{i \in N} \Phi_i(\vec{r}_2, t_2) \Phi_i^*(\vec{r}_1, t_1) \right]
\] (28)

With the above, the proposed DMFT XC potential Equation (27) becomes an orbital TDDFT potential. The approximation Equation (28) can be justified as follows. We would like to include correlation effects in the XC potential at the DMFT level described by \( \Sigma_{XC} \). Indeed, from Equation (30) at fixed \( \Sigma_{XC} \) (DMFT solution) and \( v_{XC} \) (defined in Equation (29)), one can find a more accurate result for Green’s function with respect to the one given in Equation (29).

\[
\Sigma_{XC}(\vec{r}_1, t_1; \vec{r}_2, t_2) \xrightarrow{\Sigma_{XC}} G(\vec{r}_1, t_1; \vec{r}_2, t_2) = G_{KS}(\vec{r}_1, t_1; \vec{r}_2, t_2)
\]

6. Summary

We have presented a summary of our recently-developed linear-response non-adiabatic TDDFT + DMFT approach for SCMs. The key element of the theory, the XC kernel, is defined by the DMFT self-energy of the electron. We established the main features of the dependence of the kernel on frequency by solving the DMFT equations exactly with HF-QMC and by using an approximate (IPT) approach and demonstrated that both results are in reasonable agreement, which makes the computationally-efficient IPT solver attractive for initial considerations of systems of interest. We also proposed a simple analytical expression for the XC kernel.

We used the XC kernels calculated with both approaches to study the ultrafast electronic response in two systems and found that the inclusion of the non-adiabatic, or memory, effects significantly modifies the femtosecond response; in particular, they may lead to beatings in the conductivity of excited insulator YTiO\(_3\).
Finally, we formulated a scheme for generalizing the theory for the case of nonlinear response. We hope these results will be helpful in constructing full self-consistent TDDFT for some of the most challenging condensed matter systems: materials with strong electron-electron correlations.
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Abbreviations

The following abbreviations are used in this manuscript:

- DFT: Density Functional Theory
- DVA: Dynamical Vertex Approximation
- DMFT: Dynamical Mean-Field Theory
- DOE: Department of Energy
- DOS: Density Of States
- HEG: Homogeneous Electron Gas
- HF-QMC: Hirsch–Fye Quantum Monte Carlo
- IPT: Iterative Perturbation Theory
- KS: Kohn–Sham
- LDA: Local Density Approximation
- MEMS: Microelectromechanical Systems
- RPA: Random Phase Approximation
- SCMs: Strongly-Correlated Materials
- TDDFT: Time-Dependent Density-Functional Theory
- XC: Exchange-Correlation

Appendix A Iterative Perturbation Theory Approximation

In the multi-orbital IPT approximation [63], the expression for the orbital- and spin-dependent self-energy is:

\[ \sum_a (\omega_n) = \sum_{b \neq a} U_{ab} n_b + \frac{\sum_b A_{ab} \Sigma^{(2)}_{ab} (\omega)}{1 - \sum_b B_{ab} \Sigma^{(2)}_{ab} (\omega)}, \]  

(A1)

where \( \Sigma^{(2)}_{ab} (\omega_n) = U_{ab}^2 T^2 \sum_{m,l} G_a(\omega_m) G_b(\omega_l) G_b(\omega_m + \omega_l - \omega_n) \), \( A_{ab} = \frac{n_a(1 - 2n_a) + D_{ab}}{n_a(1 - n_a)} \) and \( B_{ab} = \frac{n_a(1 - 2n_a)}{2 U_{ab} n_a(1 - n_a)} \). In the last two functions, \( n_a = \frac{1}{2} + T \sum_n G_a(\omega_n) \) and \( n_a(0) = \frac{1}{2} + T \sum_n G_a(\omega_n) \) are the spin-orbital charge densities in the case of lattice and “non-interacting” impurity electrons, respectively, and \( D_{ab} = \langle n_an_b \rangle = U_{ab} T \sum_n \sum_a (\omega_n) G_a(\omega_n) \) is the density-density correlation function.

This approximation evolved from the perturbation theory expansion for the impurity electron self-energy in the case of the one-band model at half-filling, where:

\[ \sum_{\sigma} (\omega_n) = Un_{\sigma} - U^2 T^2 \sum_{m,l} G_{\sigma}(\omega_m) G_{\sigma}(\omega_l) G_{\sigma}(\omega_m + \omega_l - \omega_n). \]  

(A2)

It was shown that this approximation is exact in the limits of small and large \( U \)'s and describes qualitatively correctly the main features of the DMFT spectrum at other values of \( U \). The generalization Equation (A1) was obtained by requiring the known exact asymptotic dependence of the self-energy on frequency in the limit of large frequencies (for details, see [37,63]). The approximation was used by different groups and, despite its limitations, led to encouraging results, even in the case of systems with reduced dimensionality (see, e.g., [64,65]).
Appendix B  The Hirsch–Fye Quantum Monte Carlo Scheme

Here, we present some details of the HF-QMC formalism [66] to calculate numerically exactly the impurity Green’s function Equation (13) in the case of the one-band Hubbard model. The main idea of this approach is in splitting of the effective action in the exponent of the impurity Equation (13):

\[ S_{\text{eff}} = - \sum_{\sigma} \int_0^\beta \, d\tau_3 \int_0^\beta \, d\tau_4 \psi_\sigma^*(\tau_3) G_{sigma}^{-1}(\tau_3 - \tau_4) \psi_\sigma(\tau_4) + \int_0^\beta \, d\tau_5 U \psi_\sigma^*(\tau_5) \psi_\sigma(\tau_5) \]  

(B1)

into the free and interacting part with consequent Hubbard–Stratonovich transformation of the “interacting” parts of the exponent:

\[ e^{-\Delta \tau U n_+ \sigma + (\Delta \tau U/2)(n_+ \sigma + n_{-\sigma})} = \frac{1}{2} \sum_{s_\tau = \pm 1} e^{\lambda s_\tau (n_+ \sigma - n_{-\sigma})}, \]  

(B2)

where \( \lambda = \arccosh(e^{\Delta \tau U/2}) \) and \( s_\tau = \pm 1 \) are the “Ising” variables for each of the \( L \) time point of the discretized time contour in Equation (B1).

Since in this case, the effective action in the exponent in Equation (13) is quadratic, one can easily perform the path integration and get:

\[ G_\sigma(\tau, \tau') = \frac{1}{Z} \sum_{\{s_1, s_2, \ldots, s_L\}} \det[g^{-1}_\uparrow(s_1, \ldots, s_L)] \det[g^{-1}_\downarrow(s_1, \ldots, s_L)] G_{\sigma}(s_1, \ldots, s_L; \tau, \tau'), \]  

(B3)

\[ Z = \sum_{\{s_1, s_2, \ldots, s_L\}} \det[g^{-1}_\uparrow(s_1, \ldots, s_L)] \det[g^{-1}_\downarrow(s_1, \ldots, s_L)]. \]  

(B4)

In the last two equations, \( g_{\sigma}(s_1, \ldots, s_L; \tau, \tau') \) are the time matrices that depend on both time and Ising spin variables \( \{s_1, s_2, \ldots, s_L\} \). The explicit form of the inverse of these matrices is:

\[ g_{\sigma}^{-1}(s_1, \ldots, s_L; \tau, \tau') = G_{\sigma}^{-1}(\tau, \tau') + \sigma \lambda s_\tau \delta_{\tau, \tau'+1}, \]  

(B5)

where:

\[ \delta_{\tau, \tau'+1} = \begin{cases} 1, & \text{for } l = 2, \ldots, L - 1 \text{ and } l' = l - 1 \\ -1, & \text{for } l = 1 \text{ and } l' = L \\ 0, & \text{otherwise}. \end{cases} \]  

(B6)

Thus, the problem is reduced to calculating the inverses of \( L \times L \) matrix Equation (B5) for all possible Ising spin configurations \( \{s_1 = \pm 1, s_2 = \pm 1, \ldots, s_L = \pm 1\} \) on the “L-atom time chain” and summing up the corresponding terms in Equations (B3) and (B4). Since the computational time increases with \( L \) as \( \sim 2^L \), the exact calculations are usually performed only at \( L \sim 10 - 20 \). For practical needs, at temperatures of order of room or lower, one typically needs \( L \)’s of order one to several hundreds. Therefore, the summations in Equation (B3) and Equation (B4) are usually performed for a randomly-chosen set of configurations \( \{s_1, s_2, \ldots, s_L\} \), i.e., by using QMC methods (for details, see, e.g., [34]).

Appendix C  The Density-Matrix TDDFT Formalism

To solve the TDDFT Equation (1) in the case of a laser pulse perturbation described by the potential:

\[ V_{\text{exc}}(r, t) = -e \vec{E}(t) \cdot \vec{r}, \]  

(C1)

we expand the electron wave function in basis wave functions, \( \Psi_{\rightarrow, k}(\vec{r}, t) = \sum_{k} c_{\rightarrow, k}(t) \phi_{\rightarrow, k}(\vec{r}) \), where \( \phi_{\rightarrow, 0}(\vec{r}) \) are the static (DFT) wave functions (\( l \) can be regarded as a generalized index that includes the \( s-, p-, d- \) or \( f- \) orbital index and other quantum numbers). In this case, the equation may be
reduced to a set of equations for the time-dependent coefficients, $c^l_m(t)$, or, more conveniently, to the equations for the density matrix elements $\rho_{lm}^{\text{m}}(t) = c^l_m(t)c^{\dagger m}_l(t)$. The diagonal elements of this matrix describe the time-resolved state occupancies and the non-diagonal: the polarization processes. The elements of the density matrix satisfy the Liouville matrix equation $i\hbar \frac{\partial}{\partial t} \rho_{lm}^{\text{m}}(t) = [\mathcal{H}(t), \rho(t)]_{\text{m}}$, where $\mathcal{H}_{k}^{\text{m}}(t) = \int d\mathbf{r} \varphi_{k}^{(1)\ast} (\mathbf{r}) \mathcal{H}(\mathbf{r}, t) \varphi_{k}^{(1)} (\mathbf{r})$ are the matrix elements of the KS Hamiltonian with respect to the basis wave functions. Using $\mathcal{H}(\mathbf{r}, t = 0) \varphi_{k}^{(1)} (\mathbf{r}) = \varepsilon_{k}^{(0)} \varphi_{k}^{(1)} (\mathbf{r})$, where $\varepsilon_{k}^{(0)}$ are the static KS energy levels, one can obtain the following density-matrix TDDFT equations:

$$i\hbar \frac{\partial}{\partial t} \rho_{lm}^{\text{m}}(t) = (\varepsilon_{l}^{(0)} - \varepsilon_{m}^{(0)}) \rho_{lm}^{\text{m}}(t) + \sum_{n} [V_{lm}^{\text{m}}(t) \rho_{mn}^{\text{m}}(t) - \rho_{ln}^{\text{m}}(t) V_{nm}^{\text{m}}(t)],$$

(C2)

where $V_{lm}^{\text{m}}(t) = \int d\mathbf{r} \int d\mathbf{r}' \varphi_{l}^{(0)\ast} (\mathbf{r}) \varphi_{m}^{(0)\ast} (\mathbf{r}') \int_{0}^{t} dt' f_{\text{XC}}(\mathbf{r}, t; \mathbf{r}', t') \left( n(\mathbf{r}', t') - n(\mathbf{r}', t' = 0) \right)$ and $n(\mathbf{r}', t') - n(\mathbf{r}', t' = 0) = \sum_{n,s, |q| < q_{\text{F}}} \varphi_{n,s}^{(0)\ast} (\mathbf{r}') \varphi_{s}^{(0)} (\mathbf{r}) [\rho_{sn}^{\text{m}}(t') - \rho_{sn}^{\text{m}}(t' = 0)]$. The last two equations give:

$$V_{lm}^{\text{m}}(t) = \int_{0}^{t} \sum_{n,s, |q| < q_{\text{F}}} F_{lmns}^{\text{m}}(t, t') [\rho_{sn}^{\text{m}}(t') - \rho_{sn}^{\text{m}}(t' = 0)],$$

(C3)

where:

$$F_{lmns}^{\text{m}}(t, t') = \int d\mathbf{r} \int d\mathbf{r}' \varphi_{l}^{(0)\ast} (\mathbf{r}) \varphi_{m}^{(0)} (\mathbf{r}) \varphi_{n,s}^{(0)\ast} (\mathbf{r'}) \varphi_{s}^{(0)} (\mathbf{r}) f_{\text{XC}}(\mathbf{r}, t; \mathbf{r}', t').$$

(C4)

Using the matrix elements defined in Equation (C2) $V_{lm}^{\text{m}}(t)$, Equation (C3) has to be solved with the initial conditions:

$$\rho_{sn}^{\text{m}}(t = 0) = \delta_{sn} n_{s}^{0} \delta_{0,q'}$$

(C5)

where $n_{s}^{0}$ are the initial state occupancies.

No approximation within the density-matrix formalism has been made so far. In the case of DGA, we use $f_{\text{XC}}(\mathbf{r}, t; \mathbf{r}', t') = \delta(\mathbf{r} - \mathbf{r}') f_{\text{XC}}(t - t')$, which gives the following simplified expressions for the matrix elements (C3):

$$F_{lmns}^{\text{m}}(t, t') = A_{lmns}^{\text{m}} f_{\text{XC}}(t - t'),$$

(C6)

where:

$$A_{lmns}^{\text{m}} = \int d\mathbf{r} \varphi_{l}^{(0)\ast} (\mathbf{r}) \varphi_{m}^{(0)} (\mathbf{r}) \varphi_{n,s}^{(0)\ast} (\mathbf{r}') \varphi_{s}^{(0)} (\mathbf{r}).$$

(C7)

are static coefficients. In the calculations, we also assume that $A_{lmns}^{\text{m}}$ are momentum independent $A_{lmns}^{\text{m}} = A_{lmns}^{\text{m}}$. This is equivalent to the standard Bloch wave-function approximation: $\varphi_{k}^{(0)} (\mathbf{r}) \approx e^{-i k \cdot \mathbf{r}} \varphi_{k=0}^{(0)} (\mathbf{r})$. From the structure of the integral of Equation (C6), one can also see that the following approximation may be used: $A_{lmns}^{\text{m}} \approx \delta_{ln} A_{lmns}^{\text{m}}$, since the product of two conjugated functions has maximal overlap when they are the same orbital functions. For the same reason, one can make further simplification, $A_{lmns}^{\text{m}} \approx \delta_{ln} A_{lmns}^{\text{m}}$, which gives:

$$F_{lmns}^{\text{m}}(t, t') \approx \delta_{lmns} A_{l} f_{\text{XC}}(t - t'),$$

(C8)

where:

$$A_{l} = \int d\mathbf{r} |\varphi_{k=0}^{(0)} (\mathbf{r})|^{4}.$$  

(C9)
These numbers may be regarded as the spatial strength of the XC kernel, which we used in our calculations in the case of YTiO$_3$ (more explicitly, we used one averaged over the orbital parameter $A$). We refer the reader to [67] for more details.
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