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Abstract: The authors suggest a methodology that involves conducting a preliminary analysis of
inertia in financial time series. Inertia here means the manifestation of some kind of long-term
memory. Such effects may take place in complex processes of a stochastic kind. If the decision is
negative, they do not recommend using predictive management strategies based on trend analysis.
The study uses computational schemes to detect and confirm trends in financial market data. The
effectiveness of these schemes is evaluated by analyzing the frequency of trend confirmation over
different time intervals and with different levels of trend confirmation. Furthermore, the study
highlights the limitations of using smoothed curves for trend analysis due to the lag in the dynamics
of the curve, emphasizing the importance of considering real-time data in trend analysis for more
accurate predictions.
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1. Introduction

Detecting the inertia of a complex process is a key problem for the possibility of
managing the process based on a direct extrapolation forecast of its evolution under control
in interaction with an unstable environment.

The concept of “inertia” refers primarily to material substances—matter and energy.
The traditional definition of inertia [1–5], as the ability of a physical body to continue
uniform rectilinear motion, does not directly transfer to information processes that can
conduct, by virtue of their immateriality, instantaneous state changes. A relevant example
is the processes of changes in price quotations, whose variations are determined through
poorly formalized psychological, economic, political, military, and other factors. Therefore,
we define inertia of such information processes as the ability to maintain a trend as a
general or average direction of development for a certain time interval.

In addition to these considerations, it is important to note that the concept of inertia
in information processes also implies resistance to change. This resistance can be due to
various factors such as established patterns or structures within the information itself or
external influences that maintain the status quo.

Furthermore, the concept of inertia can also be extended to include “information
momentum”, which refers to the tendency for information processes to continue moving in
their current direction. This can be seen in trends where, once a certain direction or pattern
has been established, it tends to continue unless acted upon by an external force.

Finally, it is worth noting that while our definition focuses on trends over time, inertia
can also apply spatially—for example, in network structures where information tends
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to flow along established paths. This spatial aspect can have significant implications for
understanding and predicting behavior in complex systems such as social networks or
ecosystems.

In the context of the problem, inertia is considered as the ability of the process to
maintain a trend from the level at which it was detected up to some other a priori set level
(confirmation level), located in the direction of the established trend. In the cases when the
process turns around and reaches the confirmation level of the opposite sign, the respective
experiment fragment is considered to be a false forecast.

This approach fits well the tasks of electronic trading. Having detected a trend, the
exchange player opens a position, and if the trend continues on average, the process will
reach a predetermined level of profit (TP, Take Profit). Otherwise, the process will turn
around and reach the SL, Stop Loss level, which is in the opposite direction. At the same
time, it is natural to consider the TP level as the level of confirmation of the trend (and,
consequently, the fact of the presence of inertia), and SL as the level of its negation.

When using the chosen definition of inertia and a statistical approach to assessing the
properties of the considered process, as a criterion indicator of the presence of inertia, it is
natural to use an estimate of the probability (more precisely, the frequency) for an event
of the process crossing the level of confirmation of the presence of a trend earlier than the
level of negation.

Observations of irregular processes, particularly those reflecting the dynamics of cur-
rency instrument quotations, visually confirm the existence of local areas with pronounced
trends. These trends can be effectively described using low-order polynomial models.
However, this observation does not necessarily validate the hypothesis of inertia within
the process. Instead, it highlights the capacity of stochastic process to generate a variety of
ordered structures, aligning with various mythological beliefs that perceive chaos as the
primordial matter from which the material world emerged [6].

Areas that maintain a consistent trend direction can be analyzed using traditional
statistical methods. This paper will focus on segments of currency pair quotations from
the electronic FOREX market as a typical example of a process with stochastic dynamics.
To investigate this further, we conducted several computational experiments on the most
commonly used currency instruments. Our paper proposes a new approach to estimate
and test the inertia in stochastic processes, which is an important problem for the possibility
of managing them based on a direct extrapolation forecast. Our approach is based on a
simple trend detection method. We apply our approach to the FOREX market data and
show that building management strategies based solely on trend analysis is futile.

Variants of formalization of the problem of forecast-based management in stochastic
environments based on trend analysis were considered in, for example, refs. [7–11] and
many other works. At the same time, management in this situation has always been based
on an explicit or implicit assumption about the presence of an aftereffect (i.e., inertia) of the
observed process [12]. In cases where the object of observation was an information process,
for example, a change in quotations of market assets, its intangible nature was taken into
account, in particular, the ability to instantly (up to the time discretion of observation)
change the direction of movement. Thus, as already mentioned above, the inertia of such
processes is conditional and is understood as the ability, on average, to maintain the trend
for a certain limited time interval sufficient to fix a given threshold level.

Management in stochastic environments based on the analysis and use of trends is
naturally divided into two stages: trend detection and confirmation.

2. Methods

Using the approach from [13–15], we first detect any trends in the data to identify
regions where the process shows a consistent direction of change. In quantitative analysis,
trend detection, in the simplest case, is carried out by registering an event that involves the
transition of the object from the state Y(k) to the state Y(k + τ) = Y(k) ± dL, where dL is the
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trend detection parameter. The “+” sign corresponds to a positive trend and the “−” sign
corresponds to a negative one.

Choosing the value of the detection parameter dL is rather difficult, since a too small
value can lead to an increase in type II statistical errors, i.e., a small fluctuation being
perceived as a trend. On the other hand, increasing the value dL significantly reduces the
probability of trend confirmation, since it reduces the remaining time interval at which
the trend still persists. In essence, an increase in the trend detection parameter can lead
to an increase in type I statistical errors, when the hypothesis of the presence of a trend is
mistakenly rejected.

Thus, we are talking about the traditional compromise for mathematical statistics
between acceptable levels of type I and type II errors. However, unlike statistical methods,
it is not possible to construct an exact solution in conditions of stochastic dynamics. In
reality, the choice of dL for stochastic processes can be carried out only empirically, by
sequentially iterating over the values of this parameter at different observation segments.

At the second stage of statistical analysis, the hypothesis about the presence of a trend
is confirmed or rejected, which is equivalent to confirmation or refutation of the assumption
about the presence of inertia of the detected trend.

For a single event confirming the presence of inertia in a separate implementation, if
the movement continued in the direction of the detected trend and reached a certain level
Y(k) + dL + dC (for a positive trend) before, having turned around, it will move to the level
Y(k) + dL − dC. For a negative trend, the hypothesis of inertia is confirmed when reaching a
level Y(k)− dL− dC, or is not confirmed when moving to a level Y(k)− dL + dC. Here dC
is the level of confirmation of the hypothesis about the presence of a trend, corresponding
to the value of TP in trading tasks.

It is natural to assume that there is no inertia of the process if, after detecting, for
example, a positive trend, the process is equally likely to reach levels Y(k) + dY + dC and
Y(k) + dY− dC. Thus, the statistical verification of the hypothesis of the absence of inertia
at the observed process is reduced to the verification of the hypothesis H0 : fn = 0.5,
where fn = m

n is the frequency of experiments confirming its absence, m is the number of
experiments confirming the absence of inertia, and n is the total number of experiments.
An alternative hypothesis is the assumption of the presence of inertia at the observed
process: H1 : fn > 0.5. When an experiment is conducted numerous times, the frequency
of the observed event can serve as an estimate for the probability of the corresponding
assumption.

A common rule for testing the hypothesis H0 is u < u∗, where u = ( fn − 0.5)
(

0.25/n)1/2

[16–20]. The critical value u∗ for the right-tailed criterion is determined using the Laplace
function φ, where φ(u∗) = (1− 2γ)/2. In this context, γ represents the significance level
of the null hypothesis [21].

In conclusion of the mathematical formalization of the problem, we note that for the
visual analysis of trends, the initial series of observations Y(t) is not often used, but rather
its system component Ys(t), free from a purely random, fluctuating component v(t). This
refers to the two-component Wald model of observations:

Y(t) = Ys(t) + v(t), (1)

where the system component Ys(t) is a smoothed oscillatory non-periodic process used in
the process of making management decisions.

Smoothing algorithms are usually used to construct the system component. In particu-
lar, the following simple exponential filter [22] has proven itself well in computations:

Ys(t) = αY(t) + βYs(t− 1), β = 1− α.

When using the transfer coefficient within the limits of α = 0.01− 0.02, the residual
term v(t) turns out to be close to a random stationary process with a Gaussian distribution.
When the transfer coefficient decreases, v(t) becomes non-stationary.
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The presence of a system component makes it possible to solve the problem of inertia
analysis not only for the initial series of observations Y(t), but also for Ys(t), thereby
reducing the influence of the purely random noise component of the observation process.

3. Computational Experiments Design

The proposed scheme for testing inertia in a stochastic process operates in two modes:
trend detection and trend confirmation (Figure 1). The process Y(t) is divided into uniform
sectors of size dL to identify inertia. The presence of a trend is either confirmed or denied
when the condition Y(t) = Y(t0) ± dL is satisfied. Here, Y(t0) represents the value of the
process at the time t0 when the trend is detected, and dC denotes the level at which the
trend is confirmed. For simplicity, we use dL as both the detection and confirmation level,
i.e., dC = dL.

Computation 2023, 11, x FOR PEER REVIEW 4 of 21 
 

 

𝑌 (𝑡) = α𝑌(𝑡) + β𝑌 (𝑡 − 1), β = 1 − α. 

When using the transfer coefficient within the limits of α = 0.01 − 0.02, the residual 
term 𝑣(𝑡) turns out to be close to a random stationary process with a Gaussian distribu-
tion. When the transfer coefficient decreases, 𝑣(𝑡) becomes non-stationary. 

The presence of a system component makes it possible to solve the problem of inertia 
analysis not only for the initial series of observations 𝑌(𝑡), but also for 𝑌 (𝑡), thereby re-
ducing the influence of the purely random noise component of the observation process. 

3. Computational Experiments Design 
The proposed scheme for testing inertia in a stochastic process operates in two 

modes: trend detection and trend confirmation (Figure 1). The process 𝑌(𝑡) is divided 
into uniform sectors of size 𝑑𝐿 to identify inertia. The presence of a trend is either con-
firmed or denied when the condition 𝑌(𝑡) = 𝑌(𝑡0) ± 𝑑𝐿 is satisfied. Here, 𝑌(𝑡0) represents the 
value of the process at the time 𝑡0 when the trend is detected, and 𝑑C denotes the level at 
which the trend is confirmed. For simplicity, we use 𝑑𝐿 as both the detection and confir-
mation level, i.e., 𝑑𝐶 = 𝑑𝐿. 

 
Figure 1. The structure of the basic algorithm for identifying inertia of a stochastic process. Figure 1. The structure of the basic algorithm for identifying inertia of a stochastic process.

A non-monotonically increasing process moving from level Lk to the above level
Lk+1 can be interpreted as a positive trend, denoted as Lk → Lk+1 . Conversely, transition
Lk → Lk−1 is considered as a negative trend.
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The challenge is to confirm the hypothesis of inertia in the process Y(t), which is de-
termined by reaching the next level in the direction of the identified trend. We estimate the
probability of positive outcomes, i.e., the process transitioning Lk → Lk+1 after it has transi-
tioned Lk−1 → Lk . A negative outcome is defined as a reverse transition to the level below
Lk → Lk−1 immediately after an increasing transition Lk−1 → Lk . Due to symmetry, analo-
gous estimates are also valid for decreasing transitions. Thus, exhaustive events consist of two
positive outcomes that confirm inertia, (Lk → Lk+1| Lk−1 → Lk) , (Lk → Lk−1| Lk+1 → Lk) ,
and two negative ones that refute this hypothesis, (Lk → Lk−1| Lk−1 → Lk) ,
(Lk → Lk+1| Lk+1 → Lk) .

Figure 2 shows an example of the dynamics of the EURUSD quotation over a 10-day
observation period, including segmentation boundaries and marks indicating boundary
intersections. The process values are measured in points as a percentage (pips, p.). The
figure displays both the process Y(t) and its smoothed version Ys(t), which was smoothed
using an exponential filter with a transfer coefficient of α = 0.02.
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Positive outcomes are illustrated in Figure 3, while negative outcomes are depicted in
Figure 4.
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Let us say that N experiments were conducted, with each experiment identifying a
trend as the direction of transition between levels. If this direction is maintained until the
next level is crossed, it can be considered as evidence of the presence of a trend. However,
if the process reverses and returns to the previous level, it indicates that there is no trend.

Assuming that M out of N consecutive experiments support the hypothesis of trend
presence and N-M experiments refute it, then the assumption of trend presence can
be interpreted as an alternative hypothesis H1 : p 6= p0 = 0.5 to the null hypothesis
H0 : p = p0 = 0.5, which suggests its absence. Preliminary computational experiments
following the approach mentioned above are presented in the paper [23].

3.1. Experiment 1: Initial Process

In order to examine various irregular dynamics present in electronic trading, we ana-
lyzed five segments, each 100 days long, for three commonly traded financial instruments:
EURUSD, EURJPY, and USDJPY. We set the size of the inter-level interval to dL = 100 pips.

We calculated the likelihood of inertia presence by determining the frequency of posi-
tive outcomes, which is the ratio of positive outcomes to the total number of experiments
conducted. The findings of our computational experiment are shown in Table 1.

Table 1. Positive outcome frequency at dL = 100.

Time Interval, Days
Currency Instruments

EURUSD EURJPY USDJPY

1–100 0.552 0.484 0.444
101–200 0.507 0.536 0.465
201–300 0.533 0.552 0.560
301–400 0.494 0.452 0.465
401–500 0.446 0.545 0.444

The table indicates that the dynamics of quotations do not exhibit inertia. This can be
verified through statistical hypothesis testing, where the null hypothesis H0 : p = 0.5 is
tested against the alternative H1 : p 6= p0.

For example, an experiment was conducted on the EURUSD currency instrument
quotes for a 100-day observation period with a segmentation level of dL = 100p. The
experiment recorded n = 76 trend detections, of which m = 42 cases confirmed the inertia
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condition. The relative frequency m
n = 0.552 corresponds to the value of the decision

statistics U =
(m

n −p0)
√

n√
p0q0

= 0.052
√

76√
0.25

= 0.91.
Here, q0 = 1− p0, U ∈ N(0, 1), follows a standard Gaussian distribution with pa-

rameters (0,1). This assumption is based on Laplace’s theorem, which states that for a
sufficiently large n, the relative frequency can be considered normally distributed with

mathematical expectation p and standard deviation
√

pq
n . However, this assumption may

require additional verification.
The critical area for the symmetrical competing hypothesis H1 : p 6= p0 is determined

based on the selected significance level α. For a two-sided critical area, ucr is determined
via the Laplace function value φ(ucr) =

1
2 −

α
2 = 1−α

2 = 0.005, where α = 0.99.
Using distribution tables of the Laplace function, we determine u = 2.85. Therefore,

the value of U = 0.91 indicates acceptance of hypothesis H0 meaning that the observed
process does not have inertia.

3.2. Experiment 2: Smoothed Process with Reduced Segmentation

The conclusion that there was no inertia in the previous experiment may have been
due to the large confirmation interval of dL = 100 p. We can check for the presence of inertia
at smaller segmentation levels.

The process being studied has a significant random component. If we consider the
spread of the random value relative to the smoothed process from Y_s(t), with α = 0.02,
its standard deviation on 100-day observation segments fluctuates between 11 and 14 pips
for various currency instruments. If we decrease the transfer coefficient α to 0.01, the
standard deviation changes to 15–20 pips due to a lower degree of smoothness and a
smaller difference between the initial and smoothed processes.

The presence of spread can cause random decisions that do not correspond to the
systemic processes of quotation dynamics, skewing conclusions about the presence of
inertia. To obtain an accurate conclusion about inertia, the size of the segmentation step
(system dynamics) must be significantly larger than the random component.

As an example, let us consider the same task with a segmentation step of dL = 50 pips.
The frequencies of positive outcomes that confirm process inertia can be found in Table 2 [23].

Table 2. Positive outcome frequency at dL = 50.

Time Interval, Days
Currency Instruments

EURUSD EURJPY USDJPY

1–100 0.539 0.568 0.522
101–200 0.524 0.528 0.497
201–300 0.529 0.503 0.537
301–400 0.503 0.550 0.534
401–500 0.493 0.548 0.552

The findings, similar to the previous instance, verify the lack of inertia. The positive
asymmetry is too insignificant to accept the null hypothesis regarding the significance of
the difference between the frequency of a positive outcome and 50%.

3.3. Experiment 3: Smoothed Opening Process

The distinction between this series of experiments and the first one is that the start of
each stage of the process dynamics is determined when the segmentation level is crossed
not by the process itself, but by its smoothed version. Positions are closed (i.e., establishing
whether or not inertia is recognized in each experiment) by the process Y(t) itself. It is clear
that the smoother the process, the less dependent the result is on the fluctuating component
of the process randomly crossing levels. However, a higher degree of smoothness inevitably
results in a lag in the smoothed process relative to the original one, which distorts the
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resulting estimates. As a compromise, we use a range of α = 0.005− 0.02. The segmentation
step is equal to 100 p, as in the first experiment.

Table 3 presents the results of estimating the probability of a positive outcome con-
firming alternative H1 for five 100-day observation intervals and different values of the
exponential filter transfer coefficient α.

Table 3. The frequency of positive outcomes for positions that were opened using the smoothed
process.

Time Interval,
Days

EURUSD

α = 0.005 α = 0.01 α = 0.02

1–100 0.667 0.681 0.618
101–200 0.771 0.791 0.667
201–300 0.606 0.706 0.612
301–400 0.612 0.653 0.618
401–500 0.648 0.581 0.574

From the data above, it can be seen that the smoothed version of the process has more
inertia, which is generally suitable for making useful trading recommendations. However,
it should be noted that negative decisions are more severe in terms of loss, since in this case
quote dynamics reverse and the distance to process Y(t) until the smoothed curve Ys(t)
crosses the opening level can become very large.

There may be failures in the re-designation of levels if, when passing the opening level
Ys(t), process Y(t) goes beyond the limits |dL|, i.e., it ends up above zone LUp or below LDn.
Then, in order to close the position, it needs to return and cross the corresponding border
again, which may happen after a long time and, therefore, open in the wrong direction
from the point of view of inertia analysis.

3.4. Experiment 4: Smoothed Opening and Closing Process

The subsequent computational experiment is akin to the third experiment, but the
position’s closing and opening are executed by a smoothed process Ys(t) at the intersection
of the corresponding level. The outcomes of the experiment are displayed in Table 4.

Table 4. Positive outcome frequency for positions opened and closed by the smoothed process.

Time Interval, Days
EURUSD

α = 0.005 α = 0.01 α = 0.02

1–100 0.652 0.652 0.593
101–200 0.698 0.706 0.696
201–300 0.686 0.707 0.688
301–400 0.612 0.612 0.582
401–500 0.567 0.534 0.574

It is apparent that the results presented are quite similar to the estimates provided in
Table 3. In other words, utilizing a smoothed curve did not worsen the final outcome. This
is because the likelihood of process Y(t) reaching the decision level will be higher with both
positive and negative outcomes. As a result of computational experiments conducted with
a segmented zone of changes in the values of process Y(t), it can be concluded that there is
no significant inertia. The use of system component Ys(t), which consists of a refined curve,
causes an artificial increase in the level of inertia. This phenomenon is primarily due to the
natural aftereffect of the refined process, which carefully considers previous observations.
Additionally, the influence of the purely random component is reduced, as it is filtered
out in the formation process Ys(t). However, it should be noted that the market’s actual
reaction to traders’ decisions always occurs based on real, i.e., unsmoothed, observations.
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The segmentation of the area of change of the considered process allows for the
construction of a visual system for analyzing its inertia. However, this approach makes it
difficult to study the inertia of stochastic process for different ranges of changes in the levels
of trend detection dL and confirmation dC. It is advisable to carry out the corresponding
studies for computational experiments that do not use segmentation of the range of process
changes, but carry out direct counts of the evolution of a stochastic process at arbitrary
points in time.

In this case, the beginning of each local experiment, unlike the segmentation technique,
can be carried out (registered) at any time Y(t0). After the process Y(t) has overcome the
inertia detection threshold Yf = Y(t0) + dL (or Yf = Y(t0) − dL) in one direction, the
verification of the fact of confirmation (or denial) of its inertia begins. A positive event (or
an event favorable to the hypothesis H1 on the presence of an inertial trend) we will call
the achievement of the level of confirmation of inertia Yc = Yf + dC by the process Y(t)
(for a positive trend) or Yc = Yf − dC (for a negative trend). In electronic trading, the level
dC corresponds to the level of stopping a winning game TP. At the same time, monotony
of the process from start to stop, of course, is not required. It is enough for the process to
reach the level dC = TP before it crosses the stop loss level SP set in the opposite direction.

Accordingly, a negative closing or an event favorable to the hypothesis H0 of the
absence of a trend we will call the achievement of level Y(t) by the process dC = SL before
it crosses level dC = TP.

The algorithm of the fifth computational experiment is based on the own dynamics of
the process Y(t). In the sixth computational scheme, a combined approach is used, when
trend detection is carried out by Ys(t), and its confirmation by process Y(t). In the seventh
computational scheme, a smoothed process Ys(t) is used to detect and confirm the trend.

3.5. Experiment 5: Comparison of Various Computational Schemes

In our fifth experiment, we focused on estimating the likelihood of trend persistence
in the process being examined, with the parameters dC =|TP|=|SL|= 100p. |TP|=|SL|
due to the symmetric formulation of the original problem. The choice of dL = 100 points is
indicative and is due to the fact that the value of the identified trend should clearly prevail
over the random spread. For the given examples, the value of the standard deviation of
variations Y(t), even with respect to a smoothed process Ys(t), lies in the range of 15–25 p.

As can be seen from Table 5, the presence of a random component in schemes 1 and
2 for registering the beginning and end of local experiments does not make it possible to
identify the presence of any significant confirmation of the inertia of the trend. Detecting a
trend in section dL does not guarantee its inertia at all in a subsequent section of the same
length. The use of a smoothed curve for trend detection in the computational scheme 3
confirms its presence.

Table 5. Positive outcome frequency at α = 0.01.

Time Interval,
Days

EURUSD EURJPY

Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6

1–100 0.54 0.52 0.71 0.49 0.52 0.67
101–200 0.50 0.53 0.72 0.50 0.54 0.73
201–300 0.54 0.50 0.72 0.53 0.54 0.72
301–400 0.48 0.43 0.69 0.50 0.50 0.69
401–500 0.48 0.43 0.66 0.51 0.55 0.72

The choice of computational scheme 3 for further research is due to the fact that
it largely reflects the system dynamics, and hence the inertial properties of the studied
processes. The disadvantage of smoothing schemes is the smoothed curve Ys(t) lagging
relative to the real process Y(t), which can significantly complicate the construction of an
effective strategy based on inertial dynamics of quotations.
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3.6. Experiment 6: Smoothed System Component of a Stochastic Process

Consider the inertia of a trend in smaller detection areas. In particular, we investigate
the above problem with computational scheme 3, in which the opening and closing are con-
ducted using a smoothed curve with three values of transfer coefficient α = 0.02, 0.01, 0.005.

For instance, let us look at the quotes of the same currency instruments as mentioned
earlier. The outcomes are presented in Table 6.

Table 6. Positive outcome frequency for scheme 3.

Time Interval,
Days

EURUSD, dL = 75 EURJPY, dL = 75

α = 0.02 0.01 0.005 0.02 0.01 0.005

1–100 0.69 0.61 0.71 0.57 0.62 0.68
101–200 0.72 0.76 0.75 0.72 0.74 0.81
201–300 0.66 0.66 0.65 0.70 0.73 0.78
301–400 0.55 0.57 0.60 0.67 0.70 0.79
401–500 0.58 0.59 0.63 0.68 0.71 0.79

Time Interval,
Days

EURUSD, dL = 50 EURJPY, dL = 50

α = 0.02 0.01 0.005 0.02 0.01 0.005

1–100 0.58 0.63 0.70 0.63 0.70 0.71
101–200 0.70 0.72 0.80 0.75 0.76 0.82
201–300 0.71 0.76 0.78 0.72 0.76 0.80
301–400 0.66 0.67 0.72 0.70 0.71 0.75
401–500 0.65 0.67 0.68 0.70 0.73 0.77

From these results, it is evident that when the transfer coefficient of the smoothing
filter increases, the system component of the process becomes more inert. However,
this approach can be artificial and may lead to inaccurate conclusions when developing
trading strategies due to the inevitable delay in the dynamics of the smoothed curve Ys(t).
Specifically, a significant majority of positive results (60–70%) does not necessarily imply a
corresponding majority of gain over loss.

3.7. Experiment 7: Various Levels of Trend Confirmation

The main advantage of a segment-free scheme is its flexibility, which allows using
parameters that are different, rather than equal to each other, for detecting dL and confirm-
ing a dC trend. Let us consider the problem of inertia analysis for various combinations of
these parameters using the example of observations on quotations of the EURUSD currency
instrument using a smoothed quotation curve with α = 0.01.

For statistical analysis of the hypothesis of inertia, consider the range of changes in
the level of confirmation of inertia dC from 25 to 75 points.

A decrease in the level of trend confirmation dC from 100 p to 75 p, and further to 50 p,
as can be seen from the data given in Tables 7 and 8, has an extremely insignificant effect on
the probability estimate confirming the hypothesis H1. At the same time, the frequency of
reaching the level of trend detection clearly exceeds 50%, corresponding to the confirmation
of the hypothesis H0 about the absence of a systemic component. Nevertheless, this result
remains extremely weak for a theoretical platform to build the trading strategy. Direct use
of the inertia of a fixed trend inevitably leads to a resulting loss.

One of the reasons for the negative result is a coarse-grained trend detection technique
that requires only a quote transition L→ L + dL earlier than L→ L− dL (positive trend)
or vice versa, L→ L− dL earlier than L→ L + dL (negative trend). At the same time, the
quality of the transition itself was not taken into account in any way. To investigate this
issue, we will conduct another series of computational experiments.
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Table 7. Positive outcome frequency for scheme 3 and various trend confirmation levels.

Time Interval,
Days

EURUSD, dL = 100 EURJPY, dL = 100

dC = 75 dC = 50 dC =25 dC = 75 dC = 50 dC = 25

1–100 0.63 0.67 0.74 0.64 0.79 0.75
101–200 0.75 0.75 0.90 0.75 0.79 0.84
201–300 0.72 0.73 0.79 0.66 0.65 0.84
301–400 0.62 0.63 0.76 0.55 0.68 0.81
401–500 0.60 0.61 0.72 0.59 0.63 0.83

Table 8. Positive outcome frequency for scheme 3 and various trend detection levels.

Time Interval,
Days

EURUSD, dL = 75 EURUSD, dL = 50

dC = 75 dC = 50 dC = 25 dC = 75 dC = 50 dC = 25

0–100 0.57 0.70 0.74 0.67 0.68 0.71
101–200 0.72 0.73 0.84 0.75 0.75 0.84
201–300 0.70 0.74 0.78 0.69 0.72 0.80
301–400 0.67 0.69 0.80 0.68 0.70 0.80
401–500 0.68 0.71 0.79 0.66 0.70 0.78

Discussion of Analysis of Inertia of Stochastic Processes Method Based on Qualitative
Characteristics of Local Trends

The aforementioned analytical method is flawed as it fails to take into account the
quality of transitions. Specifically, a transition from Y(k)→ Y(k) + dY may persist for an
extended period with considerable fluctuations and significant negative “sagging” (unless
it reverses and achieves the level of Y(k)− dY). Such a process is difficult to perceive as
a trend, but according to the above formalization, it will still be interpreted as a positive
trend.

Therefore, it is justifiable to proceed to a more intricate trend identification crite-
rion, which is based on the mean rate of change in the state of the process over a sliding
time window of size l: ∆Y(k, l) = Y(k− l + 1, k) = [Y(k− l + 1), Y(k− l + 2), ..., Y(k)].
Trend identification in this instance surpasses the value of the linear approximation coef-
ficient a1(k), which is calculated at the observation site ∆Y(k, l) of a certain critical value
a1(k) > a∗.

This methodology can be extended to more intricate trend detection rules, such as
trend detection based on linear approximation coefficients calculated on two observation
windows of varying lengths ∆Y(k, l1) and ∆Y(k, l2), l1 > l2, or a version that applies sliding
estimation using a second-order polynomial.

The second part of the suggested inertia detection methodology, which is trend con-
firmation, remains unaltered. The hypothesis of trend inertia absence, H0, suggests that
once the trend is detected at time t0, the process will reach threshold values Y(t0) + dL and
Y(t0)− dL with equal probability of H0 : p = p0 = 0.5. Here Y(t0) represents the value of
the observed process at the time of trend detection. An alternative hypothesis that suggests
trend inertia and the potential for a profitable strategy based on trends is H1 : p 6= p0 = 0.5.

As in previous studies, we will utilize both the primary stochastic process Y(t) and
its smoothed version Ys(t): Ys(t) = αY(t) + βYs(t− 1) where β = 1− α,α = 0.01− 0.02.
The Ys(t) process, representing the system component of stochastic dynamics, enables us
to isolate a purely random component of the initial stochastic process v(t) = Y(t)−Ys(t).
This is a centered random process with a distribution close to Gaussian.

The variability of the residual process D(v(t)), enables us to estimate the minimum
value of the parameter dL which determines the degree of support or rejection of the
hypothesis of a trend’s existence.

We follow a similar methodology to the prototype when carrying out computational
experiments. We analyze a polygon of stochastic data consisting of a series of EURUSD
quotations over non-overlapping 100-day observation periods. Next, a sliding observation
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window ∆Y(k, l) of size l is formed. Within this window, approximating polynomials
P(q, l) are calculated. To determine the presence of a trend, estimated coefficients of a are
compared with critical values a∗. The number of outcomes that correspond to the process
reaching a predetermined level dL are calculated to verify the presence of inertia (TP in
trading terminology). Due to the task’s symmetry, the negative outcome results in a trend
reversal and reaching the level −dL (or SL, stop loss).

It should be noted that, in trading practice, TP is usually not equal to SL. However,
this has a negligible impact on performance, as increasing the SL level (which reduces the
probability of achieving it) proportionally increases the loss size.

If the frequency of the event (reaching level dL to the total number of position openings)
m/n is approximately 0.5, it confirms hypothesis H0 that there is no inertia in the identified
trends. This means that profitable strategies based on direct trend detection will be unviable.
It is important to note that the aforementioned parameters need to be optimized for best
results.

The computational experiment parameters include the observation window l, smooth-
ing polynomial degree q, trend threshold values a*, and trend confirmation level dL.

3.8. Experiment 8

A linear approximation scheme,
∼
Y(t) = a0 + a1t, is applied to a sliding observation

window ∆Y(k, l) to confirm a trend when the linear approximation coefficient a1 is greater
than or equal to a pre-set value a∗: a1 ≥ a∗. The trend is either denied or confirmed when
the condition Y(t)= Y(t 0)± dC is met, where Y(t0) is the value of the process at the time
of trend fixation t0 and dC = 30, 50, 100 are the trend confirmation levels. The observation
window size l varies between 0.1 and 0.5 days.

For instance, Figure 5 displays Y(t) and the identified trends at the time of their
detection with a critical decision-making level of a∗ = 0.1 over a 10-day interval. The
chart depicts trend detection with asterisks, trend confirmation with diamonds, and non-
confirmed trends with circles.

1 
 

 
Figure 5. An example of an analysis of a simple strategy based on the dynamics of linear trends over an interval of 10 days. Figure 5. An example of an analysis of a simple strategy based on the dynamics of linear trends over
an interval of 10 days.
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A trend is considered to be detected if the condition |a1|≥ a∗ is met, and confirmed,
respectively, when levels Y(t)= Y(t 0)± dL are achieved.

The estimates of the probability (frequency) of achieving the trend confirmation level
for its various values dL = 25, 50, 75, 100, for the l = 0.1, 0.25, 0.5-day observation window
and for threshold values of trend detection a∗ = 0.05, 0.075, 0.1 on a 100-day observation
interval are presented in Table 9.

Table 9. Frequency of trend confirmation for various parameter values.

a* dL,p.\l,Days 0.025 0.05 0.075 0.1

0.025 25 0.50 0.48 0.49 0.49
0.025 50 0.51 0.50 0.51 0.50
0.025 75 0.50 0.50 0.50 0.51
0.025 100 0.50 0.51 0.51 0.51
0.05 25 0.50 0.48 0.48 0.50
0.05 50 0.50 0.50 0.51 0.50
0.05 75 0.50 0.50 0.51 0.50
0.05 100 0.50 0.51 0.51 0.51
0.075 25 0.50 0.49 0.49 0.49
0.075 50 0.50 0.50 0.50 0.50
0.075 75 0.50 0.50 0.51 0.51
0.075 100 0.51 0.51 0.51 0.51

0.1 25 0.50 0.48 0.48 0.49
0.1 50 0.50 0.51 0.51 0.50
0.1 75 0.50 0.50 0.50 0.50
0.1 100 0.50 0.50 0.50 0.51

The data unequivocally indicate a total lack of inertia in Y(t) across a broad spectrum
of modifications to intensity values and levels of detection and affirmation.

One issue with this experiment is the fixed level of the sliding observation window
l. A considerable delay in trend detection can be caused by a large window, resulting
in a delayed decision, and ultimately an inaccurate evaluation of the likelihood of trend
confirmation. This is illustrated in Figure 6.

 

2 

 
 
 
 

 
Figure 6. Examples of incorrect trend detection due to a delay in decision making.
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A small window can increase the sensitivity of the trend detection procedure towards
the random component. This, in turn, may result in statistical errors of type II (false alarms),
where a non-existent trend is detected.

Hence, it is advisable to approach the problem of trend detection by employing a
complex criterion that involves two sliding observation windows of varying sizes.

3.9. Experiment 9

Unlike the previous experiment, this study considers two trends using linear approxi-
mations with q = 1 for two sliding observation windows of sizes l1 and l2, where l1 > l2.
The first trend exhibits stronger smoothing characteristics, while the second one is more
sensitive to both systemic process changes and “false alarms”.

The values of l1 and l2 are 300 and 90 min counts respectively, with critical values of
the linear regression coefficient α∗1 = 0.05 and α∗2 = 0.1, and a level of trend confirmation
of dL = 75. The presence of a trend is determined when the absolute values of both linear
regression coefficients α1 and α2 exceed their critical values.

Figure 7 illustrates the application of such a scheme, with more distant trends indicat-
ing larger observation windows.

Computation 2023, 11, x FOR PEER REVIEW 14 of 21 
 

 

A small window can increase the sensitivity of the trend detection procedure towards 
the random component. This, in turn, may result in statistical errors of type II (false 
alarms), where a non-existent trend is detected. 

Hence, it is advisable to approach the problem of trend detection by employing a 
complex criterion that involves two sliding observation windows of varying sizes. 

3.9. Experiment 9 
Unlike the previous experiment, this study considers two trends using linear approx-

imations with 𝑞 = 1 for two sliding observation windows of sizes 𝑙  and 𝑙 , where 𝑙 >𝑙 . The first trend exhibits stronger smoothing characteristics, while the second one is more 
sensitive to both systemic process changes and “false alarms”. 

The values of 𝑙  and 𝑙  are 300 and 90 min counts respectively, with critical values 
of the linear regression coefficient α∗ = 0.05 and α∗ = 0.1, and a level of trend confirma-
tion of 𝑑𝐿 = 75. The presence of a trend is determined when the absolute values of both 
linear regression coefficients α  and α  exceed their critical values. 

Figure 7 illustrates the application of such a scheme, with more distant trends indi-
cating larger observation windows. 

 
Figure 7. Example of a decision-making scheme with two trends. 

Considering the outcome of implementing this program over four 100-day periods 
with varying degrees of trend confirmation dL = 25:25:100, Table 10 displays the corre-
sponding data. It is evident that the modification does not produce a favorable outcome. 

Table 10. Frequency of trend confirmation for various time intervals. 

Frequency of Trend Confirmation 𝒅𝑳, 𝐩.\𝚫𝑻 Days 1–100 Days 101–200 Days 201–300 Days 301–400 
25 0.48 0.49 0.48 0.47 
50 0.53 0.46 0.48 0.48 
75 0.53 0.50 0.49 0.45 
100 0.55 0.50 0.52 0.47 

Figure 7. Example of a decision-making scheme with two trends.

Considering the outcome of implementing this program over four 100-day periods
with varying degrees of trend confirmation dL = 25:25:100, Table 10 displays the corre-
sponding data. It is evident that the modification does not produce a favorable outcome.

Table 10. Frequency of trend confirmation for various time intervals.

Frequency of Trend Confirmation

dL,p.\∆T Days 1–100 Days 101–200 Days 201–300 Days 301–400

25 0.48 0.49 0.48 0.47
50 0.53 0.46 0.48 0.48
75 0.53 0.50 0.49 0.45

100 0.55 0.50 0.52 0.47

The problems with the previous version of this program have not been resolved.
Furthermore, the program typically only identifies trends at the time of confirming or
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denying the previous trend. There is no simultaneous detection of new trends during
confirmation, necessitating a program capable of analyzing multiple trends.

The data demonstrates minimal fluctuations in trend confirmation frequency relative
to 0.5. This conclusion can be verified through testing the statistical hypothesis H0 : p = 0.5
for the lack of a trend with U-statistics at a confidence level of α = 0.99.

3.10. Experiment 10

In this experiment, nonlinear approximations of order q = 2, 3 are additionally used
to make a decision on trend detection.

Note that when using LMS fitting by second-order polynomials, as parameters suitable
for constructing decisive statistics, we can propose the difference between the peak of the
approximating parabola Ŷ(2)(t∗) and the corresponding value of the linear approximation
Ŷ(1)(t∗). Respective plot examples for ascending and descending trends are shown in
Figures 8 and 9.
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An even more effective means of displaying trend inflection is
∫

t∈W
|Ŷ(2)(t)−Ŷ(1)(t)|,

where W is the observation window. Obviously, in areas with a monotonic trend, these
statistics will have minimal values, and in areas of trend inflections, they will show better
results.

Theoretically, such an approach could show earlier detection of the trend, and thereby
increase the probability of its confirmation. It therefore supplies a chance for a positive
solution to the question of the presence of inertia of the studied process. However, de facto
trend excesses often turn out to be “false alarms” (i.e., statistical errors of type II), and the
detection of a strong trend is carried out in its final section. In other words, this indicator is
also in the Procrustean bed between lag and false alarms.

As an example, the 100-day observation interval of the EURUSD currency pair quotes
is considered, for which changes in the first a1 and second a2 coefficients of the LMS
approximation on a sliding observation window with the size of l = 300 min counts
are calculated. The corresponding plot of the process and estimates of speed (a1) and
acceleration (a2) is shown in Figure 10.
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It is obvious that the critical values of these coefficients, if they are used in analyzing the
inertia of stochastic dynamics, must be chosen while taking into account the dynamic range
of their changes and the values of estimates of their SD s1 and s2. The corresponding range
for the first coefficient a1 is equal to ∆(a1) = [−0.329, 0.341] for the selected observation
interval, and for a2 it is ∆(a2) = [−0.0025, 0.0022]. The SDs for the same values are equal to
s1 = [0.114, 0.0008].

To register the trend, the values of the parameter a1 that plays the role of speed, in the
first approximation, can be selected at the level 0.5 · s1, namely, a∗1 = 0.057. The acceleration
value a2 should be positive and preferably at an ascending change interval. The value
dL = ±75p is selected as the level of confirmation of the presence of a trend.

The results of estimating the probability of trend confirmation at the selected level dL
for four different non-overlapping 100-day observation intervals and three values of the
sliding window w = 100, 200, 300 are shown in Table 11.
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Table 11. Frequency of trend confirmation for various widths of the sliding window.

Frequency of Trend Confirmation

w, min Days 1–100 Days 101–200 Days 201–300 Days 301–400

100 0.54 0.46 0.54 0.54
200 0.48 0.51 0.50 0.50
300 0.49 0.48 0.52 0.52

The table clearly shows the complete absence of any inertia in the dynamics of quota-
tions for the selected, relatively small dL.

Thus, from the results of statistical experiments presented above using the qualitative
characteristics of the identified trends, it can be concluded that in conditions of stochastic
dynamics, the presence of a local trend is a purely random event and the process is equally
likely to develop both in the direction of the identified trend and in the opposite direction.

Note that the delay in the moment of trend detection in relation to the current state of
the stochastic process is systemic in nature, since the detection procedure itself is based
on the use of retrospective observations. At the same time, reducing the depth of the
retrospective used in order to reduce the delay, which plays a fatal role in the development
of extrapolation strategies, inevitably leads to an increase in false alarms, i.e., the “detection”
of false trends, which leads to the same negative outcome.

Both of the above approaches lead to the conclusion that the proposed criteria do
not facilitate detecting inertia for the initial observed process Y(t). However, the system
component of YS(t), obtained via isolation from the initial time series of observations by
smoothing, will have inertia, although insignificant. This fact, of course, does not mean that
it is possible to build an effective management strategy due to the delay of the smoothed
component already described above. Reducing the degree of smoothing reduces the delay,
but leads to a proportional increase in statistical errors of the second kind—false trend
detection.

Discussion on the Analysis of Inertia in Stochastic Processes with Quantitative and
Qualitative Characteristics of Local Trends

The natural development of the above studies is their unification, in which both condi-
tions are used to detect trends. Quantitative confirmation of trend detection is carried out
by setting the fact of transition to the next level Y(k)→ Y(k) + dL or Y(k)→ Y(k)− dL ,
and qualitative confirmation by assessing the intensity of the transition. Note that in the
case of a fixed transition level, there is no need to calculate the approximation parameters.
The quality of the trend can be assessed by the time of transition dT to the level Y(k)± dC.
The following sections are devoted to the study of establishing the inertia of a process
based on the combination of quantitative and qualitative indicators of trend detection.

The algorithmic scheme shown in Figure 1 and used to check the presence of inertia
is preserved, but instead of the condition for the transition of the process to a level that is
separated from the level of the beginning of observation by dL, a more complex criterion
is used that takes into account the time of this transition dY > dL& dT < T∗. Testing the
hypothesis H0 : fN = 0.5 of the absence of a trend against the alternative H1 : fN > 0.5 was
carried out, as before, by counting the frequency of events confirming or refuting the fact
of the presence of a trend. The confidence level of the criterion based on U-statistics was
chosen to be 0.95. To check the program’s capacity, a test management task was run on
the time interval of changes in the quotations of the EURUSD currency instrument lasting
5 days. The results of testing are shown in Figure 11.
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Figure 11. Inertia analysis results on a 5-day observation interval.

Asterisks denote the process Y(k) values corresponding to the detection of an upward
or downward trend. The diamonds correspond to the values of the process at which the
trend was confirmed, and the circles correspond to the opposite event (the trend was not
confirmed).

The results shown in the figure fully confirm the effectiveness of the program and its
compliance with the algorithm of the management strategy.

3.11. Experiment 11

The method of inertia analysis, in accordance with the formalized problem described
above, consists in assessing the probability of confirming the detected trend and testing
the hypothesis H0 that this probability is equal to 0.5. For this purpose, the corresponding
program calculates the frequency of the specified event for five sufficiently large observation
segments (100 days each) of changes in the state of the observed object. For comparison,
seven different groups of parameters were used, as presented in Table 12.

Table 12. Parameter groups that determine trend detection and confirmation levels.

Groups 1 2 3 4 5 6 7

dC 75 100 50 75 75 75 75
dL 75 75 75 100 50 75 75
dT 1000 1000 1000 1000 1000 1000 1500

If we consider the first option as the basic one, then all other options are obtained from
it by increasing or decreasing one of the parameters.

The results of the analysis are shown in Table 13. The presented data demonstrate a
completely stable result confirming the hypothesis H0 that there is no significant inertia in
the observed implementation of the stochastic process.
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Table 13. Frequency of inertia confirmation for various time intervals of observation for the initial
data.

Observation Interval
Parameter Group 1–100 101–200 201–300 301–400 401–500

1 0.51 0.54 0.46 0.47 0.52
2 0.36 0.54 0.54 0.47 0.50
3 0.49 0.45 0.43 0.49 0.49
4 0.57 0.59 0.46 0.55 0.50
5 0.58 0.51 0.46 0.42 0.53
6 0.61 0.81 0.84 0.41 0.43
7 0.56 0.55 0.47 0.45 0.48

It is necessary to take into account the significant influence of the purely random
component of the observed series on the above result. In particular, in trading practice, as
a rule, a system component with a filtered random component is used. In Figure 11 the
indicated system component, formed by the sequential exponential filter with a transfer
coefficient α = 0.02 described above, is highlighted in black against the background of a
highly fluctuating series of initial observations.

Using a smoothed (“system”) component only to detect the trend, we obtain the results
of the inertia analysis given in Table 14. Similar results for the smoothed component (used
both for detecting and confirming the trend) are presented in Table 15.

Table 14. Frequency of inertia confirmation for a smoothed stochastic process and various observation
intervals using the smoothed component only to detect the trend.

Observation Interval
Parameter Group 1–100 101–200 201–300 301–400 401–500

1 0.49 0.50 0.52 0.46 0.31
2 0.46 0.46 0.48 0.45 0.57
3 0.45 0.46 0.55 0.50 0.47
4 0.41 0.52 0.51 0.48 0.50
5 0.49 0.48 0.45 0.47 0.35
6 0.49 0.46 0.51 0.44 0.40
7 0.75 0.49 0.48 0.69 0.44

Table 15. Frequency of inertia confirmation for a smoothed stochastic process and various observation
intervals using the smoothed component to detect and confirm the trend.

Observation Interval
Parameter Group 1–100 101–200 201–300 301–400 401–500

1 0.55 0.82 0.85 0.46 0.44
2 0.22 0.68 0.88 0.27 0.43
3 0.69 0.81 0.83 0.54 0.39
4 0.47 0.72 0.77 0.24 0.31
5 0.55 0.76 0.87 0.54 0.33
6 0.61 0.81 0.84 0.45 0.44
7 0.56 0.86 0.90 0.45 0.71

In the first case, an extremely small deviation in the average from the theoretical value∣∣∣ f − f0

∣∣∣= 0.016 confirms the hypothesis H0 about the absence of inertia. In the second case,

this deviation
∣∣∣ f − f0

∣∣∣= 0.101 is more significant, and at the selected level of confidence
and SD (s = σ̂ = 0.2082), the hypothesis H0 should be rejected.
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4. Conclusions

The main conclusion of this paper is that there is a complete absence of inertia in
stochastic processes, as demonstrated by the given examples. This means that building
management strategies based solely on trend analysis is futile.

In complex non-stationary processes, various effects of long-term memory are rarely
absent. In stochastic processes, such effects may take place and are detected. In this paper,
it is shown that short-term forecasts are possible not only on the basis of estimating the
properties of heteroskedasticity, but also on the basis of local processing of data subjected
to preliminary bilateral smoothing on a sliding window.

Although inertia is present in the smoothed process, it does not contradict the conclu-
sion about the possibility of constructing effective predictive management. This is because
the smoothing process uses retrospective data, causing the smoothed curve to be delayed
in relation to the original series of observations. This delay leads to a delay in manage-
ment decisions, resulting in a significant loss in management efficiency in conditions of
inertia-free dynamics.

Reducing the memory depth of the smoothing or forecasting filter can reduce this
delay, but it also increases the occurrence of type II errors or “false alarms.” The trade-off
between lag and false alarms is well known to specialists in technical analysis of market
asset dynamics. The errors here may be estimated statistically by averaging the previously
observed segments of the process.

In stochastic processes it is possible to achieve a small gain due, in particular, to prelim-
inary smoothing of data. The practical significance of this research lies in recommending a
preliminary analysis of inertia in the initial time series using the methodology described in
the article. If the analysis yields a negative result, it is not recommended to use predictive
management strategies based on trend analysis. Instead, well-known management tech-
nologies based on fundamental analysis, analytical research, and oscillatory estimates can
be used.

Moreover, it is important to consider that while trend analysis may not be effective
for stochastic processes due to their lack of inertia, there may be other machine learning
or statistical methods that could provide some predictive power. For instance, nonlinear
dynamics or machine learning algorithms could potentially capture some aspects of these
complex systems.

Additionally, the absence of inertia does not necessarily mean that these processes are
completely unpredictable. They may still exhibit certain patterns or structures that could
be exploited for prediction or control purposes. However, these patterns are likely to be
highly complex and non-intuitive, requiring sophisticated methods for their detection and
utilization.

Finally, it is worth noting that even though trend-based strategies may not be effective
for stochastic processes, they could still provide valuable insights when used in conjunction
with other methods. For example, trend analysis could help identify periods of relative
stability or predictability within an otherwise stochastic process. These “windows of
opportunity” could then be exploited using other strategies or tools.

The main conclusion of this paper is that there is a complete absence of inertia in the
regarded processes, as demonstrated by the given examples. This means that building
management strategies based solely on trend analysis is futile.
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