Bayesian Angular Superresolution Algorithm for Real-Aperture Imaging in Forward-Looking Radar
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Abstract: In real aperture imaging, the limited azimuth angular resolution seriously restricts the applications of this imaging system. This report presents a maximum a posteriori (MAP) approach based on the Bayesian framework for high angular resolution of real aperture radar. First, Rayleigh statistic and the $l_q$ norm (for $0 < q \leq 1$) sparse constraint are considered to express the clutter property and target scattering coefficient distribution, respectively. Then, the MAP objective function is established according to the hypotheses above. At last, a recursive iterative strategy is developed to estimate the original target scattering coefficient distribution and clutter statistic. The comparison of simulations and experimental results are given to verify the performance of our proposed algorithm.
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1. Introduction

Real aperture imaging is a noncoherent imaging system, which is suitable for any geometry situation. This imaging system can be widely used in many applications, such as environmental monitoring and disaster rescue. In a real aperture scanning radar system, we usually transmit the linear frequency modulation (LFM) for high resolution in the range dimension [1]. However, in the azimuth dimension,
the angular resolution is determined by the real aperture width and antenna wavelength. Few techniques can break the limitation of antenna aperture to realize high azimuth resolution. The low azimuth angular resolution seriously influences the application of this imaging system [2]. It is significant for us to propose effective methods to improve the azimuth angular resolution.

Recently, some approaches have been proposed to enhance the spatial resolution [3–10]. In [9,10], the researchers introduced the spectrum estimation methods to enhance the azimuth angular resolution of a real aperture image. However, how to collect enough snapshots to realize the high estimation precision of the covariance matrix is difficult for the mechanical scanning radar system. The iterative adaptive approach (IAA) is a novel approach that could significantly decrease the requirement of snapshots [11–13]. Some effects have been obtained by applying this approach to the real aperture angular superresolution problem [14,15]. However, the computational complexity of this algorithm is too high for practical applications. The truncated singular value decomposition (TSVD) is an effective reconstruction method for the high spatial resolution of radiometer data [16–19]. The basic idea of TSVD is to truncate the SVD solution to discard the components dominated by noise. This method can be extended to the real aperture imaging problem for the superresolution of both the range dimension and the azimuth dimension.

Another class of deconvolution algorithms is based on the Bayesian framework. It has been developed and successfully applied to the high-resolution problem of radar imaging, including SAR imaging, MIMO signal processing, etc. [20–22]. In these references above, the maximum a posteriori (MAP) algorithm was proposed based on the assumptions that the statistic of noise obeys a Gaussian or a Poisson distribution. Besides, prior information was used for high angular resolution and image quality. Tikhonov regularization is a classic regularization method that uses the Euclidean norm to realize resolution enhancement and denoising [23,24]. In addition, the sparse constraint was usually considered as the prior information of the target distribution in real aperture imaging because the major application of real aperture radar is to obtain the amplitude and position information of a strong scattering target, and in most cases, the distribution of the strong scattering target is sparse relative to the imaging area. Furthermore, using the sparse constraint also could reduce the impact of noise amplification, which is one of the major drawbacks of the Bayesian deconvolution method. The $l_1$ norm is the most common sparse constraint in sparse signal recovery algorithms; however, some recent research shows that other sparse constraints could also realize high signal recovery performance. In [25], it has been proven that the $l_q$ norm (for $0 < q \leq 1$) -based technique gave a sparser and more accurate estimation result than the $l_1$ norm-based technique. It also has been demonstrated by the simulation results of MIMO and SAR imaging that this sparsity-promoting constraint provided better signal recovery capability than the $l_1$ norm-based technique [20,26]. Therefore, we introduce this sparse constraint to real aperture imaging for high angular superresolution performance.

In the present report, we first adopt the Rayleigh statistic to describe the amplitude characteristic of clutter for the following two reasons: (1) according to the central limit theorem, it has been assumed that the real and the imaginary parts of the received signals follow a Gaussian distribution, which in turn, leads to the Rayleigh distribution as the amplitude distribution model [27]; (2) this distribution has been employed to describe the clutter property of some natural scenes, such as the sea surface when imaged by a coarse resolution radar or when the long wave structure is negligible [28,29]. Then, the mentioned $l_p$
norm sparse constraint is considered as the prior information of the scattering target distribution. Finally, a recursive iterative strategy is developed to estimate the unknown statistic parameter of the Rayleigh distribution and to recover the original target distribution.

This report is organized as follows: In Section 2, we will begin our discussion by introducing the real aperture signal model. In Section 3, the Tikhonov regularization method and Richardson-Lucy (RL) algorithm are introduced first. Then, the MAP objective function of the proposed algorithm is established according to the hypothesized distributions of the clutter and target. In addition, the derivation of the objective function is described in detail. In Section 4, some simulations and real measured data are offered for the comparison of the proposed MAP algorithm with two traditional deconvolution techniques. Conclusions are given in Section 5.

2. Signal Model of the Real Aperture Image

Figure 1 shows the working model of the real aperture scanning radar.

![Figure 1. Geometric model of the real aperture scanning radar.](image)

The antenna transmits LFM signals and sweeps across the detection scene with clockwise mechanical movement. Some targets are located at the detection scene with different range positions and azimuth angular variables. The received echo can be written as the following two-dimensional convolution model after the operation of pulse compression in the range dimension:

\[ s(r, \theta) = h(r, \theta) \otimes f(r, \theta) \]  

where \( \otimes \) is the convolution operator, \( s(r, \theta) \) is the received two-dimensional signal, \( r \) and \( \theta \) represent the range and angular variable of the two-dimensional signal, respectively, \( h(r, \theta) \) is the two-dimensional convolution kernel function and \( f(r, \theta) \) is the target scattering distribution. In the range dimension, the convolution kernel function is the the sinc function, and the range resolution is defined as the 3-dB width...
of the sinc function, which can be calculated by \( c/2B \), where \( c \) is the velocity of microwave transmitting and \( B \) is the bandwidth of the transmitted signal. We can easily achieve high range resolution by transmitting a large bandwidth signal. However, in the azimuth dimension, the convolution kernel function is the antenna pattern, and the azimuth angular resolution is determined by \( \lambda/D \), where \( \lambda \) is the wavelength of the carrier signal and \( D \) is the size of the antenna aperture. For the typical antenna and working distance, the azimuth resolution is much less than the range resolution. This report presents a novel deconvolution method for high azimuth angular resolution. The received real aperture signal of the observation range profiles could be expressed in matrix form as:

\[
s = \mathbf{Hf} + \mathbf{n}
\]

where \( s \) and \( f \) represent the measurement range profiles and unknown target amplitude profiles, which are rearranged in the azimuth dimension with size \( NM \times 1 \), \( N \) is the discrete sampling number of the range dimension, which can be calculated by:

\[
N = (R/c + 2 \cdot T) \cdot frs
\]

where \( R \) denotes the imaging area of range dimension, \( c \) denotes the speed of light, \( T \) denotes the time width of transmitted signal and \( frs \) denotes the sampling frequency of the range dimension. The discrete sampling number in the azimuth dimension is:

\[
M = PRF \cdot \varphi/\omega
\]

where \( PRF \) denotes the pulse repetition frequency of the transmitted signal, \( \varphi \) denotes the scanning area in the azimuth dimension and \( \omega \) denotes the scanning speed. Because the number of strong scattering targets is sparse relative to the dimension of the received echo in most cases, therefore most elements of \( f \) are supposed to be zero, and the sparse constraint can be considered as the prior information for superior angular resolution. Vector \( \mathbf{n} \) represents the clutter profiles, which are rearranged in the azimuth dimension with dimension \( NM \times 1 \), and the amplitude of this clutter vector obeys the independent Rayleigh distribution with unknown statistic parameter \( \sigma \). In the next section, we propose a recursive strategy to accurately estimate this unknown parameter for high angular superresolution performance. Matrix \( \mathbf{H} \) is the rearranged measurement matrix with size \( NM \times NM \). This matrix is composed of
convolution matrix $H_{M \times M}$, and $H_{M \times M} = [h_1, h_2, \cdots, h_M]$ is the convolution measurement matrix of the single range unit, which can be written as:

$$H_{M \times M} = \begin{bmatrix} h_1 & h_M & h_{M-1} & \cdots & h_2 \\ h_2 & h_1 & h_M & \cdots & h_3 \\ h_3 & h_2 & h_1 & \cdots & h_4 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ h_M & h_{M-1} & h_{M-2} & \cdots & h_1 \end{bmatrix}$$  (5)

where the elements of Equation (3) are the weighted value of the antenna pattern to the corresponding target at different sampling times. Equation (2) could be regarded as the classical signal recovery problem in estimation theory. In the next section, the MAP deconvolution algorithm is proposed based on the practical property of the clutter and target.

3. Angular Superresolution for Real Aperture Radar

In this section, we first introduce two traditional superresolution methods and discuss the shortcomings if we directly apply these methods to the real aperture imaging. Then, we propose the MAP deconvolution method based on the Bayesian framework.

3.1. Tikhonov Regularization

Tikhonov’s method solves the problem Equation (2) based on least squares (LS) estimation, with Euclidean norms. A common version of Tikhonov’s method takes the form:

$$\min_f \{ \|Hf - s\|_2^2 + \lambda \|f\|_2^2 \}$$  (6)

where $\lambda$ is a positive constant, which controls the trade-off between $\|Hf - s\|_2^2$ and $\|f\|_2^2$. This Tikhonov regularization problem has the analytical solution:

$$f = (H^T H + \lambda I)^{-1} H^T s$$  (7)

This method has limited performance for azimuth angular resolution. Besides, this method needs to do a balance between image quality and resolution in low signal-to-clutter ratio (SCR) condition. It improves the azimuth angular solution at the cost of image quality.

3.2. Richardson-Lucy Superresolution Algorithm

The Richardson-Lucy (RL) algorithm is a classic maximum likelihood (ML) superresolution approach based on Bayesian framework. This algorithm has been widely used in optical imaging and confocal microscope imaging for many years [30,31]. Recently, some references introduced this algorithm to radar signal processing to enhance the azimuth angular resolution of the scanning radar [22].
The MAP estimation is to solve the following problem:

$$\hat{f} = \arg \max_{f} p(f/s) = \arg \max_{f} p(s/f) p(f)$$

$$= \arg \min_{f} \{- \ln p(s/f) - \ln p(f)\}$$

where $p(f/s)$ is the a posteriori probability and $p(s/f)$ is the likelihood probability, $p(f)$ is the prior knowledge of the target. Using the negative logarithm operation is convenient for the calculations.

The RL algorithm based on the assumptions that the noise in each observed cells is independent and obeys the Poisson distribution. Besides, it is assumed that the target scattering coefficient obeys the uniform distribution that makes the MAP estimation equal to the ML estimation:

$$\hat{f} = \arg \max_{f} p(f/s) = \arg \max_{f} p(s/f) = \arg \min_{f} \{- \ln p(s/f)\}$$

Now, the objective function can be written as:

$$p(s/f) = \prod_{i=1}^{NM} \frac{(Hf)_i s_i \exp \left( -(Hf)_i \right)}{(s_i)!}$$

where $i$ is the sampling cell, $(Hf)_i = \sum_{j=1}^{NM} h_{ij} f_j$. After the negative logarithm operation, the objective function becomes:

$$J(f) = -\ln p(s/f) = \sum_{i} \{(Hf)_i + \ln[s_i!] - s_i \ln[(Hf)_i]\}$$

We can obtain the ML solution by setting the gradient of $J(f)$ to zero, with $\sum h(i) = 1$:

$$H^T \left( \frac{s}{Hf} \right) = 1$$

where $(\cdot)^T$ means the transposed matrix. Then, the RL algorithm adopts a multiplicative iterative method to obtain the following iterative expression:

$$f_{k+1} = f_k \left[ H^T \left( \frac{s}{Hf_k} \right) \right]$$

where $k + 1$ and $k$ are the iterations. Although this algorithm obtained some effects in radar imaging, the assumption that noise obeys a Poisson distribution does not satisfy the actual noise or clutter characteristic. Besides, the phenomena of image distortion and noise amplification cannot be avoided in the low SNR condition, because little prior information of target is considered in this algorithm.

3.3. Proposed MAP Deconvolution Algorithm

In the proposed algorithm, we adopt the Rayleigh statistic to express the distribution property of the clutter amplitude. For the model of speckle and clutter in SAR and the sea clutter image, we
consider that a resolution cell is composed of many independent scatterers, and each scatterer obeys an
independent, zero mean, identically complex Gaussian distribution [32,33]. Therefore, the amplitude
of each resolution cell obeys the Rayleigh distribution according to the central limit theorem. In
the common application of a real aperture system, the footprint is sufficiently large to contain many
independent scatterers. Therefore, we assume that the amplitude of the clutter at each sampling cell
obeys an independent Rayleigh distribution. The likelihood probability can be written as:

\[ p(s/f) = \prod_{i=1}^{NM} \left( \frac{s_i - (Hf)_i}{\sigma^2} \right) e^{-\left(\frac{(s_i - (Hf)_i)^2}{2\sigma^2}\right)} \] (14)

In this report, the sparse constraint is considered as the prior information of the target distribution
in the following three aspects: First, a major goal of angular superresolution is to realize the precision
estimation of a strong scattering target. Second, the distribution of the strong scattering target is sparse
relative to the imaging area in most applications of real aperture imaging. At last, when the sampling
number is less than the target number in the azimuth dimension, the sparse constraint still applies.
Therefore, the proposed algorithm employs the following sparse constraint as the prior information:

\[ p(f) \propto \prod_{i=1}^{NM} \exp \left[ -\frac{2}{q} (|f_i|^q - 1) \right] \] (15)

where \( 0 < q \leq 1 \). When \( q = 1 \), \( p(f) \propto \exp \left( -2\|f\|_1 \right) \) becomes Laplace distribution. Now, the
algorithm can be regarded as the Rayleigh-based \( l_1 \) norm deconvolution algorithm. When \( q \rightarrow 0 \), the
prior term becomes \( p(f) \propto \prod_{i=1}^{NM} \left( 1/|f_i|^2 \right) \). In general, the prior corresponding to a smaller \( q \) has a sharper
peak at zero and provides sparser estimates in Bayesian inference. It has been proven that this sparse
constraint provides better signal recovery performance than the \( l_1 \) norm constraint in MIMO and SAR
imaging [20,26]. Substituting Equations (14) and (15) into Equation (8), the MAP objective function is:

\[ g(f) = p(s/f) p(f) = \prod_{i=1}^{NM} \left( \frac{s_i - (Hf)_i}{\sigma^2} \right) e^{-\left(\frac{(s_i - (Hf)_i)^2}{2\sigma^2}\right)} \cdot \prod_{i=1}^{NM} \exp \left[ -\frac{2}{q} (|f_i|^q - 1) \right] \] (16)

By using the negative logarithm operation, the objective function becomes:

\[ \varphi(f) = -\ln g(f) = \sum_{i=1}^{NM} \left[ -\ln \left( \frac{s_i - (Hf)_i}{\sigma^2} \right) + \frac{(s_i - (Hf)_i)^2}{2\sigma^2} \right] + NM \ln \sigma^2 + \sum_{i=1}^{NM} \frac{2}{q} (|x_n|^q - 1) \] (17)
where the statistic parameter of Rayleigh distribution is unknown. We employ the maximum likelihood estimation (MLE) to estimate it first [34]. Letting \( g_1, \ldots, g_N \) be a sampling series of sea clutter data with size \( NM \), the log-likelihood function of Rayleigh distribution can be written as:

\[
\gamma (g_1, \sigma) = NM \ln \sigma^2 - \sum_{i=1}^{NM} g_i^2 \sum_{i=1}^{NM} \frac{(g_i)^2}{2\sigma^2} \quad (18)
\]

Then, we compute the gradient of (18) with respect to \( \sigma \):

\[
\frac{\partial (\gamma (g_1, \sigma))}{\partial \sigma} = 2NM \sigma - \frac{1}{\sigma^3} \sum_{i=1}^{NM} (g_i)^2 = 0 \quad (19)
\]

The MLE of \( \sigma^2 \) is:

\[
\sigma^2 = \frac{\sum_{i=1}^{NM} (g_i)^2}{2NM} \quad (20)
\]

In real aperture imaging, \( g_i \) can be replaced by \( s_i - (Hf)_i \). Now, Equation (20) becomes:

\[
\sigma^2 = \frac{\sum_{i=1}^{NM} (s_i - (Hf)_i)^2}{2NM} \quad (21)
\]

We can substitute the coarse initial iterative value of \( f \) to calculate \( \sigma^2 \). However, this operation may cause the serious estimation error of the original target distribution. Here, we adopt a recursive iterative strategy for high estimation accuracy. First, we calculate the gradient of (17) with respect to \( f \):

\[
\nabla \varphi (f) = H^T \frac{1}{s - Hf} - \frac{1}{\sigma^2} H^T (s - Hf) + P^{-1} f \quad (22)
\]

where \( P = diag \{ p_1, \ldots, p_{NM} \} \) and \( p_i = |f_i|^{2-q} \). We can now minimize Equation (22) by letting \( \nabla \varphi (f) = 0 \). Then, we solve for \( f \) by an iterative strategy, because Equation (22) is a nonlinear function. The simple solution of Equation (22) is:

\[
f = (H^T H + \sigma^2 P^{-1})^{-1} \left( H^T s - \sigma^2 H^T \frac{1}{s - Hf} \right) \quad (23)
\]

Now, we substitute the initial values of \( f \) and \( \sigma^2 \), which were computed by the coarse least square estimation (LSE) and maximum likelihood estimation (MLE) into Equation (23), to compute a new solution. The new estimation is also substituted into Equation (21) to update \( \sigma^2 \). Equations (21) and (23) to construct the recursive iterative strategy. The iterative expression is:

\[
f_{k+1} = (H^T H + (\sigma^2)_k (P_k)^{-1})^{-1} \left( H^T s - (\sigma^2)_k H^T \frac{1}{s - Hf_k} \right) \quad (24)
\]
where \( k + 1 \) and \( k \) are the iterative numbers, \( P_k = \text{diag}\{(p_1)_k, \cdots, (p_{NM})_k\} \) and \( (p_i)_k = |(f_i)_k|^{2-q} \).

\[(\sigma^2)_k = \frac{\sum_{i=1}^{NM} (s_i - (Hf)_i)^2}{2NM} \]

(25)

4. Results and Discussion

In this section, we show the simulation results of the proposed MAP algorithm in comparison to the Tikhonov regularization and RL algorithms. First, we consider the simulation examples of the point target under different SCR conditions. Then, we generate the scenes by a SAR image to carry out the simulations. The results of real measured data are shown at the end of this section.

4.1. Point Target Simulation

Figure 2 shows the target distribution and antenna pattern. In Figure 2a, three groups of extended targets with the same amplitude are distributed in the scanning imaging area. The width of the point targets is about 0.3°. Figure 2b shows the antenna pattern which the 3 dB width is 3°. Other important simulation parameters are given in Table 1. Figures 3 and 4 are the simulation results in different SCR conditions. The SCR is defined as:

\[ SCR = 20\log_{10}\frac{\|f\|_2}{\|s - Hf\|_2} \]

(26)

**Figure 2.** Extended point targets distribution and antenna pattern.
Table 1. Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
<td>9.6</td>
<td>GHz</td>
</tr>
<tr>
<td>Band width</td>
<td>30</td>
<td>MHz</td>
</tr>
<tr>
<td>Antenna scanning velocity</td>
<td>30</td>
<td>°/s</td>
</tr>
<tr>
<td>Antenna scanning area</td>
<td>−12 ∼ +12</td>
<td>°</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>2000</td>
<td>Hz</td>
</tr>
<tr>
<td>Working distance</td>
<td>10</td>
<td>km</td>
</tr>
</tbody>
</table>

The SCR is 25 dB in the simulations of Figure 3. Figure 3a shows the real aperture signal, which had very low azimuth angular resolution. We cannot estimate the number and position of these targets. Figure 3b–e shows the superresolution results processed by different algorithms. In the simulations, the Tikhonov regularization algorithm had limited superresolution performance. The red and blue lines were the superresolution results when the regularization parameter $\lambda$ was set to five and one, respectively. This algorithm also faced a trade-off between the image quality and resolution. High resolution was at the cost of noise amplification. Compared to the Tikhonov regularization algorithm, the RL algorithm had better superresolution performance. This algorithm sharpened the isolated target and improved the resolution, but this algorithm cannot totally distinguish the adjacent targets. In general, our algorithm achieved the best angular superresolution performance. Different values of $q$ both realized a high resolution. Even if some false targets with a small amplitude appeared in the simulation results, it has a small effect for practical application. However, we need to make a trade-off between the resolution and contour features of the image. We can select a small value of $q$ for a higher resolution or we can consider $q \rightarrow 1$ for better contour features. We need to choose a suitable value of $q$ according to the practical requirement.

Figure 4 shows the simulation results when the SCR is 20 dB. Obviously, the RL algorithm and Tikhonov regularization had performance degradation with the decrease of SCR. In the simulation results of the two algorithms, some false targets with strong normalization amplitudes appeared. In Figure 4b, the isolated target at 9.5° became two targets. This phenomenon became much worse in the simulation results of Tikhonov regularization. The noise amplified to an unacceptable level when $\lambda = 1$. In the simulation results of the proposed algorithm, the performance degradation is under an acceptable level. The proposed algorithm still sharpened the isolated target and distinguished the adjacent targets.
Figure 3. Simulation results of extended point targets when the signal-to-clutter ratio (SCR) is 25 dB. (a) Real aperture signal. (b) Richardson-Lucy (RL) algorithm. (c) Tikhonov regularization with different regularization parameters. (d) Proposed algorithm when $q = 1$. (e) Proposed algorithm when $q = 0.9$. 
Figure 4. Simulation results of extended point targets when the SCR is 20 dB. (a) Real aperture signal. (b) RL algorithm. (c) Tikhonov regularization with different regularization parameters. (d) Proposed algorithm when $q = 1$. (e) Proposed algorithm when $q = 0.9$. 
4.2. Scene Simulation

Figures 5 and 6 show the simulation results of the same scene, which are distributed in different scanning imaging regions. We select $q = 0.95$ in the two group of simulations, because this parameter made a good balance between the resolution and contour features of the image. The SCR in the two group simulations are both 20 dB, and the working distance is 20 km. In Figure 5, the scene was distributed in the $-10^\circ$ to $10^\circ$ area. Figure 5c–f shows that all of these techniques successfully improved the azimuth angular resolution, because the angular interval of adjacent targets was similar to the real aperture width. However, some targets were distorted in the simulation result of the RL algorithm. Besides, in the simulation results of Tikhonov regularization, the spots that were caused by the noise amplification influenced the image quality to a certain extent. The proposed algorithm exhibited the best superresolution capability. After the processing of the proposed MAP algorithm, the width of recovered point targets was almost equal to the original targets. Besides, the loss of the scattering coefficient had a small effect on the practical application.

In Figure 6, the scene was distributed in the $-5^\circ$ to $5^\circ$ area. The angular interval of different targets was about half of the real aperture width, which caused the overlap of the received echo. We can clearly find the performance degradation in the simulation results of the RL algorithm and Tikhonov regularization. In Figure 6c, the phenomenon of target distortion seriously influenced the estimation the target number and position. In Figure 6d,e, most of the targets cannot be resolved, and noise amplification still impacted the image quality. In Figure 6f, we can find that the proposed MAP algorithm still had high performance. The resolution was improved, and the noise was suppressed. The simulation results of the scene could verify the effectiveness of our proposed algorithm.
Figure 5. Simulation results of the scene when the imaging region is from $-10^\circ$ to $10^\circ$.

(a) Original scene. (b) Real aperture image. (c) RL algorithm. (d) Tikhonov regularization when $\lambda = 1$. (e) Tikhonov regularization when $\lambda = 5$. (f) Proposed MAP algorithm when $q = 0.95$. 
Figure 6. Simulation results of the scene when the imaging region is from $-5^\circ$ to $5^\circ$. (a) Original scene. (b) Real aperture image. (c) RL algorithm. (d) Tikhonov regularization when $\lambda = 1$. (e) Tikhonov regularization when $\lambda = 5$. (f) Proposed MAP algorithm when $q = 0.95$. 
4.3. Real Measured Data

The performance of the new method can also be proven by real measured data. Here, the measured X-band radar data were employed to verify the performance of the proposed MAP algorithm.

Figure 7 is the measured data from a far distance scene, which was recorded by a real aperture scanning radar. Figure 7a shows that the real aperture image had limited azimuth resolution after the operation of pulse compression. Figure 7b,c shows the superresolution results of the RL algorithm and the proposed MAP algorithm, respectively. We selected $q = 0.95$ in the simulation of the proposed algorithm. By testing the target width before and after the processing of the proposed and the RL algorithm, we can find that the proposed algorithm improved the resolution of the strong scattering target about four times. The RL algorithm only improved the angular resolution about two times. The measured data also demonstrate that the proposed algorithm is an effective method for the real aperture imaging.

![Figure 7](image-url)
5. Conclusions

The azimuth angular superresolution problem has received much attention in recent years, but little work on the angular superresolution of a real aperture scanning radar has been reported. This radar system has wide potential applications, such as the superresolution of a stationary platform and the forward-looking region of a motion platform. The deconvolution method based on the MAP criterion was proposed to deal with the low azimuth resolution problem, because the azimuth dimension of the real aperture scanning radar can be regarded as the convolution of the target scattering coefficient and antenna pattern.

For high superresolution precision in clutter background, the common clutter property and target distribution were considered in the proposed MAP algorithm. Simulations and real measured data show that the proposed method can effectively improve the azimuth resolution and reduce the interference of clutter. This approach could be widely applied in the detection and tracking of a strong scattering target. Besides, this approach also could be applied to the Direction Of Arrival estimation of array signal processing.
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