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Abstract: In order to improve the accuracy and real-time of all kinds of information in the 

cash business, and solve the problem which accuracy and stability is not high of the data 

linkage between cash inventory forecasting and cash management information in the 

commercial bank, a hybrid learning algorithm is proposed based on adaptive population 

activity particle swarm optimization (APAPSO) algorithm combined with the least squares 

method (LMS) to optimize the adaptive network-based fuzzy inference system (ANFIS) 

model parameters. Through the introduction of metric function of population diversity to 

ensure the diversity of population and adaptive changes in inertia weight and learning 

factors, the optimization ability of the particle swarm optimization (PSO) algorithm is 

improved, which avoids the premature convergence problem of the PSO algorithm. The 

simulation comparison experiments are carried out with BP-LMS algorithm and standard 

PSO-LMS by adopting real commercial banks’ cash flow data to verify the effectiveness of the 

proposed time series prediction of bank cash flow based on improved PSO-ANFIS optimization 

method. Simulation results show that the optimization speed is faster and the prediction accuracy 

is higher. 

Keywords: time series prediction; bank cash flow; adaptive network-based fuzzy inference 

system; particle swarm optimization algorithm 
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1. Introduction 

In recent years, time series modeling and prediction are one of the most active research topics in 

academic research and engineering practice [1–2]. Time series modeling is usually a chronological series 

of observed data (information) according to the time sequence, whose values are sampled at invariable 

time intervals. Researchers often predict future changes based on the historical data. For example, 

according to the situation in the past or the current period of the market sales, changes of stock prices, 

population growth and the bank’s deposits and withdrawals in the future are predicted. Time series 

forecasting affects the life of people everywhere, so it has an important practical significance and 

research prospects in every field of today’s society, which is also an important direction in the computer 

application field.  

The bank cash flow forecasting management information system is designed to create a system 

management platform for the prediction and analysis of commercial bank cash flow. It will realize the 

cash flow data statistics summary, the cash flow short-term and long-term predictions, and the 

management information related to commercial bank cash flow under three levels: secondary branches 

(Cash Operation Center), branch (Business Library) and Network. Its purpose is to provide effective 

data of all levels of organization to analyze and assess cash business operation conditions. It will also 

provide effective system management means for the cash operation managers and decision-making 

people at all levels. 

Artificial neural network (ANN) is a very good approximation method, which has characteristics of 

adaptive and self-learning [3–4]. However, ANN is easy to fall into local minimum. Combined with the 

fuzzy inference system, a new kind of nonlinear prediction method was proposed, namely: adaptive 

neural fuzzy inference system (ANFIS) [5]. This method can use both fuzzy rules and the structure of 

the neural network to realize adaptive self-learning, thus the prediction accuracy is higher than the single 

artificial neural network. In order to further improve the prediction precision of the adaptive ANFIS 

system, the PSO algorithm is also applied to optimize its structure parameters. A new hybrid approach, 

combining particle swarm optimization and adaptive-network-based fuzzy inference system for short-term 

wind power prediction in Portugal is proposed, forecasting accuracy is attainable using the proposed 

approach [4–6]. The radial basis function neural network (RBFNN) with a nonlinear time-varying 

evolution particle swarm optimization (NTVE-PSO) algorithm is developed, and Simulation results 

illustrate that the proposed NTVE-PSO-RBFNN has better forecasting accuracy and computational 

efficiency for different electricity demands [7–10]. An improved PSO-based artificial neural network 

(ANN) is developed, the results show that the proposed SAPSO-based ANN has a better ability to escape 

from a local optimum and is more effective than the conventional PSO-based ANN [11–14]. A training 

algorithm is based on a hybrid of particle swarm optimization (PSO) and evolutionary algorithm (EA) 

to predict the 100 missing values from a time series of 5000 data points, where experimental results 

show that PSO-EA algorithm is effective [15]. 

Aiming at the existed problem in the prediction of commercial bank cash flow, a hybrid learning 

algorithm is proposed based on an improved PSO algorithm combined with LMS to optimize the ANFIS’ 

configuration parameters, which is adopted to realize the prediction of cash flow time series. The 

simulation results show the effectiveness of the proposed method. The paper is organized as follows: in 

Section 2, the technique of the adaptive network-based fuzzy inference system (ANFIS) is introduced. 



Information 2015, 6 302 

 

 

The optimization of ANFIS parameters based on improved PSO-LMS algorithm is presented in Section 3. 

The simulation experiments and results analysis are introduced in detail in Section 4. Finally, the 

conclusion illustrates the last part. 

2. Adaptive Network-Based Fuzzy Inference System (ANFIS) 

J.-S.R. Jang proposed an adaptive network-based fuzzy inference system (ANFIS) based on the T-S 

model in the early 1990s [17]. It is a new type of neural network, whose main feature is the organic blend 
of fuzzy logic and neural network. Sugeno  Fuzzy model, also known as TSK fuzzy model, was put 

forward by Takagi, Sugeno and Kang [4], which is a systematic method to produce fuzzy rules based on 

a given input-output data set. Because the linearity of rules depends on the system input variables, the
Sugeno  model is an ideal multivariable controller, which can be applied to nonlinear dynamic systems 

with variety operating conditions.  

The typical structure of ANFIS is shown in Figure 1 [17]. Assume that the considered fuzzy inference 
system has two inputs x and y, single output f. For the first order Sugeno  fuzzy model, the common rule 

set with two fuzzy if then  rules is described as follows. 

Rule 1: if x is A1 and y is B1, then: 

1 1 1 1f p x q y r    (1)

Rule 2: if x is A2 and y is B2, then: 

2 2 2 2f p x q y r   (2)
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Figure 1. Typical ANFIS structure diagram. 

It can be seen from the ANFIS structure that the system has two adaptation layers (layer 1 and layer 4). 

The first layer has three adjustable premise parameters related to input membership functions. The fourth 

layer has three adjustable conclusions parameters related to the first-order polynomial. The root mean 

square error (RMSE) under the current premise parameters and conclusion parameters is calculated by: 
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3. Optimization of ANFIS Parameters Based on Improved PSO-LMS Algorithm  

3.1. Improved PSO Algorithm 

In order to avoid the algorithm’s premature fall into local optimum and improve the population 

diversity and the convergence precision, the metric function of population diversity is defined based on 

the analysis of the convergence of the PSO algorithm. An adaptive population activity particle swarm 

optimization (APAPSO) algorithm is proposed according to the relationship between the population 

diversity and particle velocity. In this proposed improved PSO algorithm, the inertia weight is adjusted 

adaptively on the basis of the changes of the population diversity and regulation function, so as to improve 

the particle swarm diversity and the ability of the algorithm jumping out of the local optimal solutions. 

3.1.1. Metric Function of Population Diversity  

The population diversity reflects the distribution of particles in the searching space. The active degree 

of particles can be expressed by the current velocity of particles. The higher the active degree, the bigger 

the search scope of the population, therefore the diversity of the population can be reflected through the 

population activity. The average activity level of the population particles can be quantified as the mean 

square error of velocities. So it can be very good to understand and grasp the current state of the entire 

population by studying the changes in the size of population velocity mean square error. The speed of the 

population particle mean square error is defined as the population activity, which is described as follows: 

   

 
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(4)

where t is the number of iterations; N and D are the number of particles and the spatial dimension 

respectively; vij is j-th dimensional velocity of the i-th particle; vavg represents the average velocity of the 

particle swarm. 

The above definition shows that the group velocity variance PA(t) can reflect the extent of the 

aggregation of all particles in the solution space, that is to say the diversity of particles in the population. 

The smaller the PA(t), the smaller the diversity of particles. Conversely, the diversity is bigger. Iterative 

search of particles is a non-linear optimization process. The current iteration algebra t of particles can be 

understood as a moment for the particles in the search process. Because the inertia weight in the PSO 

algorithm is between 0 and 1, therefore, the metric function of the population diversity is designed as follows: 

   2
1 arctanF t PA


 

 
(5)

where the value of F(t) is the diversity of the population metric function at the t time. According to the 

Equation (5), when the population activity is smaller, the F(t) value is larger. Conversely, when the 

population activity is larger, the F(t) value is smaller. When the velocity mean square error of the particle 

swarm decreases gradually to zero, it indicates that the diversity of the population continues to decrease 
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and the particles tend to be consistent gradually, which shows that the size of the population diversity 

measure function value can represent the difference between the particles in the population. 

3.1.2. Adaptive Inertia Weight Adjustment Mechanism 

The studies have shown that with the running of PSO algorithm, the individual particles in the 

population will tend to be consistent eventually. Thus the value of the function F(t) will be bigger and 

bigger. Therefore, it cannot only be relied to represent the population diversity. At present most of the 

literature widely adopts linear decreasing strategy of inertia weight, that is to say w will decline in the 

constant speed with the number of iterations t. Because the strategy with weight values is small in the 

later algorithm, the global search ability is weak. So it will make the algorithm is easy to fall into local 

optimum and the constant speed decreasing will also reduce the efficiency of searching. As the iteration 

proceeds, F(t) should be weakened. Therefore, the regulatory function φ(t) is introduced, which is shown 

in the Equation (6): 

   2 2exp 2

3

t t

T

 



     
  

(6)

where t is the number of current iteration; T is the epoch of algorithm termination. When T is 300, the 

chart of φ(t) is shown in Figure 2. 

 

Figure 2. Curve of regulating function. 

It can be seen from Figure 2 that if the size of F(t) × φ(t) is as a measure of the degree of particles 

tending to be consistent in the whole population, on the basis of F(t) × φ(t), the important parameter of 

the PSO algorithm, inertial factor is adaptive dynamic adjusted according to the changes of optimal 

conditions. This can not only help avoiding the defects of PSO algorithm easily falling into local 

extreme, but also speed up the convergence speed of the algorithm and improve the convergence 

precision of the algorithm in a great extent. So in the APAPSO algorithm, the strategy of inertia weight 
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adaptive dynamic adjustment is used. It changes along with the population diversity metric function and 

regulation function. The inertia weight adjustment mechanism is shown in Equation (7): 

       min max minw t w w w F t t    
 (7)

where t is the number of current iteration; wmin and wmax are the minimum and maximum values of the 

inertia weight, respectively. 

3.2. Algorithm Procedure of APAPSO-LMS Algorithm 

Each learning process of the hybrid learning algorithm includes the learning stage of the premise 

parameters and the conclusion parameters. In the premise parameters learning phase, an improved PSO 

algorithm is adopted for each individual to calculate the excitation intensity and the normalized 

excitation intensity of all the rules. In the conclusion parameter learning phase, the LMS method is used 

to identify these linear parameters. After obtaining all parameters, the output error of each input data can 

be calculated. The specific algorithm procedure is described as follows. 

Step 1: Initialize the number of iterations n = 1. Randomly initialize the particle swarm. The position 
vector of the i-th particle is n

idX  and the velocity vector is n
idV  （1 i m  , 1 d D  , m is the size of 

particle population, D is the dimension of searching space, that is also the number of prerequisite parameters); 

Step 2: Make the position vector of each particle in turn as the premise parameters of ANFIS, and 
then calculate the incentive intensity wj and the normalized incentive intensity (1 j l  , l is the number 

of rules). Calculate the coefficient matrix A by the input data set and the normalized incentive intensity 

jw , and then use the least square method to identify the conclusion parameters ̂ . Finally based on 

Equation (3) to calculate the root mean square errors (RMSE) of the corresponding particles produced 
by the ANFIS, which is named as the particle’s fitness value RMSEn

i ; 

Step 3: Compare the current fitness value RMSEn
i  of each particle with the best fitness value ipBest  

itself. If RMSEn
i  < ipBest , then ipBest  = RMSEn

i , n
iP  = n

iX ; 

Step 4: Compare the fitness value RMSEn
i  of each particle with the best fitness value gBest  of the 

particle swarm. If RMSEn
i  < gBest , then gBest  = RMSEn

i , n
gP  = n

iX ; 

Step 5: The velocity 1n
idV   and the position vectors 1n

idX   of each particle are updated. Based on the 

Equations (4)–(7), the inertia weight w(t) of particles is updated. 

Step 6: Check whether the termination condition of the PSO algorithm is met. If the preset accuracy 

or the maximum number of iterations is reached, end the optimizing process and output the optimal 

solution; otherwise go to Step 2 and continue the next iteration. 

4. Time Series Prediction of Bank Cash Flow Based on APAPSO-ANFIS 

In order to demonstrate the effectiveness of the proposed APAPSO-ANFIS algorithm, and verify its 

rationality to predict the bank cash flow time series, based on the collected information and the market 

data of a commercial bank, the APAPSO-ANFIS is used to realize the time series forecasting of bank 

cash flow by adopting the MATLAB R2012a simulation platform. 

In this paper, the inventory limit data of each day from 2010 to 2012 of a commercial bank are selected 

as the experimental data (a total of 1095 sample points). The data were carried out the normalization 
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pre-treatment, where the first 975 data is selected as the training data set, and the remaining 120 data is 

selected as the testing data set. As used herein, ANFIS contains 16 rules and each input variable is 

assigned two membership functions. The total numbers of the adjusted parameters are 104, including 24 

premise (non-linear) parameters and 80 conclusion (linear) parameters. The number of particles N is 30; 

the number of iterations is 100; the learning factors c1 = c2 = 2; the scope of the inertia weight w is [0.5, 1.2]; 

the membership function of ANFIS is the bell-shaped function. Four input variables are given
[ ( 18),  ( 12),  ( 6),  ( )]x t x t x t x t   . Thus, the initial membership function and their corresponding 

termination membership functions after the improved PSO algorithm learning are shown in Figures 3 

and 4, respectively.  

 

Figure 3. Initial membership function diagram of four input variables. 

 

Figure 4. Final membership functions diagrams. 

Clearly seen from the comparison of the charts above, there are changes in the four membership 

functions after learning, which proves that the improved algorithm is feasible and effective. The 
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shown in Figures 5 and 6. It can be seen from Figures 5 and 6 that the predicted results are very ideal. 
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In order to show the advantage of APAPSO-LMS algorithm to optimize the parameters of ANFIS, three 

different algorithms (the BP-LMS algorithm, PSO-LMS algorithm with inertia weight linear decreasing 

strategy and the APAPSO-LMS algorithm) are used to optimize ANFIS. The experimental comparison 

results of RMSE evolution curve is shown in Figure 7. The simulation prediction experimental results 

are shown in Figures 8 and 9. Respectively, and the comparison results of prediction errors are shown 

in Figure 10.  

 

Figure 5. Prediction results based on APAPSO-LMS algorithm. 

 

Figure 6. Error curve based on APAPSO-LMS algorithm. 
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Figure 7. Comparison results of RMSE. 

 

Figure 8. Prediction results based on BP-LMS algorithm. 
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Figure 9. Prediction results based on PSO-LMS algorithm. 

 

Figure 10. Comparison results of prediction errors. 
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better than BP-LMS algorithm and the convergence rate is increased, but the result is not very ideal. 

That is to say that when the number of iterations runs to about 60 generations, the optimization error no 

longer reduces, the algorithm is probably falling into a local optimum.  

When the APAPSO-LMS algorithm is used to optimize ANFIS, the error decreases all the time until 

100 generations in the entire optimization process, and the rate of convergence and optimization results 

are much better than the previous two algorithms. Because the inertia weight of particles can be adjusted 

adaptively, the global search capability and the local exploitation ability of the algorithm can be balanced 

well, which can effectively avoid the premature convergence and improve the algorithm comprehensive 

optimization performance. By comparing the simulation results (Figures 8–10), it can be seen more 

intuitively that the proposed APAPSO-LMS prediction algorithm has much smaller error than the BP-

LMS and PSO-LMS algorithm, and the prediction accuracy is higher. So, it can be concluded that the 

APAPSO-LMS algorithm is effective for the improvement of PSO algorithm and it has a certain  

practical significance. 

In order to more clearly evaluate the predictive performance of the APAPSO-LMS algorithm, the 

results analysis is carried out based on the following five performance indexes. The prediction error is the 

deviation between the predicted results and the actual results, which determines the prediction accuracy. 

1 2, , , ny y y  are the actual observations of predicted object and 1 2ˆ ˆ ˆ, , , ny y y  are the predicted values. 

(1) Absolute error of predicted points 

ˆ , 1,2, ,t t ta y y t n     (8)

where at is the absolute error at the point t. Obviously, at is the most direct measure index of the 

prediction error, but it is affected by the measurement unit of the predicted objects. So it is unsuitable as 

the final measure indicator of prediction accuracy. 

(2) Relative error of predicted points  

ˆ
ˆ , 1,2, ,t t t

t
t t

a y y
a t n

y y


   

 
(9)

where  ta  is the relative error at the point t, which is usually expressed as a percentage and to measure 

the accuracy of the predicted values relative to the observed values at the predicted point t. 

(3) Prediction accuracy of the prediction points  

ˆ1t t t tA y y y   ˆ0 1t t ty y y  
 (10)

0tA  ˆ 1t t ty y y 
 (11)

where At is the prediction accuracy at the prediction point t. 

(4) Mean square error (MSE) 

Mean square error (MSE) is a kind of convenient method to measure the average error to evaluate the 

degree of data change, which is described as follows. 
2

1

1
(y )

n

t t
t

MSE y
n





 
 

(12)
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(5) Computational loading 

The method of computational load is used in this paper to add “tic” direction as a started timer, and 

then put “toc” direction at the end of program as a terminate timer, and returning the total time since the 

“tic” direction is started. 

The above mentioned three prediction algorithms are used to realize the time series prediction of bank 

cash flow. The simulation results summarized based on the training data and testing data are shown in 

Table 1. It can be seen from Table 1 that training data obtained accuracy is higher than the testing data, 

but the program running time is much longer, because the fitting degree of using training data is better 

and testing data need not spend more time to train the parameters. Although PSO-LMS algorithm may 

fall into local optimum lead to the computational time of the proposed APAPSO-LMS prediction 

algorithm is relatively longer, but for the time series prediction of bank cash flow it has the highest 

accuracy and the effectiveness of the proposed method is verified once again. In conclusion, by 

comparing the experiments’ results, it can be seen that the proposed prediction method is more suitable 

for bank cash flow time series forecasting and analysis. 

Table 1. Performance comparison results. 

Performance 

indicators 

Training data Testing data 

BP-LMS PSO-LMS APAPSO-LMS BP-LMS PSO-LMS APAPSO-LMS 

MSE 7.54 × 10−5 5.29 × 10−5 2.25 × 10−6 8.39 × 10−5 5.78 × 10−5 2.81 × 10−6 

Absolute error 5.46 × 105 4.37 × 105 1.27 × 105 5.95 × 105 4.48 × 105 1.62 × 105 

Relative error 

of (%) 
6.35% 3.19% 1.20% 6.68% 3.76% 1.43% 

Prediction 

accuracy (%) 
93.65% 96.81% 98.80% 93.32% 96.24% 98.57% 

Computational 

time (s) 
18.96 s 150.37 s 168.64 s 3.24 s 3.68 s 3.71 s 

5. Conclusions 

A hybrid learning algorithm based on adaptive population activity particle swarm optimization 

(APAPSO) algorithm and the least squares method (LMS) is proposed to optimize the parameters of 

ANFIS model, which is used to realize the time series forecasting of commercial bank cash flow. By the 

introduction of measure function of species diversity and adaptive inertia weight adjustment 

mechanisms, the algorithm optimization capability and convergence accuracy are improved and the 

convergence rate is accelerated to a great extent. The simulation results verify the proposed algorithm 

has better applicability for bank cash flow time series forecasting. 
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