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Abstract: Over the past several decades, deep neural networks have been extensively applied to
medical image segmentation tasks, achieving significant success. However, the effectiveness of
traditional deep segmentation networks is substantially limited by the small scale of medical datasets,
a limitation directly stemming from current medical data acquisition capabilities. To this end, we
introduce AttEUnet, a medical cell segmentation network enhanced by edge attention, based on
the Attention U-Net architecture. It incorporates a detection branch enhanced with edge attention
and a learnable fusion gate unit to improve segmentation accuracy and convergence speed on small
medical datasets. The AttEUnet allows for the integration of various types of prior information into
the backbone network according to different tasks, offering notable flexibility and generalization
ability. This method was trained and validated on two public datasets, MoNuSeg and PanNuke.
The results show that AttEUnet significantly improves segmentation performance on small medical
datasets, especially in capturing edge details, with F1 scores of 0.859 and 0.888 and Intersection over
Union (IoU) scores of 0.758 and 0.794 on the respective datasets, outperforming both convolutional
neural networks (CNNs) and transformer-based baseline networks. Furthermore, the proposed
method demonstrated a convergence speed over 10.6 times faster than that of the baseline networks.
The edge attention branch proposed in this study can also be added as an independent module to
other classic network structures and can integrate more attention priors based on the task at hand,
offering considerable scalability.

Keywords: small-dataset segmentation; edge detection; medical image processing; feature fusion

1. Introduction

In the field of computer vision, medical image segmentation has emerged as a pivotal
sub-discipline, drawing widespread attention from the academic community [1,2]. This
technique plays a crucial role in the medical diagnostic process, especially in the qualitative
labeling analysis of cell images, which significantly influences doctors’ judgments of medi-
cal conditions. Traditional cell labeling analysis, reliant on individual doctors’ experience,
is time-consuming and susceptible to subjective biases, presenting certain limitations [3].
Against this backdrop, algorithms for automated computer analysis of medical images
have become an effective alternative. Such computer-assisted cell image segmentation is
crucial for enhancing doctors’ efficiency and reducing misdiagnosis rates [4].

Computer segmentation methods for medical images fall into two main categories:
traditional and deep learning methods. Traditional medical image segmentation methods
often suffer from slow segmentation speeds and lack of versatility, failing to meet clinical
demands [5]. In contrast, with the continuous advancement of deep learning segmen-
tation algorithms, there has been a significant improvement in segmentation accuracy
and efficiency. Deep learning has now become the dominant method for medical image
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segmentation, with numerous deep neural networks demonstrating their superior perfor-
mance [6–8].

Deep learning methods for medical image data analysis are growing rapidly. To
date, convolutional neural networks (CNN) and other deep learning methods have been
extensively applied in various medical image analysis tasks, providing high-performance
computer-aided diagnosis (CAD) frameworks and solutions for many medical image
processing sub-tasks [9,10]. From the perspective of medical image processing algorithm
techniques, there are regression algorithms, object detection algorithms, and semantic
segmentation algorithms. In particular, semantic segmentation offers end-to-end algorithms
outputting pixel-level labels equal in size to the input images, so it is widely used in medical
imaging. In terms of models used in semantic segmentation, there are CNN-based U-Net
networks and their variants [11], as well as networks inspired by transformers [12].

Medical datasets are pivotal for algorithmic research based on deep learning methods.
The development of any medical image segmentation algorithm is contingent on the data
types of the existing medical datasets. In the field of 2D medical image segmentation, there
are numerous challenges and public datasets, such as brain anatomy segmentation and
gland segmentation datasets. A pivotal development in 2D medical image segmentation
has been the employment of advanced neural network architectures, notably U-Net [13],
UNet++ [14], RU-Net [15], Attention U-Net [16], and MedT [17] networks. Central to these
developments is the U-Net model, a CNN-based structure, which has emerged as a classic
framework in 2D medical image segmentation, demonstrating robust performance across
various datasets. Building upon the foundational U-Net architecture, UNet++ innovatively
incorporates augmented skip connections, effectively mitigating the semantic gap between
feature maps. Further, RU-Net amalgamates the principles of recurrent convolutional
neural networks and residual networks into the U-Net frame-work, thereby significantly
augmenting the network’s feature extraction efficacy. In a similar vein of advancement,
Attention U-Net integrates attention mechanisms into the U-Net structure, which markedly
enhances the model’s focus on pertinent areas of the image, particularly in scenarios
involving complex backgrounds. MedT networks, based on transformer mechanisms, have
shown improvements of 0.06–2.19% compared to traditional U-Net networks and their
variants on public datasets.

Deep learning methods typically depend on large-scale datasets, whereas medical
datasets are often small. When classic deep network structures are applied to cell seg-
mentation tasks on small datasets, these methods perform poorly in terms of accuracy
and convergence speed [18,19]. Considering this, we have built upon the Attention U-Net
architecture, adding an edge detection branch and fusion gate units, to propose a novel
edge-attention enhanced cell nucleus segmentation network for small medical datasets,
AttEUnet. Trained and validated on the MoNuSeg and PanNuke public datasets, the
AttEUnet model not only effectively improves segmentation accuracy over the base net-
work but also surpasses various baseline networks in segmentation precision. The smaller
the dataset, the more pronounced the advantages of AttEUnet. Our method achieved F1
scores of 0.859 and 0.888 and Intersection over Union (IoU) scores of 0.888 and 0.794 on the
MoNuSeg [20] and PanNuke [21] datasets, respectively. This method not only demonstrates
higher accuracy but also indicates its propensity for easier convergence on small datasets.
The rest of the paper is organized as follows: Section 2 discusses our edge-attention en-
hanced AttEUnet architecture. Section 3 reports experimental outcomes, and conclusions
are drawn in Section 4.

2. Edge Attention Enhanced Medical Image Segmentation Method
2.1. Framework Overview

We introduce a nucleus segmentation network that leverages the Attention U-Net
model as its backbone, enhanced with edge prior information encoding. This method’s
pipeline is divided into two pathways: a feature encoding–decoding branch and the
attention enhancement branch. The feature encoding–decoding branch uses Attention
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U-Net as the backbone network to progressively extract features and decode them into
semantic labels. Meanwhile, the attention enhancement branch employs an edge filter to
extract the image’s prior edge information and integrate it into the encoder of the backbone
network. The integration is controlled by the Fusion Gate Unit (GF), a learnable parameter
that adjusts the fusion ratio between the edge detection branch and the feature encoding–
decoding branch, allowing for more refined control over the feature fusion process, as
illustrated in Figure 1.
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Figure 1. Pipeline of the proposed model structure.

2.2. Feature Encoding–Decoding Branch

Building on the foundation of Attention U-Net, we propose a more lightweight At-
tention U-Net encoder–decoder structure for the feature encoding–decoding branch. This
branch aims to progressively encode the high-level semantic information of the original
input image and decode it into semantic label maps of the same size as the input image.
The encoder part specifically operates as follows: after the input image is fed into the
encoder, features are extracted through filters with a 3 × 3 convolution kernel size at each
encoding stage, doubling the number of channels (e.g., C2 = 8C1), and downsampled by
a factor of 2 using max-pooling layers (e.g., H4 = H1/8), as shown in Figure 2. During
the encoding process, the outputs from various levels of the edge filtering branch are
concatenated to the corresponding feature maps as an additional channel of strong prior
information, contributing to the progressively deepening encoding process. The specific
feature transformation process of the edge detection branch will be discussed in Section 2.3.
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The decoder part of the feature encoding–decoding branch consists of up-sampling
layers by a factor of 2, convolution layers, and cross-layer fusion pathways controlled
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by attention gate units. The original research on Attention U-Net provides a detailed
explanation of these attention gate units, which have demonstrated excellent cross-layer
feature fusion capabilities across numerous datasets. Our study retains this soft attention
mechanism but modifies the structure of the feature extraction layers in the encoder–
decoder, reducing the number of convolution encoding blocks at each layer level to one.
The addition of strong prior edge features allows for a significant reduction in network
parameters while achieving more potent feature extraction capabilities.

2.3. Attention-Enhanced Branch

Compared to the original U-Net’s approach of directly concatenating feature maps
between the encoder and decoder, the feature encoding–decoding branch based on attention
mechanisms is recognized for its superior context understanding ability, beneficial for
supplementing edge detail information from the encoder to the decoder. However, models
based on attention mechanisms are often validated on large-scale segmentation datasets,
where they can more easily learn the relationships between distant pixels. Given the smaller
scale of medical imaging datasets, it is challenging to learn attention knowledge from a
limited number of samples. In such cases, adding attention gates to the existing backbone
network may decrease accuracy, manifesting as rough segmentation edges and internal
voids in cell segmentation datasets.

To address this issue, we propose an innovative approach to incorporate artificial
attention priors into the backbone network’s pipeline, termed the Attention-Enhanced
Branch. This branch allows for the customization of prior types based on specific tasks. In
the cell segmentation domain addressed in this paper, where the primary task involves
cell identification, the most pronounced feature of cells is the morphology of their edge
membranes. Therefore, we chose an edge filter to extract features of the cell membrane
and integrated it as a strong prior into the feature extraction network. Considering com-
putational complexity and algorithm interpretability, we used a traditional image edge
detection filter as the edge attention enhancement module. The modulation is performed
through a learnable Fusion Gate, which controls the proportion of edge prior information
integrated into the backbone network. The structure of the edge detection branch is shown
in Figure 3.
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In practical applications, the selection of the edge filtering operator must be tailored
to the specific requirements of the application. In the cell datasets studied in this article,
cell samples are stained to appear pink within the field of view of the images, where the
foreground of cells and the background have minor differences in the RGB space. However,
irrelevant elements such as cell fragments are more prominent in the image compared to the
background. Thus, a filtering operator with a higher tolerance for noise should be employed
for medical imaging tasks. The filtering effects of various operators on the cell segmentation
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dataset are shown in Figure 4. Single-stage operators like Sobel, Laplacian, and Roberts are
more sensitive to noise, resulting in poorer performance on medical imaging datasets. We
chose the Canny filter for edge detection, highlighting its effectiveness in cell segmentation
datasets as demonstrated in Figure 4. The Canny filtering algorithm is known for its
robustness, high precision, mature methodology, and low complexity. Its process involves
four steps: smoothing the image with a Gaussian filter to reduce noise, detecting image
edges by calculating gradient directions using the Sobel operator, removing rough edges
through non-maximum suppression while preserving fine edges, and reducing noise effects
by using double threshold edge detection. Subsequently, the original image, after being
processed by the Canny filter and three stages of 2× max-pooling, yields four edge-prior
feature maps of different sizes, corresponding to the four feature levels in the encoder of
the feature encoding–decoding branch. The edge-informed feature maps, weighted by
the Fusion Gate unit, are then concatenated to the respective feature maps, integrating
into the feature encoding–decoding process. The formulaic expression of the feature map
integration process in the edge detection branch is as follows:

xk+1
i,j =

H−1
max
h=0

W−1
max
w=0

xk
i,j, k = 1, 2, 3, (1)

yk = αk · xk, k = 1, 2, 3, (2)

where xk ∈ R1× H
2k ×

W
2k represents the edge feature maps processed by max-pooling from

the original Canny edge features, and yk ∈ R1× H
2k ×

W
2k denotes the Fusion Gate-modulated

feature map, subsequently integrated into the backbone feature extraction network. xk
i,j

and yk
i,j are the pixel values at position (i, j) in the two feature maps, respectively.
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3. Experiments and Results
3.1. Dataset Details

We evaluated our proposed method using the MoNuSeg and PanNuke datasets, both
of which are extensively used in medical cell segmentation. Unlike other fields in artificial
intelligence, medical image datasets are generally small due to strong privacy concerns and
the difficulty of data collection, with quantities ranging from a few dozen to a few thousand
image samples. As indicated in Table 1, widely used datasets in popular AI domains contain
vastly larger sample sizes. The MoNuSeg dataset, with 42 samples, is considered small
in the domain of medical image processing. Conversely, the PanNuke dataset, containing
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2656 samples, is regarded as medium to large. We deliberately chose one larger and one
smaller dataset from the medical imaging field to test the generalizability of our approach,
making the MoNuSeg and PanNuke datasets particularly representative.

Table 1. Several widely used datasets in popular domains of artificial intelligence.

Domain Dataset Sample Size

Medical Datasets

DRIVE 40

MoNuSeg 42

LIDC-IDRI 1018

PanNuke 2656

Autonomous Driving Datasets Waymo Open Dataset
Cityscapes

200,000
20,000

Object Detection Datasets
ImageNet

COCO
PASCAL VOC

14,000,000
200,000
10,000

The MoNuSeg dataset was acquired by carefully annotating tissue images from pa-
tients diagnosed with various organ tumors across multiple hospitals. It was created by
downloading H&E stained tissue images captured at a 40× magnification from the TCGA
archives. PanNuke is a dataset for nucleus instance segmentation and classification, featur-
ing exhaustive nucleus annotations across 19 different tissue types, totaling 205,343 labeled
nuclei, each with an instance segmentation mask. To meet our needs for cell semantic
segmentation, we specifically selected cancer cells and lymphocytes as positive foreground
examples, with the remainder serving as the background.

For both public datasets, we applied a ten-fold data augmentation, probabilistically
performing horizontal and vertical flips, rotations, adding moderate occlusions and noise,
and altering brightness and contrast. Additionally, RGB channel values of image pixels
were normalized from [0, 255] to [0, 1]. The output feature maps from our proposed
edge detection module will also have pixel values between [0, 1] to comply with layer
normalization requirements.

3.2. Implementation Details

We employed the binary cross-entropy (BCE) loss between the predicted and ground
truth labels for training our network, expressed as follows:

L
CE(p,

∧
p)

= −(
1

wh

w−1

∑
x=0

h−1

∑
y=0

(p(x, y) log(
∧
p(x, y)) + (1 − p(x, y))(1 − log(

∧
p(x, y))))) (3)

where w and h represent the image’s width and height, p(x, y) corresponds to the pixel’s

value in the image, and
∧
p(x, y) denotes the model’s output prediction at location (x, y).

Our experiments were conducted on four NVIDIA GeForce RTX 3090 graphics cards,
utilizing the PyTorch deep learning framework. The batch size was set to 40, with an Adam
optimizer and a learning rate of 0.001, over 200 epochs.

To validate the superiority of our proposed network, we compared it against baselines
using both CNN and transformer architectures. CNN baselines included U-Net, UNet++,
and Attention U-Net, while MedT served as the transformer baseline. To evaluate the
effectiveness of our Attention-Enhanced branch and the fusion gate GF, we added a Canny
edge feature channel to the input of the Attention U-Net model without including the
Attention-Enhanced branch and fusion module (referred to as Attention U-Net* for base-
line comparison).
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3.3. Metrics

For quantitative analysis, we utilized F1 and IoU scores as accuracy metrics, alongside
Training Time per Epoch, Inference Time, and First Achievement Time for a 0.5 IoU Score
to evaluate the computational demand and convergence speed of the model. The F1 score,
which calculates the harmonic mean of precision and recall, is particularly useful for
assessing imbalanced datasets. An F1 score ranges from 0 to 1, with 1 indicating perfect
precision and recall and 0 the worst performance. The IoU is widely used in object detection,
instance segmentation, and semantic segmentation tasks as a measure of the overlap
between the predicted and actual bounding boxes. IoU values also range from 0 to 1, with
higher values indicating better alignment between the predicted and actual bounding boxes.
Under identical hardware conditions, we measured each model’s Training Time per Epoch
and Inference Time across multiple trials to calculate an average, reflecting the model’s
computational load. Reaching a 50% IoU score for the cell foreground was considered an
initial completion of the cell segmentation task. Thus, we repeatedly measured the First
Achievement Time for a 0.5 IoU Score and calculated an average to serve as an indicator of
the time it takes for the model to complete the cell segmentation task.

For qualitative analysis, we plotted Precision-Recall (PR) curves, Gradient-weighted
Class Activation Mapping (Grad-CAM) images, and predictions for challenging samples
to visualize and analyze the prediction results of different models. PR curves evaluate
the comprehensive performance of classifiers under class imbalance by plotting the rela-
tionship between precision and recall at different thresholds. Grad-CAM provides visual
explanations by highlighting the most crucial parts of the image for making a specific
classification decision. To demonstrate the fusion capability of AttEUnet with edge prior
feature maps, we visualized the first convolutional layer of various networks.

3.4. Results

For quantitative analysis, we evaluated the networks using F1 and IoU scores, with
the results shown in Table 2. When comparing AttEUnet with baseline networks across two
different datasets, it is evident that for the MoNuSeg dataset, which has fewer samples, our
proposed AttEUnet network achieved an F1 improvement ranging from 0.027 to 0.176 and
an IoU improvement from 0.019 to 0.18 over the baseline networks. For the PanNuke dataset,
which has a slightly larger sample size, AttEUnet only showed an F1 improvement of 0.029
to 0.112 and an IoU improvement of 0.133 to 0.138, not as significant as its performance
on the MoNuSeg dataset. This indicates that our proposed method, by integrating edge
prior features into the backbone network, performs better on smaller datasets, effectively
addressing the challenge of learning small object features due to the scarcity of samples in
medical small datasets. Moreover, compared to the original Attention U-Net network, our
method showed an improvement of 0.027 and 0.026 in F1 and IoU scores on the MoNuSeg
dataset, and 0.044 and 0.053 on the PanNuke dataset, respectively. This suggests that the
integration of robust edge prior information into the feature extraction branch not only
enhances the performance of the Attention U-Net network structure itself but also surpasses
other baseline networks.

We utilized Training Time per Epoch, Inference Time, and First Achievement Time for
a 0.5 IoU Score as metrics for assessing the computational load and convergence speed of
our model, as illustrated in Table 3. Despite adding an Attention-Enhanced Branch to the
original Attention U-Net in our proposed AttEUnet, it required only 9.7% of the original
network’s First Achievement Time for a 0.5 IoU Score. This not only avoided adding
excessive hardware training burdens but also accelerated the network’s convergence speed.
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Table 2. Quantitative analysis of AttEUnet compared to various baseline networks based on F1 and
IoU scores.

Type Network F1 (MoNuSeg) IoU (MoNuSeg) F1 (PanNuke) IoU (PanNuke)

CNN
baselines

U-Net 0.820 0.718 0.859 0.761

UNet++ 0.817 0.714 0.858 0.760

Attention U-Net 0.832 0.732 0.844 0.741

Attention U-Net* 1 0.837 0.739 0.852 0.751

Transformer
baselines MedT 0.683 0.578 0.776 0.656

Proposed AttEUnet 0.859 0.758 0.888 0.794
1 Attention U-Net model without including the Attention-Enhanced branch and fusion module.

Table 3. Comparison of training and inference durations between AttEUnet and baseline networks.

Network Training Time per Epoch (s) Inference Time (s) First Achievement Time for a
0.5 IoU Score (min)

U-Net 210 9.42 606
UNet++ 523 10.51 1824

Attention U-Net 218 9.72 579
Attention U-Net* 1 275 11.45 1039

MedT 1073 257.08 -
AttEUnet 231 11.32 56

1 Attention U-Net model without including the Attention-Enhanced branch and fusion module.

The First Achievement Time for a 0.5 IoU Score of the Attention U-Net* network was
1.79 times longer than that of the original Attention U-Net and 18.55 times that of our
proposed AttEUnet, paradoxically reducing the network’s performance. This demonstrates
that simply incorporating traditional filtering algorithms into deep networks does not
necessarily enhance their effectiveness. It indirectly validates the efficacy of the Attention-
Enhanced Branch and Fusion Gate pipeline introduced in this paper.

For qualitative analysis, we plotted PR curves of AttEUnet and various baseline
networks on the MoNuSeg and PanNuke datasets, the number of epochs required to
achieve a foreground IoU of 0.5, and visualized the predictions and Grad-CAM images of
challenging samples. As seen in PR curves from Figure 5a,b, the MedT network struggles
to leverage its transformer structure advantage on smaller sample sets, while our proposed
AttEUnet’s PR curves outperform those of all baseline networks on both datasets. Figure 5a
shows the PR curve for the smaller MoNuSeg dataset, highlighting our method’s more
pronounced accuracy advantage over baseline networks when sample sizes are limited.
Typically, achieving a foreground IoU of 0.5 is considered a basic functionality of the
network; the IoU curves for segmentation of the foreground on the MoNuSeg dataset
by various networks are shown in Figure 6. Benefiting from the edge attention’s prior
enhancement, our network required only 15 epochs to reach a foreground segmentation
IoU of 0.5. In contrast, baseline networks needed 159 to 225 epochs, making our proposed
network’s convergence speed 10.6 times faster than that of the baselines.
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Furthermore, designing effective network structures to address real-world clinical
problems and provide interpretable outputs is crucial. Deep learning networks are often
labeled as uninterpretable, posing significant challenges for clinical practice. To enhance the
interpretability of our proposed AttEUnet network, we first selected a CNN-based backbone
network. The local connectivity and parameter sharing characteristics of CNNs equip
each convolutional kernel with strong interpretability for recognizing specific patterns,
allowing us to infer the particular shapes or structures learned by the kernels. Secondly, we
incorporated traditionally interpretable edge filtering feature maps as artificial attention
priors into the backbone network. Traditional edge filtering algorithms, usually based on
clear gradients and derivatives without involving extensive parameters or deep network
computations, offer strong intuitiveness and high computational efficiency. This approach
improves accuracy and workflow while ensuring the interpretability of computer-aided
diagnosis tools. We utilized Grad-CAM images to highlight the target objects recognized
by the neural network.
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The prediction results and visualizations of challenging samples from both datasets
are shown in Figure 7. The first and last rows of the image are the input image and Ground
Truth, respectively, for comparison purposes. The second row shows the Grad-CAM vi-
sualizations of each network structure, and the third row displays the models’ prediction
results, with white boxes highlighting difficult-to-segment cell locations. Figure 7f demon-
strates that our proposed AttEUnet effectively integrates edge prior information, focusing
the model’s attention on cell edges and interiors, as seen in the Grad-CAM images. The
predicted masks in the third row have smooth edges and are complete in shape, with no
internal voids. Figure 7d visualizes the Attention U-Net* network without the Fusion
Gate GF, lacking the ability to regulate the integration ratio of edge prior information, as
reflected in the Grad-CAM heatmap showing unclear cell location recognition. Attention
U-Net* lacks sufficient detail recognition capability at the junction of two cell nuclei edges,
failing to fully reflect the touching position of two cells. However, the MedT model’s cell
prediction results in Figure 7e appear fragmented, with visible straight line breaks at the
seams near the junctions of two image patches, indicating that the small medical dataset is
insufficient to train the transformer’s global attention mechanism effectively. Figure 7a–c
visualize the U-Net, UNet++, and Attention U-Net networks, which, thanks to the con-
volution structure’s local receptive field and translational invariance priors, can correctly
segment the approximate location of cells, although the masks often have internal voids
and poor edge detail.
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boxes highlighting areas where AttEUnet outperforms other baseline networks. Note: “Attention
U-Net*” denotes the Attention U-Net model variant without the Attention-Enhanced branch and
fusion module.

Additional predictive results for AttEUnet and baseline networks are displayed in
Figure 8, where it is evident that our proposed network significantly surpasses baseline
networks in terms of the smoothness and completeness of cell edge segmentation, with
virtually no instances of missed target cells—a detail that IoU and F1 scores do not capture.
For example, in Figure 8, the first and fourth rows highlight areas of dense cell populations
within red boxes, where AttEUnet demonstrates smoother edges and fewer instances of cell
edges sticking together. In the third and fifth rows of Figure 8, baseline networks exhibit
severe cases of missed detections, with cell edges appearing fragmented and exhibiting
irregular, jagged boundaries, whereas AttEUnet almost universally maintains complete cell
segmentation forms. Our proposed network, by precisely controlling the multi-level fusion
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process of edge prior feature maps with the original backbone feature extraction network
through the Fusion Gate unit, significantly improves model accuracy on small datasets,
promoting more efficient and precise utilization of small sample sets, effectively addressing
the challenge of limited data availability.
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4. Conclusions

In this work, we designed AttEUnet, an edge attention enhanced cell nucleus seg-
mentation network for small medical datasets, addressing the challenges conventional
segmentation networks face, such as difficulty in learning features and coarse edge seg-
mentation effects on small medical datasets. Building upon the existing Attention U-Net
network, we added an edge attention enhancement branch and fusion gate unit to improve
the model’s segmentation accuracy on small medical sample sets. This method was trained
and validated on two public datasets, MoNuSeg and PanNuke. The results show that
compared to baseline networks, the AttEUnet model not only effectively enhances seg-
mentation precision over the original network but also surpasses all baseline networks in
segmentation accuracy. The smaller the dataset, the more pronounced the advantages of At-
tEUnet. Specifically, on the MoNuSeg and PanNuke datasets, it achieved F1 scores of 0.859
and 0.888, and IoU scores of 0.888 and 0.794, respectively. On the MoNuSeg dataset, which
contains only 30 samples, it led the baseline networks with an F1 score of 0.027 to 0.176 and
an IoU score of 0.019 to 0.18, confirming the effectiveness of our method. Our approach
reached a foreground IoU score of 0.5 within just 15 epochs on the MoNuSeg dataset, which
is at least 10.6 times faster than the convergence speed of baseline networks. This study
offers a new network architecture for precise segmentation tasks on existing small medical
datasets, alleviating the difficulty of training models on small medical datasets. The edge
attention enhancement branch proposed in this research is highly generalizable and flexi-
ble, allowing for the integration of various prior attention mechanisms into the backbone
network based on different tasks. Additionally, it can serve as an independent module
added to other classic network structures. We provide new insights for segmentation tasks
on small medical datasets, offering significant academic and practical value. Future work
will explore the effects of the edge prior fusion branch on other network architectures to
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further enhance the model’s generalization ability. Moreover, using Grad-CAM images
to reveal the internal workings of deep learning is only the first step; our model does
not yet translate deep learning outputs into interpretable clinical decisions, especially for
tasks more complex than lesion detection. It should intelligently offer recommendations to
clinicians and provide reasons. We will focus more on model interpretability in the future
to gain broader acceptance of AI as a clinical decision support tool.
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