
Citation: Ryan, G.; Katarina, P.;

Suhartono, D. MBTI Personality

Prediction Using Machine Learning

and SMOTE for Balancing Data

Based on Statement Sentences.

Information 2023, 14, 217. https://

doi.org/10.3390/info14040217

Academic Editor: Katsuhide Fujita

Received: 21 February 2023

Revised: 24 March 2023

Accepted: 28 March 2023

Published: 3 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

  information

Article

MBTI Personality Prediction Using Machine Learning and
SMOTE for Balancing Data Based on Statement Sentences
Gregorius Ryan 1, Pricillia Katarina 1 and Derwin Suhartono 2,*

1 Computer Science Department, BINUS Graduate Program—Master of Computer Science,
Bina Nusantara University, Jakarta 11480, Indonesia

2 Computer Science Department, School of Computer Science, Bina Nusantara University,
Jakarta 11480, Indonesia

* Correspondence: dsuhartono@binus.edu

Abstract: The rise of social media as a platform for self-expression and self-understanding has led to
increased interest in using the Myers–Briggs Type Indicator (MBTI) to explore human personalities.
Despite this, there needs to be more research on how other word-embedding techniques, machine
learning algorithms, and imbalanced data-handling techniques can improve the results of MBTI
personality-type predictions. Our research aimed to investigate the efficacy of these techniques by
utilizing the Word2Vec model to obtain a vector representation of words in the corpus data. We
implemented several machine learning approaches, including logistic regression, linear support
vector classification, stochastic gradient descent, random forest, the extreme gradient boosting
classifier, and the cat boosting classifier. In addition, we used the synthetic minority oversampling
technique (SMOTE) to address the issue of imbalanced data. The results showed that our approach
could achieve a relatively high F1 score (between 0.7383 and 0.8282), depending on the chosen model
for predicting and classifying MBTI personality. Furthermore, we found that using SMOTE could
improve the selected models’ performance (F1 score between 0.7553 and 0.8337), proving that the
machine learning approach integrated with Word2Vec and SMOTE could predict and classify MBTI
personality well, thus enhancing the understanding of MBTI.

Keywords: personality; Myers–Briggs Type Indicator (MBTI); natural language processing; machine
learning; Word2Vec; SMOTE

1. Introduction

The COVID-19 epidemic has altered how people connect and react to one another.
Over the past few years, this pandemic has triggered a significant surge in internet and
social media usage. According to data from Statista.com, shown in Figure 1, the number of
internet users worldwide in 2022 was estimated to reach 5.03 billion people, equivalent to
63.1% of the global population. Meanwhile, the number of social media users worldwide
in 2022 was estimated to be around 4.7 billion, or 59% of the global population [1], with the
average duration of social media usage in 2022 estimated to be 2 h and 45 min per day. This
amount will likely rise over time, with social media users anticipated to reach 5.85 billion
by 2027 [2].

Social media platforms such as Facebook, YouTube, WhatsApp, Instagram, WeChat,
and TikTok have become the most popular choices for activities in the virtual world [3]. The
activities commonly performed on social media vary depending on the user’s interests and
personality type. However, these activities include sharing information, communicating
with friends, watching videos, creating content, and commenting. With the abundance of
activities that can be carried out on social media, understanding someone’s personality
is necessary to ensure that the information or content spread on social media (whether
created or received) can be tailored to users’ interests and reach the right people.
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Figure 1. Number of social media users worldwide from 2017 to 2027 (in billions) [2]. The asterisk 
sign “*” indicates the prediction of the number of people using social media in the following year. 

Social media platforms such as Facebook, YouTube, WhatsApp, Instagram, WeChat, 
and TikTok have become the most popular choices for activities in the virtual world [3]. 
The activities commonly performed on social media vary depending on the user’s inter-
ests and personality type. However, these activities include sharing information, com-
municating with friends, watching videos, creating content, and commenting. With the 
abundance of activities that can be carried out on social media, understanding someone’s 
personality is necessary to ensure that the information or content spread on social media 
(whether created or received) can be tailored to users’ interests and reach the right people. 

A personality is a set of traits or characteristics that determine how an individual 
thinks, feels, and acts. One of the most utilized psychological instruments for understand-
ing and predicting human behavior is the Myers–Briggs Type Indicator (MBTI), a popular 
instrument for over 50 years that is now widely discussed on social media. Based on Jung’s 
theory of psychological types (1971) [4], MBTI is a personality measurement model that 
outlines a person’s preferences along four dimensions, where each distinct dimension de-
scribes the propensities of the individual [5]: 
• Introvert (I)–Extrovert (E): This dimension measures how individuals react to their 

environment, whether they are oriented towards the outside (extrovert) or the inside 
(introvert). 

• Intuition (N)–Sensing (S): This dimension measures how individuals process infor-
mation, whether they rely more on information received through direct experience 
(sensing) or trust their instincts and imagination (intuition) more. 

• Thinking (T)–Feeling (F): This dimension measures how individuals make decisions, 
whether they rely more on logic and analysis (thinking) or emotions and feelings 
(feeling). 

• Judgment (J)–Perception (P): This dimension measures how individuals manage 
their environment, whether they are more inclined to make plans and stick to their 
tasks (judging) or are more flexible and accepting of change (perceiving). 
These four fundamental dimensions can be combined to create one of 16 possible 

personality types that describe individual personality traits [6]. MBTI has several 
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A personality is a set of traits or characteristics that determine how an individual
thinks, feels, and acts. One of the most utilized psychological instruments for understanding
and predicting human behavior is the Myers–Briggs Type Indicator (MBTI), a popular
instrument for over 50 years that is now widely discussed on social media. Based on Jung’s
theory of psychological types (1971) [4], MBTI is a personality measurement model that
outlines a person’s preferences along four dimensions, where each distinct dimension
describes the propensities of the individual [5]:

• Introvert (I)–Extrovert (E): This dimension measures how individuals react to their
environment, whether they are oriented towards the outside (extrovert) or the in-
side (introvert).

• Intuition (N)–Sensing (S): This dimension measures how individuals process infor-
mation, whether they rely more on information received through direct experience
(sensing) or trust their instincts and imagination (intuition) more.

• Thinking (T)–Feeling (F): This dimension measures how individuals make deci-
sions, whether they rely more on logic and analysis (thinking) or emotions and
feelings (feeling).

• Judgment (J)–Perception (P): This dimension measures how individuals manage their
environment, whether they are more inclined to make plans and stick to their tasks
(judging) or are more flexible and accepting of change (perceiving).

These four fundamental dimensions can be combined to create one of 16 possible
personality types that describe individual personality traits [6]. MBTI has several ap-
plications in various fields, including career development, counseling, and relationship
improvement [7]. However, like other personality measurement models, MBTI must be
used cautiously, not as a diagnostic tool or for making vague generalizations about an
individual’s personality. Other personality measurement models include the Big Five Per-
sonality Traits, which categorize the human personality into five main domains (openness,
conscientiousness, extraversion, agreeableness, and neuroticism) [8], and DISC, which
classifies the human personality into four main domains in terms of work and social
interactions (dominance, influence, steadiness, and conscientiousness) [9].



Information 2023, 14, 217 3 of 15

Some researchers have argued that the Big Five Personality Traits provide a more
comprehensive view of the human personality than MBTI and DISC [10,11]. However,
research on MBTI is still relevant and important, as the MBTI model offers a more specific
interpretation of an individual’s personality type and can help individuals understand
their preferences and how they interact with others [7]. It is also important to note that
each model has its strengths and weaknesses, and no model is accurate and covers all
aspects of an individual’s personality. This is because each person is unique and different
from everyone else. Therefore, it is important to use these models wisely and not view one
model as a universal solution to all personality problems.

Research on natural language processing (NLP) for predicting an individual’s MBTI
has also been a growing topic in recent years. Using word-embedding technologies and
machine learning approaches, NLP techniques can provide computation and extract infor-
mation from digital communication to identify, predict, and classify individuals into MBTI
personality types [12]. However, despite the growing interest in using these techniques
for MBTI predictions, some challenges still need to be addressed. Specifically, there is a
need for more research on how other word-embedding techniques, machine learning algo-
rithms, and imbalanced data-handling techniques can improve the results and reliability of
these predictions.

Word embedding is a computational technique that allows one to convert words or
phrases in textual form into numerical vectors to measure how strongly related the given
words are [13]. It is used to minimize human communication’s vector dimension and
identify features associated with MBTI. Most existing MBTI research used TF-IDF as the
weighting technique in information retrieval to assess the relevance of words in a document
or corpus [14]. However, in this research, we used Word2Vec as a word-embedding
technique to represent words as vectors in a high-dimensional space and capture their
relationships with other words in the corpus [15].

In addition to the exploratory use of Word2Vec, this research provides several contri-
butions to the field of MBTI prediction. Firstly, we implemented various machine learning
models, including logistic regression (LR), linear support vector classification (LSVC),
stochastic gradient descent (SGD), random forest (RF), the extreme gradient boosting classi-
fier (XGBoost), and the cat boosting classifier (CatBoost), which are explained in Section 3.2,
to evaluate their effectiveness in predicting MBTI types based on the features identified
from the word-embedding method. Secondly, we addressed the imbalanced data issue
using SMOTE, which improved the performance of selected models. Finally, we conducted
a comprehensive comparison of the performance of each method used, offering insights
into the most suitable approach for MBTI prediction based on text data.

2. Related Works

This research was based on previous works classifying MBTI types. Researchers
in [7] performed MBTI personality prediction based on data obtained from social media
using XGBoost. Before the classification task, the processing started by cleaning and pre-
processing the raw data, i.e., through word removal (URLs and stop words) using NLTK,
and continued with lemmatization. The following step was vectorizing the processed text
by weighting each relevant piece of text using TF-IDF, finishing with the classification task
to make a prediction. The results showed that XGBoost achieved an accuracy for I-S of
78.17%, N-S 86.06%, F-T 71.78%, and J-P 65.70%.

In [16], researchers conducted MBTI personality prediction using K-means clustering
and gradient boosting. The step before classification consisted of data cleaning and pre-
processing (removing URLs and MBTI profile strings, converting all text into lowercase,
and lemmatization) and creating vector representations using TF-IDF. The results showed
that by using K-means to form the clusters and XGBoost for hyperparameter tuning, the
overall accuracy fell in the range of 85–90% for each dimension. Nevertheless, this research
had some space for improvement, such as applying more sophisticated parameters; for
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example, raising the tree depth or increasing the number of iterations on a more balanced
dataset could have considerably enhanced the results.

In [17], the researchers performed MBTI personality prediction by comparing different
machine learning techniques, namely support vector machine (SVM), the naïve Bayes
classifier, and recurrent neural networks, implemented according to the cross-industry
standard process for data mining (CRISP-DM), combined with the agile methodology. The
results showed that recurrent neural networks (RNNs) with additional bidirectional long
short-term memory (BI-LSTM) produced a higher score compared to naïve Bayes and SVM,
with an overall accuracy of 49.75%.

The approach proposed in this research was to perform MBTI personality prediction
using the word embedding and several machine learning approaches, such as logistic
regression (LR), linear support vector classification (LSVC), stochastic gradient descent
(SGD), random forest (RF), the extreme gradient boosting classifier (XGBoost), and the cat
boosting classifier (CatBoost).

3. Methodology

As shown in Figure 2, several steps had to be carried out to develop the model
smoothly, thus achieving the goal of this research. These methods included understanding
the dataset with various raw data analysis techniques; preparing the dataset (feature
grouping, data cleaning, and data normalization); processing the dataset (tokenization
and vectorization); creating and training the model with training data; improving the data
(using SMOTE); and evaluating the model through comparisons based on a measurement
metric (F1 score).
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Figure 2. Flowchart of MBTI classification process using machine learning techniques.

3.1. Dataset

This section provides an understanding of how the data used in this research were
managed and prepared before being used for model training and evaluation.

3.1.1. Data Understanding

In this research, the dataset was obtained from the Personality Cafe forum. This dataset
is available on Kaggle [18] and comprises 8675 rows, with the first column consisting of
MBTI type and the second column containing individuals’ posts (less than or equal to
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50 items), divided by “|||” (the 3-pipe symbol). After the symbol was removed, there
were 422,845 posts in the entire row of data.

The dataset distribution across the MBTI types presented in Figure 3 showed imbal-
ances for several MBTI types. We considered splitting the classes into 4 instead of 16,
conducting a data cleaning process, and performing synthetic minority oversampling
techniques (SMOTE) to minimize the imbalanced classes.
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Figure 3. Distribution of the 16 types of MBTI personalities in the dataset used in this research.

3.1.2. Data Preparation
Four Dimensions

The MBTI type data could be divided into four different classes, namely Introvert
(I)–Extrovert (E), Intuition (N)–Sensing (S), Thinking (T)–Feeling (F), and Judgment (J)–
Perception (P). Below, we present the distribution of the data for each class.

The distribution of classes presented in Table 1 refers to the main characteristics of
each class associated with the indicated MBTI type. This was useful for determining the
size of the dataset that was used to classify the MBTI type data.

Table 1. MBTI type class distribution.

MBTI Type Class Distribution

Introvert (I) 6676
Extrovert (E) 1999

Intuition (N) 7478
Sensing (S) 1197

Thinking (T) 4694
Feeling (F) 3981

Judgment (J) 3434
Perception (P) 5241
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Data Cleaning

Data cleaning is a crucial step to eliminate unwanted information, improve data
quality, and remove noise. It is a process of detecting and correcting or eliminating errors
contained in data. Besides improving the data quality, in this research, the implementation
of data cleaning also reduced the noise that SMOTE generated. SMOTE can enhance data
noise if the original data contain mistakes or inconsistencies, since it creates synthetic data
by interpolating between existing datapoints, and any inaccuracies in the original data are
transferred to the synthetic data.

Many approaches can be adopted to minimize the noise in imbalanced data; for
example, the authors of [19] employed a hybrid framework for fault detection and diagnosis
(FDD) frameworks with a signal processing method. This research used data preprocessing
and cleaning, one of the three leading solutions proposed in [19], to fix the problem during
FDD, which was executed before employing SMOTE to prevent data noise problems. The
data-cleaning actions that were implemented for our dataset were as follows:

• Converting letters to lowercase.
• Removing links.
• Removing punctuation.
• Removing stopwords.

By performing data cleaning, the appropriate data were easier to process. Lemmatiza-
tion was also performed to transform words in the data into primary forms. The lemmatizer
helped us to identify words that were related to each other.

3.1.3. Data Preprocessing
Tokenization

Tokenization was performed to convert textual data (sentences) into tokens (words).
Tokenization helped us identify patterns in the data to reduce the number of unidentified
words [10]. In this research, tokenization was performed using the ‘punkt’ module from
the Natural Language Toolkit (NLTK), which is a collection of computer modules to aid
NLP processing supported by Python. The NLTK can be installed from the NLTK website
or a package manager such as pip [20]. Then, an English language pattern tokenizer was
loaded, and the data in sentence form from the dataset container variable were processed.
Afterward, each sentence was cleaned and divided into smaller word units.

Word Embedding (Word2Vec)

Word embedding helped us measure words that were related to each other. In this
research, word embedding was performed using the Word2Vec method. Word2Vec is a
text representation technique that learns how to convert words into numerical vectors with
a length n. Word2Vec reads sentences and looks for patterns in the word structure. This
word-embedding technique provides advantages over the TF-IDF method (a weighting
technique in information retrieval and text mining to assess the relevance of words in a
document or corpus) [14], as it can learn the relationship between words even if it has never
seen that word in training.

Word2Vec consists of two models: Continuous Bag of Words (CBOW) and Skip-gram.
Figure 4 shows the architectural differences between the CBOW and Skip-gram models:
CBOW predicts a word using the context words in a phrase, while Skip-gram predicts the
context words based on the provided word [15]. CBOW is a word-embedding method
that involves encoding words into vector form. This method was developed to solve the
out-of-vocabulary problem in text corpuses [15]. The equation for CBOW is as follows:

P(w) = ∑ c ∈ C P(w|c)P(c) (1)

where P(w) represents the probability of the word w; ∑ c ∈ C represents the sum of all
context words c in the target word’s context window; and P(w|c) represents the likelihood
of the word w in context c [13].
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Figure 4. The difference in architecture between the CBOW and Skip-gram models for word em-
bedding. The CBOW model takes several words and calculates the probability of the target word’s
occurrence, while the Skip-gram model takes the target word and tries to predict the occurrence of
related words [15].

Skip-gram is also a word-embedding method that involves encoding words into vector
form. This method is the opposite of CBOW, as it uses a given word to guess the words
around it [15]. The equation for Skip-gram is as follows:

P(w) = ∑ c ∈ C P(c
∣∣w) P(w) (2)

where P(w) represents the probability of the word w; ∑ c ∈ C represents the sum of all
context words c in the target word’s context window; and P(c|w) represents the likelihood
of the word c that is close to the word w [13].

The process of word embedding using Word2Vec in this research was carried out
by initializing the Word2Vec model using the gensim Python library with sentence, size,
window, and min_count parameters. The sentence parameter was a set of sentences to
be used to train the model, the size parameter set the vector size for each word, the
window parameter specified the number of words to the left and right of the word to be
examined, and the min_count parameter specified the minimum number of words required
in the phrase.

We chose the CBOW model over the Skip-gram model since CBOW could better
represent frequent words and be trained quicker than Skip-gram [15]. After initialization
was completed, the Word2Vec model was trained with 50 epochs and total_examples
parameters. The epoch parameter determined how many times the model iterated through
the training data, while the total_examples parameter set the total number of sentences to be
processed. Afterwards, the model was used to generate a vector of a sentence with values
from the pre-defined Word2Vec model, and a high-dimensional matrix could be created.

Splitting of Data into Training Set and Testing Set

In this research, we split the data using the train_test_split() function in Python
(available in the sklearn.model_selection module of the scikit-learn library [21]) with a
ratio of 70% for training and 30% for the testing set. The training set was used to train the
classification model, and the testing set was used to test the model that had been constructed.
After performing all these steps, we were ready to perform the MBTI classification.
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3.2. Modeling

This section provides a general overview of the six machine learning models that were
used in the research. For each model, we briefly explain the basic concepts and how it
works, as well as providing some additional information.

3.2.1. Logistic Regression

Logistic regression (LR) is a statistical approach that examines the relationships be-
tween multiple independent variables and a categorical dependent variable. This model
predicts the probability of an event occurring based on a logistic curve fitted to the data [22].
There are two types of LR models: binary logistic regression and multinomial logistic
regression. This research used binary logistic regression to predict the dimension types for
four dimensions. Using binary logistic regression, the model learned a set of coefficients
for each feature that indicated that feature’s contribution to the likelihood that the target
variable was positive [23]. Following this, the anticipated probabilities were thresholded
to provide binary class predictions in each dimension. The equation for binary logistic
regression is as follows:

log
(

p
1− p

)
= b0 + b1X1 + · · ·+ bnXn (3)

where p represents the probability of dependent variable = 1; b0 is an intercept; and
b1, . . . , bn are the coefficients linked with independent variables X1, . . . , Xn [24]. The
equation consists of the sigmoid function mapping of any real number between 0 and 1.
The logistic regression model’s coefficients are determined using maximum likelihood
estimation, which includes determining the coefficient values that maximize the probability
of the observed data given the model [25].

3.2.2. Linear Support Vector Classification

Linear support vector classification (LSVC) is a popular supervised learning model for
text classification based on the concept of support vector machine (SVM). It was introduced
by Vladimir Vapnik and Corinna Cortes to handle two-group classification problems [26].
SVM operates by finding the optimal boundary in the vector space that separates the
two classes [27], transforming the data domain into a response set and splitting it by
drawing a hyperplane [28]. The optimization issue solved by the SVM necessitates locating
the hyperplane that provides the greatest partition between classes while simultaneously
presenting the most significant space between the closest examples of each class (known as
support vectors) [29]. The equation for LSVC is as follows:

y = wTx + b (4)

where y is the predicted class, wT is the weight, x is the featuring vector, and b is the
bias [26]. The prediction result is based on the sign produced by the equation, where
positive values correspond to one class and negative values to another class.

3.2.3. Stochastic Gradient Descent

Stochastic gradient descent (SGD) is a supervised learning model for optimizing linear
classifiers and regressors based on convex loss functions, such as support vector machines
and logistic regression [30]. SGD is a modified version of the gradient descent (GD) algo-
rithm focusing on random probability (stochastic) [31]. The model iteratively adjusts the
parameters of a function to find its minimum or maximum, improving the accuracy of pre-
dictions [32]. SGD uses several hyperparameters to optimize its performance on analyzed
data. These hyperparameters can be adjusted to fine-tune the model’s performance [31].
The equation for SGD is as follows:

wt + 1 = wt − γt ∇wQ(zt, wt) (5)
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where wt is the weighted vector; γt is the learning rate; and∇w Q(zt, wt) is the gradient of
the loss function with respect to weight [32].

3.2.4. Random Forest

Random forest (RF) is a supervised learning model introduced by Breiman that consists
of multiple decision trees. The trees in the ensemble are created by selecting a random
sample of training data with replacements [33]. RF combines the predictions of multiple
randomized decision trees and takes the average to make a final prediction, resulting in a
more accurate prediction [34]. Because of its simplicity, accuracy, and adaptability, it is one
of the most popular and commonly used machine learning algorithms [35]. The equation
for RF is as follows:

Z = argmax
1
T

T

∑
t=1

Pt(y/x) (6)

where Pt(y/x) represents the probability distribution of a specific tree, and x is a collection of
test samples [36]. Using random forest for prediction modeling has the advantage of being
able to handle large datasets with numerous predictor variables. However, in practical
applications, it is often necessary to reduce the number of predictors used for making
outcome predictions to improve the efficiency of the process [37].

3.2.5. Extreme Gradient Boosting

Extreme gradient boosting (XGBoost) is an implementation of the gradient boosting
decision tree (GBDT) developed by Friedman in 2001 [38]. The XGBoost package consists of
an effective linear model solver and a tree-learning algorithm. It facilitates object processes
such as regression, ranking, and classification. The formula used in XGBoost is the objective
function formula. This objective function determines how the model makes predictions and
minimizes the error between the predictions and the actual target. The objective function
equation in XGBoost is:

L(t) =
n

∑
i=1

l
(

yi, ŷi
(t−1) + ft(xi)

)
+ Ω( ft) (7)

where L is the loss function that determines how big the error is between the actual target
yi and the prediction ŷi, and Ω is the regularization term that restricts the model from over-
fitting. Because XGBoost is created using multiple cores [39], and several hyperparameters
can be optimized, XGBoost can improve the model’s performance and speed by minimizing
overfitting, enhancing generalization performance, and shortening the computation time,
making it a popular algorithm in machine learning [40].

3.2.6. CatBoost

CatBoost is a gradient boosting decision tree (GDBT) model developed by Yandex. It
includes two significant algorithmic advancements compared to traditional GBDT:

• It utilizes a permutation-driven ordered boosting method instead of the conven-
tional approach.

• It employs a unique categorical feature-processing algorithm.

These improvements were designed to address a specific type of target leakage in
previous GBDT implementations, which could lead to inaccurate predictions [41,42].

The CatBoost equation cannot be expressed with a single formula as it is a complex
machine learning algorithm. This algorithm combines several techniques, such as gradient
boosting, decision trees, and categorical feature handling. The algorithm builds small
trees iteratively using gradient boosting techniques to improve the model’s accuracy by
minimize the expected loss [42], as shown in Equation (8) below:

ht = argmin E
(

δLy
δFt−1 − h

)2
≈ argmin

1
n

(
δLy

δFt−1 − h
)2

h ∈ H (8)
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It is also designed to handle categorical features in a better way compared to other
gradient boosting algorithms by utilizing modified target-based statistics that help to
reduce the computational burden of processing categorical features [43]. CatBoost uses
categorical encoding techniques such as one-hot encoding, target statistics encoding, and
binning for categorical feature handling. This allows the algorithm to process categorical
features and improve prediction accuracy efficiently [44]. Below is the equation to estimate
the ith categorical variable with the k-th element:

x̂i
k =

∑xj∈Dk
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where parameter a must be greater than zero, and a frequently used value for p (prior) is
the average target value in the training dataset D. A comprehensive explanation of the
CatBoost algorithm can be obtained from [42].

3.3. Data Balancing Using SMOTE and F1 Score Metric

This section provides a general explanation of using SMOTE to address data imbalance
problems and using the F1 score as the evaluation metric in this research.

3.3.1. SMOTE

The synthetic minority oversampling technique (SMOTE) is an approach that uses
“synthetic” instances to oversample the minority class to resolve unbalanced data. Using
synthetic examples in “feature space” rather than “data space” means that SMOTE is
conducted based on the value and characteristics of the data relationships instead of
focusing on all datapoints. SMOTE works by injecting synthetic cases along the lines
connecting any or all of the k-nearest neighbors of each minority class and oversampling
each minority class. Neighbors from the k-nearest neighbors are picked randomly based
on the amount of oversampling needed [45].

3.3.2. F1 Score

The F1 score is a metric used to evaluate a classifier’s performance by combining its
precision and recall. It combines these two measures into a single statistic by taking the
harmonic mean of the precision and recall values [46]. The F1 score is commonly used to
compare the effectiveness of different classifiers.

F1 = 2 ∗ P ∗ R
P + R

(10)

where P is precision, and R is recall.

4. Result and Discussion

In this research, the classification process involved several machine learning ap-
proaches that were described in Section 3.2. The results are represented in Table 2, showing
that the MBTI personality classification process was divided into four different dimensions,
and various results were obtained. The best model for predicting MBTI personality type
was logistic regression (LR), with an average F1 score of 0.8282 and the highest score of
0.8818 obtained for dimension 3 (N/S); followed by LSVC, with average score 0.8266, SGD,
with average score 0.8070; Catboost, with average score 0.7952; XGBoost, with average score
0.7804; and RF, with average score 0.7383. The F1 score can be interpreted as a harmonic
average of precision and recall, where the best score is 1 and the worst is 0 [47]. Because
the LR value was close to 1, the LR model could capture patterns in the data and identify
various types of personality more accurately than the other models.
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Table 2. F1 score results before SMOTE.

Model Dim 1
(I/E)

Dim 2
(F/T)

Dim 3
(N/S)

Dim 4
(J/P) Average

LR 0.8202 0.8559 0.8818 0.7548 0.8282
LSVC 0.8210 0.8563 0.8758 0.7533 0.8266
SGD 0.8299 0.8472 0.8242 0.7268 0.8070
RF 0.7149 0.8010 0.8022 0.6350 0.7383

XGBoost 0.7671 0.8213 0.8447 0.6885 0.7804
CatBoost 0.7890 0.8360 0.8470 0.7087 0.7952

Furthermore, we improved the results for each model using SMOTE, a technique
to handle the imbalance of MBTI data in this research. SMOTE increased the number of
datapoints by generating new samples from existing ones. This technique helped to make
the dataset more balanced, which improved the model’s performance, as seen clearly from
the results in Table 3.

Table 3. F1 score results after SMOTE.

Model Dim 1
(I/E)

Dim 2
(F/T)

Dim 3
(N/S)

Dim 4
(J/P) Average

LR 0.8389 0.8561 0.8821 0.7578 0.8337
LSVC 0.8322 0.8522 0.8808 0.7587 0.8310
SGD 0.8191 0.8476 0.8579 0.7523 0.8192
RF 0.7388 0.7951 0.8361 0.6510 0.7553

XGBoost 0.7864 0.8193 0.8528 0.6862 0.7862
CatBoost 0.7935 0.8365 0.8654 0.7054 0.8002

Table 4 shows that the LR model experienced an improvement from the previous score
of 0.8282 to a score of 0.8337, with dimension 3 (N/S) again obtaining the highest score at
0.8821. Furthermore, the results showed an increase in the scores for some dimensions and
a decrease in the scores for others with specific models. Overall, the results showed that
the LR model was better-suited for MBTI personality prediction using word embedding
and machine learning than the other models. The use of SMOTE also improved the results
significantly, further validating this technique’s effectiveness.

Table 4. Final comparison of results.

Model Without SMOTE
(F1 Score (%))

With SMOTE
(F1 Score (%))

LR 0.8282 0.8337
LSVC 0.8266 0.8310
SGD 0.8070 0.8192
RF 0.7383 0.7553

XGBoost 0.7804 0.7862
CatBoost 0.7952 0.8002

Based on the results of this research, we realized that many different methods and
dimensions could be used to assess the efficacy of a machine learning model for predicting
MBTI personality type. Previous research used either 4 dimensions or 16 dimensions, as
well as combining machine learning with deep learning to obtain the optimum results or
using machine learning alone, as in this research.

Research conducted by Amirhosseini and Hassan [7] used the XGBoost method, and
then divided the data into four dimensions and yielded an average accuracy of 0.7543.
Mushtaq et al. [16] used the K-means clustering and XGBoost methods and divided the
data into four dimensions, yielding an average accuracy of 0.8630. Moreover, Ontoum
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and Jonathan [17] used recurrent neural networks with BI-LSTM and divided the data
into 16 dimensions, yielding an average accuracy of 0.4975. According to these varied
results, the research conducted by Mushtaq et al. [16] yielded the highest values, though
the process and performance metrics differed. Our research process for predicting MBTI
used Word2Vec as a word-embedding technique and SMOTE as a technique to handle the
imbalanced data. Moreover, the metric we used was the F1 score, whereas the previous
research used accuracy as the primary metric. We chose the F1 score as the primary metric
rather than accuracy since, in this case, we were dealing with an imbalanced dataset, and
the F1 score considers both precision and recall, offering a more accurate estimate of a
model’s ability to accurately identify both positive and negative classes [46].

In sum, the LR model, with an F1 score of 0.8337 after the implementation of SMOTE,
along with the various data-handling techniques proposed in this research, could help other
researchers identify problems that might have been overlooked in previous or subsequent
research regarding personality predicting.

5. Conclusions

In this research, the prediction of MBTI personality types based on sentences was
performed using the Python programming language. The proposed method used in this
research involved Word2Vec embedding, SMOTE, and six machine learning classifiers
that we trained and tested individually to predict MBTI personality type. The results
showed that the best machine learning model for predicting MBTI type dimensions in this
research was logistic regression (LR), with an average F1 score of 0.8282. The employed
SMOTE technique also showed a better result, with the F1 score increasing to 0.8337, and
dimension 3 (N/S) had the highest score of 0.8821. The acceptable threshold for the F1
score varies depending on the application, but an F1 score close to 1 is generally considered
high for data classification. Therefore, this result was more favorable when compared to the
other models considered, showing that the proposed approach could be used to enhance
our understanding of MBTI and could be employed in various applications that require
personality classification.

In future works, we plan to enhance our research by incorporating other data sources
using more advanced machine learning algorithms and deep learning architectures, such
as convolutional neural networks (CNNs) [48] and recurrent neural networks (RNNs) [49],
to predict MBTI personality types more accurately. Furthermore, we plan to experiment
with different word-embedding techniques, such as global vectors for word representation
(GloVe) [50] and bidirectional encoder representations from transformers (BERT) [51], to
more accurately represent the semantic relationships between words. On top of this, we aim
to include information from other sources, such as social media data, to enrich our under-
standing of personality types. Finally, we believe that we can achieve even more accurate
results by incorporating recent advancements in natural language processing techniques
such as transformers. With these future research directions, we aim to achieve an even
better F1 score and provide a more comprehensive analysis of the MBTI personality types.
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The following abbreviations are used in this manuscript:

BERT Bidirectional encoder representations from transformers
BI-LSTM Bidirectional long short-term memory
CatBoost Cat boosting classifier
CBOW Continuous bag of words
CNN Convolutional neural network
CRISP-DM Cross-industry standard process for data mining
Dim Dimension
DISC Dominance, influence, steadiness, and conscientiousness
E Extrovert
F Feeling
FDD Fault detection and diagnosis
GDBT Gradient boosting decision tree model
GloVe Global vectors for word representation
I Introvert
J Judgment
LR Logistic regression
LSVC Linear support vector classification
MBTI Myers–briggs type indicator
N Intuition
NLP Natural language processing
NLTK Natural language toolkit
OCEAN Openness, conscientiousness, extraversion, agreeableness, and neuroticism
P Perception
RF Random forest
RNN Recurrent neural network
S Sensing
SGD Stochastic gradient descent
SMOTE Synthetic minority oversampling technique
SVM Support vector machine
T Thinking
TF-IDF Term frequency-inverse document frequency
XGBoost Extreme gradient boosting classifier
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