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Abstract: Named entity recognition can deeply explore semantic features and enhance the ability of
vector representation of text data. This paper proposes a named entity recognition method based
on multi‑head attention to aim at the problem of fuzzy lexical boundary in Chinese named entity
recognition. Firstly, Word2vec is used to extract word vectors, HMM is used to extract boundary
vectors, ALBERT is used to extract character vectors, the Feedforward‑attention mechanism is used
to fuse the three vectors, and then the fused vectors representation is used to remove features by BiL‑
STM. Then multi‑head attention is used to mine the potential word information in the text features.
Finally, the text label classification results are output after the conditional random field screening.
Through the verification of WeiboNER, MSRA, and CLUENER2020 datasets, the results show that
the proposed algorithm can effectively improve the performance of named entity recognition.

Keywords: named entity recognition; ALBERT; vector fusion; multiple head attention

1. Introduction
Named Entity Recognition (NER) is an essential task in natural language process‑

ing [1]. Combining computer science and linguistics, NER studies various theories and
methods for effective communication between humans and computers using natural lan‑
guage, aiming to extract specific entities from unstructured text relationships [2]. For ex‑
ample, names of people, places, organizations [3], etc.

Inmachine learningmethods, NER is usually treated as a sequence annotation task [4].
The neural network model usually includes three parts: the embedding layer, the

encoding layer and the output layer [5]. Themarkermodel is learned by large‑scale corpus,
and the word information is annotated by combining the word location information and
vector representation. In the embedded layer, the pre‑trainedmodel ismainly used to learn
the distributed representation of text, and Bert [6] uses MLM and SOP tasks to achieve
good results.

The second part is the encoding layer, which is used to extract the sequence features
and then capture the context dependencies of the input text features. Using CNN for cod‑
ing has high parallel computing efficiency but weak feature extraction ability on long se‑
quence input. BiLSTM [7] is proposed to carry out feature coding to learn
context dependencies.

The third part is the output layer, which extracts the encoding of the second part,
generates the optimal tag sequence, and obtains the tag recognition result of the NER
task. Softmax function is widely used in multiple classification tasks, and often ignores
label interdependence in sequence labeling tasks. Therefore, CRF is mainly used to learn
the label dependence of named entities [8] and becomes the first choice of the NER task
decoding layer.

Comparedwith English‑named entities, Chinese‑named entities have no obviousword
boundary [9], which significantly affects the accuracy of Chinese‑named entity recogni‑
tion. However, Chinese characters have different meanings in different scenarios, but the
previous research on Chinese‑named entity recognition only transferred the named entity
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recognition method in the English field to Chinese‑named entity recognition, without con‑
sidering themeaning of the word in the specific context, the word level characteristics, and
the influence brought by the entity boundary. which makes the network model unable to
fully extract the potential semantic relations of words [10]. Characters or words represent
as vectors. Although rich semantic features of the text are obtained, the understanding of
the text is not sufficient, and the word sense information is not integrated. Although the
simple fusion of word vectors and word vectors can improve the accuracy of the named
entity recognition task, it cannot fully mine the word boundary information and pay atten‑
tion to the critical features in the text.

Aiming at the above problems in the Chinese named entity recognition task, this pa‑
per proposes a named entity recognition model combining multi‑granularity fusion and
multi‑head attention. The main contributions are as follows: Integrating boundary and
character features into named entity recognition models, The attention mechanism com‑
bines character vector, boundary vector, and word vector into BiLSTM to extract features.
More weights are assigned to critical elements, and the influence of incorrect boundary di‑
vision of named entity recognition vocabulary is reduced. At the same time, relatively rich
semantic features of the Chinese language are obtained. The multi‑head attention mecha‑
nism is used to adjust the outputweight of BiLSTM, capture themultiple semantic features,
and fully reflect the close relationship between each word.

2. Related Works
Named entity recognition is an essential primary tool in information extraction [11],

machine translation [12], question‑answering systems [13], syntactic analysis [14], and
other application fields. It is essential in natural language processing technology’s prac‑
tical application [15,16]. At present, named entity recognition is mainly divided into rule
and dictionary‑based methods, traditional machine learning‑based methods, and recently
popular neural network‑based methods.

Most methods based on rules and dictionaries need to construct rule templates manu‑
ally, select specific plans, including statistical data, indicator words, positionwords, centre
words, etc., complete named entity recognition by pattern and stringmatching, and assign
corresponding weights to each rule. When a rule conflict occurs, select the law with the
most significant value to determine the named entity type. Generally speaking, when the
extracted rules can accurately reflect the language and phenomenon, rule‑based methods
are usually chosen. For example, Collins [17] et al. proposed the DL‑Coltrain plan, and
Rau [18] et al. proposed manual rule writing and a heuristic algorithm. These methods
are generally based on establishing a knowledge base and dictionary and need to assign
a certain weight to each practice. Rules are often related to specific languages and do‑
mains. Manually specifying rules is time‑consuming and error‑prone, and difficult to mi‑
grate. Therefore, many researchers began to study machine learning methods in the field
of NER.

Methods based on traditional machine learning include Traditional machine learning
methods such as the hidden Markov model [19], Conditional Random Field (CRF) [20],
and support vector machine [21], which rely on artificial feature extraction. The final
model effect also depends on the advantages and disadvantages of artificial feature ex‑
traction. With the wide application of deep learning in image processing, computer vi‑
sion, and other aspects, researchers have begun to realize the importance of deep knowl‑
edge in natural language processing, and the deep learning model that takes named entity
recognition as a sequence annotation task has gradually emerged in the field of natural
language processing.

Unlike English named entity recognition tasks, Chinese words do not have obvious
lexical boundaries, so the accuracy of Chinese word segmentation will directly impact
the effect of named entity recognition [22]. In the current work of Chinese‑named en‑
tity recognition, Chinese‑named entity recognition is regarded as a sequence annotation
task. Unanue et al. [23] proposed a research method of named entity recognition based
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on RNN‑CRF. This model does not rely on artificial features, uses neural networks to ex‑
tract local information and vectorize the representation of text, and combines text context
information for named entity recognition. Collobert et al. [24] proposed using CNN to
capture text structure information through a fixed‑length window near a given location.
They achieved good results in named entity recognition based on lexical features. In recent
years, an attention‑mechanized Transformer structure has become popular in the natural
language processing space due to its ability to capture context at a distance and parallelism.
However, the attention‑mechanized Transformer [12] structure is far less effective than the
LSTM network when it comes to named entity recognition tasks.

Lexis‑basedNER cannot obtain the entity boundarywell, and the division of linguistic
information dependsmore on the accuracy of Chinese word segmentation. Chen et al. [25]
proposed using Chinese characters to enhance the effect of Chinese word vector training
and integrated character embedding into word embedding in the way of multi‑prototype
character embedding. However, this method needs to identify Chinese characters in ad‑
vance and build aword list, and the richness of theword list limits the recognition accuracy
of named entities. Zhang et al. [26] proposed the Lattice model of integrating lexical infor‑
mation into character information, which has played a good role in enhancing linguistic
knowledge. However, the computational performance is relatively low, and the operation
cannot be parallelized. Moreover, each character cannot obtain verbal communication in
front of it, which is easy to cause information loss.

Chinese named entity recognition task facing the deep learning method is one of the
difficulties of solving the problem of text words fuzzy boundaries, previously called entity
recognition in the use of the form of word vectors often leads to difficulties of word seg‑
mentation. The emergence of the character vector based on word vector segmentation, to
some extent, avoids the cause of the polysemy phenomenon [27,28]. As well, the character
vector is far less than the word vector, so using the word‑level vector in the text vector can
reduce the difficulty of solving the above problem. However, a single character vectormay
lead to the loss of information in the text, and the lack of lexical boundaries will make the
model unable to fully understand the semantic information of the text. Therefore, we use
the fusion of lexical vector and word vector to improve the model’s semantic representa‑
tion ability of Chinese text, and adjust the weight relationship of different vectors through
the attention mechanism to enhance the understanding of key semantic information in
the text.

3. Our Methodology
This paper proposes a named entity recognitionmodel based onmulti‑head attention.

The model is divided into four layers: embedding, encoding, attention, and decoding. The
model embedding layer obtains the vector representation of the text, the encoding layer
extracts the vector representation for other features, the attention layer strengthens the
semantic relationship of the text based on extracting features, and the output layer does
the final label decoding.

The overall structure of the model is shown in Figure 1:
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The model mainly uses Word2vec to obtain word vectors, HMM to obtain boundary
vectors, ALBERT to obtain dynamic word vectors, and attentionmechanism to allocate the
weight of vectors in the text. The multi‑granularity vector representation is transferred to
the BiLSTMnetwork layer for vector feature extraction. Then the output of the hidden layer
is combined with the self‑attention mechanism. Multi‑head attention is used to learn the
dependence relationship betweenwords and capture the deep information ofword vectors.
Finally, the corresponding relationship between labels is found by CRF, the whole hidden
state is modeled, and the label information is screened according to the weight allocation
of titles.

3.1. Embedded Layer
In the named entity recognition task, obtaining high‑quality vector representation is

the key to text semantic understanding. Although word vectors are rich in semantics, they
are limited by Chinese word segmentation, and some errors in word segmentation may
affect the results of named entity recognition. For example, the accurate entity label of the
word “南京市长江大桥 (Nanjing Yangtze River Bridge)” is “position”, jieba word segmen‑
tation tool divides it into two entities, “ 南京市长 (Nanjing Mayor)” and “ 江大桥 (Jiang
Bridge)”, which are respectively marked with “position” and “name”, thus generating in‑
correct identification results. However, there is a gap between the semantic expression of
a single Chinese character and the semantic face of the text. The combination of charac‑
ter and word vectors can overcome the impact of word segmentation results on the task
of named entity recognition. At the same time, the attention mechanism can adjust the
weight of the word vector and focus on the vital information in the text semantics.

3.1.1. Enhanced Word Vectors
(1) Extract word vectors

In data processing, one‑hot coding leads to high data sparsity and large dimensions,
whichmay bring dimensional disaster in a large corpus, making it challenging to reflect the
relationship between words. However, Word2Vec does not need large‑scale manual label‑
ing samples and can effectively reduce the vector dimension. It can express the relationship
between words by calculating the cosine similarity between vectors. The word vector is
obtained for a given input sequence {C1, C2, . . . , Cn} by pre‑training the Word2Vec model
as xw

i = {x1, x2, . . . , xn}.
(2) Extract word boundary vectors
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Theword vector only considers themeaning and theword itself and does not consider
the boundary information between words. The boundary information in the text takes
into account the position of characters in word entities, which is beneficial to enhance the
understanding of semantic information. In this paper, for a given sentence X, the jieba
word segmentation tool and HMM are used to segment entities. The entity is labelled
with the BIO tag method. The character at the beginning position of the entity is marked
as “B”. Characters in the middle and end of the entity are marked with “I”; Characters that
are not entity types are marked as “O”. For a given input sequence {C1, C2, . . . , Cn}, the
word vector obtained by HMM is xb

i = {x1, x2, . . . , xn}.
Finally, the enhanced word vector representation xi = xw

i + xb
i can be obtained.

3.1.2. Albert Extracts Word Vectors
ALBERT [29] is a lightweight pre‑training model developed based on the BERT pre‑

training model. ALBERT has a similar performance to BERT through parameter factoriza‑
tion, cross‑layer parameter sharing, and inter‑sentence order prediction, which effectively
reduces the number of parameters. The model architecture is shown in Figure 2:
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Where Ei and Ti respectively represent the vector representation corresponding to the
text sequence of the i word in the text data and the word vector obtained after Transformer
encoding, Trm represents the two‑way Transformer module inside ALBERT, with a total
of 12 layers. Let the input statement S = c1c2 . . . ct, where ci ∈ C, i = 1, 2 . . . t. The word
vector X = [xc1 ; xc2 ; . . . ; xct ] corresponding to yi = {y1, y2, . . . , yn} is obtained by ALBERT.

3.1.3. Vector Fusion
The attention mechanism can dynamically adjust the proportion of character vectors

and enhanced word vectors, which can better modify the text semantics represented by
different vectors. The attention mechanism can effectively reduce the vector’s dimension
and reduce the model’s complexity.

Considering the influence of different vectors, character vectors and word vectors
were fused through the feedforward‑attention mechanism [30]. The attention mechanism
is divided into two steps: first, the attentionweight distribution of all input vectors is calcu‑
lated; Secondly, the weight distribution of attention is used to assign weights to
different vectors.

The attention score corresponding to the word vector is shown in Equation (1):

p(xi) = σ
(

WT
2 tanh

(
WT

1 xi + b1

)
+ b2

)
(1)
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The attention score corresponding to the character vector is shown in Equation (2):

p(yi) = σ
(

WT
2 tanh

(
WT

1 yi + b1

)
+ b2

)
(2)

Text vector output can be obtained after the fusion of the two, as shown inEquation (3):

ci =
n

∑
i=1

(p(xi)× xi + p(yi)× yi) (3)

Among them, w1, w2 ϵ R1∗dim,b1, b2 ϵ R are all learnable weight coefficients.
The corresponding fusion mechanism is shown in Figure 3:
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Different from the simple splicing method, the Feedforward‑attention mechanism fo‑
cuses on the internal relations of text vectors based on the original vector representation,
improves the sensitivity of the coding layer to input vectors by usingweighted summation,
and makes full use of the contextual semantic information of the text.

3.2. Coding Layer
LSTM is a very suitable RNNalgorithm for themodeling of text lexical features, which

can solve the problems of gradient disappearance and gradient explosion to a certain ex‑
tent. The LSTM model is shown in Figure 4:
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However, LSTM cannot encodewords from front to back and excavatemore sequence
feature vectors. BiLSTMobtains the forward andbackwardvectors of the sequence through
the two hidden layers of the forward and backward LSTM, respectively, and then fuses the
two vectors to obtain the new feature representation of the text sequence.
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Let C = [C1, C2, . . . , CT ] be the input vector representation of BiLSTM, and the imple‑
mentation of the internal structure of LSTM neurons is shown in Equations (4)–(8):

it = σ
(
wi

[
whi ,ct

]
+ bi

)
(4)

ft = σ
(

w f [ht−1, ct] + bi

)
(5)

nt = tanh(wn[ht−1, ct] + bn) (6)

ot = σ(wxo [ht−1, ct] + bo) (7)

ht = ottanh(nt) (8)

where: it, ht, ft, nt, ot are the states of the memory gate, hidden layer, forgotten gate,
nucleus, and output gate when the t text command is input. w is the model parameter, b
is the bias vector, σ is the sigmoid function, and tanh is the hyperbolic tangent function.

3.3. Multiple Layers of Attention
Although BiLSTM can extract the long‑distance dependence relationship of text, the

characteristics of timing make it difficult to extract local information and fail to highlight
the key information. The self‑attention mechanism focuses on the correlation of internal
features, reduces the dependence on external information, enables the whole model to bet‑
ter obtain the dependence ofwords, and effectively utilizes the latent semantic information.
Based on the self‑attention mechanism, multi‑layer self‑attention is used, and the number
of self‑attention layers is a hyperparameter. It is better to attach different degrees of weight
to different feature vectors in text vectors, extract key local features, and generate a joint
feature vector matrix containing global features and local features.

For example, in the sentence “亚马逊森林是珍贵的自然资源宝库 (The Amazon forest
is a treasure trove of precious natural resources)”, the relationship between the words of
the named entity “ 亚马逊森林 (The Amazon forest)” is closer, and more weight will be
allocated to the attentionmechanism. The correlation degree of otherwords in the sentence
is weak, and the weight assigned is small. At the same time, “ 自然资源宝库 (Treasure
house of natural resources)” plays a positive role in accurately identifying the named entity
“ 亚马逊森林 (The Amazon forest)”, so more weight will be assigned to “ 自然资源宝库
(Treasure house of natural resources)”.

To fully capture the dependencies in the long range of sentences and the character‑
istics of comprehensive sentences, we introduce the multi‑head attention mechanism into
the network model. Multi‑head attention is an improvement of self‑attention, which re‑
duces the dependence on external attention and focuses on the internal association of cap‑
turing text features, which is represented as the stacking of multiple self‑attention layers in
the structure. The self‑attention function itself can be expressed as the mapping between
Query and key value correlation. The calculation of attention is divided into three steps.
The first step is to calculate the similarity between the Query and key value to obtain the
corresponding weight. The second step is to use the softmax function to normalize the
weight. Finally, the weight and the related key value are calculated to obtain the corre‑
sponding probability distribution of attention. As a special case of attention mechanism,
self‑attention exists Q = K = V. Units in each sequence and all units in that sequence can
be counted for attention. Let the input sequence be C = {ci}N

1 , and the output of the text
vector obtained by BiLSTM be Bi = {Bi}N

1 . Then multi‑granularity embedded feature vec‑
tors are processed by multi‑head attention. Firstly, the parameter matrix is used to map
the current feature vector h times, as shown in Equations (9)–(11):

Q = WqBiϵRn×dk (9)

K = WkBiϵRm×dk (10)

V = WvBi ∈ Rm×dk (11)
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where d_k represents the second dimension of Q and K, the scaled dot product opera‑
tion is carried out on Q, K, and V each time. The scaled dot product attention is shown
in Equation (12):

Attention(Q, K, V) = so f tmax
(

QKT

dk

)
V (12)

where dk is a dimension of Q and K, which is positively related to the size of the inner
product of Q and K, such that Q = K = V, softmax normalizes in the M dimension. Multi‑
head attention is the encoding of K, Q, and V of feature vectors at different positions, get
Qi = QWQ

i , Ki = KWK
i , Vi = VWV

i through different projection matrices WQ
i , WK

i ,
WV

i ϵRd×d′ , and then do Attention, as shown in Equation (13):

MultiHead(Q, K, V) = Concat(head1, . . . , headn)Wo (13)

where headi = Attention
(

QWQ
i , KWK

i , VWV
i

)
Among them,WQ

i ϵRdmodel×dk , WK
i ϵRdmodel×dk , WV

i ϵRdmodel×dk , WoϵRdmodel×dv The struc‑
ture of the multi‑head attention mechanism is shown in Figure 5:
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According to Formula (13), the output of the multi‑head Attention layer can be ob‑
tained. Combined with the calculation process in Figure 5, dq = dk = dv can also
be obtained.

3.4. Output Layer
The discriminative method of a bidirectional long short‑term memory network ig‑

nores the correlation of output category labels. Conditional random fields can be used to
further constrain labels according to the sequence scores obtained by the long short‑term
memory network. For a given input sequence {C1, C2, . . . , Cn}, the corresponding accurate
label sequence is {S1, S2, . . . , Sn}, then the linear random field of the chain element can
be obtained.

P(Si|C, S1, S2, . . . , Sn−1, Sn) = P(Si|C, Sn−1, Sn+1) (14)

In this case, P(S|C) can be used to represent the probability distribution of random
fields of linear chain elements:

P(S|C) = 1
Z(c)

exp {∑
i,k

λk, fk(si−1, si, c, i) + ∑
i,l

µlhl(si, c, i)} (15)
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where Z(C) = ∑
s

exp{∑
i,k

λk fk(si−1, si, c, i)} represents the normalization factor, f, h repre‑

sents the characteristic function, and λk, µ1 are the corresponding weight coefficient of the
characteristic function.

According to the given text sequence C and the label sequence with the maximum
probability obtained, the output sequence Ŝ can be obtained, as shown in Equation (16):

Ŝ = argmaxP(S|C) (16)

4. Results and Discussion
4.1. The Data Set

Three datasets of WeiboNER, Microsoft MSRA, and CLUENER2020 are experimental
datasets of themodel. Public data sets have been used and verified inmany articles. Differ‑
ent entity types are used to annotate data types. Table 1 describes these three
data sets.

Table 1. Experiment data set.

Data Set Type The Training Set The Test Set Validation Set

WeiboNER
sentence 1.4 k 0.3 k 0.3 k
character 73.5 k 14.4 k 14.8 k

Microsoft MSRA
sentence 46.1 k 4.4 k ‑
character 2169.9 k 4.4 k

Cluener2020
sentence 10.7 k 13.4 k 13.4 k
character 41.3 k 13.4 k 51.6 k

4.2. Data Set Annotation and Evaluation Criteria
The annotation format is the BIO format. For example, B‑org, I‑org, or O are used

for the organization name. The evaluation criteria adopted are the same as those of pre‑
vious relevant papers, namely, P (Precision), R (Recall), and F1 values are used to evalu‑
ate the effect of the model. The calculation process of each evaluation index is shown in
Equations (17)–(19):

P =
TP

TP + FP
(17)

R =
TP

TP + FN
(18)

F1‑score =
2PR

P + R
(19)

TP is to predict the positive class as the positive class, FP is to predict the negative
class as the positive class, and FN is to predict the original positive class as the negative
class. F1‑score takes into account both the precision and recall of the classification model
and can be regarded as a weighted average of precision and recall.

4.3. Comparative Experiment and Result Analysis
4.3.1. Comparative Experiment

To verify the effectiveness of the model proposed in this paper, the effectiveness of
the model is compared with several models listed below. The specific situation of each
model is as follows:

Lattice‑LSTM [26]: Lattice‑LSTM model is an improved, enhanced semantic vector
representation model based on the LSTM model. It uses lattice structure LSTM to repre‑
sentwords in the text. It integrates potential word vectors into the LSTMnetwork based on
word vectors, which has achieved good results in Chinese‑named entity
recognition experiments.

Lr‑CNN [2]: Aiming at the defect that Lattice‑LSTM cannot operate in parallel, LR‑
CNN proposes that CNN is used to encode word vectors, and different receptive fields are
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used to extract features. Meanwhile, the feedback layer is combined with adjusting the
weight of word vectors.

CGN [31]: The word vector is integrated into each word vector in the vocabulary.
The word vector is fused into the upper and lower word vectors using the word boundary
vector and the GAN graph attention network.

FLAT [32]: The location information of the transformermodel is improved, and differ‑
ent encodings of characters and vocabulary are constructed, respectively. As an encoder,
Transformer is more suitable for Chinese‑named entity recognition.

Glyce [33]: Proposed a CNN‑based hieroglyphic recognition Tianzige‑CNN architec‑
ture, which combined the glyph vector with the traditional word vector and added the
image classification loss function to optimize for the characteristics of Chinese‑named en‑
tity recognition.

The proposed model compares several mainstream lexical enhancement methods for
named entity recognition. The experimental results shown in Table 2 show that, the pro‑
posed model is significantly better than other models on the WeiboNER dataset, which
proves the advantages of the proposed word‑word fusion model in a named entity recog‑
nition task. The experimental results on the MSRA dataset were second only to Glyce.
This is because the Glyce model combines character information and glyph information
to provide better text information when processing large‑scale corpora, and it works well
on MSRA datasets. WeiboNER corpora has smaller data sets, including more social media
comments on information, the text data is mixed and disorderly, Glyce in the characteriza‑
tion of such characteristics of text is still lacking, in multiple feature fusion under the said
it is difficult to identify the characteristics of a messy text data, and the proposed model
in small training sample data set has a very good effect, Therefore, the model presented in
this paper has good robustness against datasets with different text quantities. Lattice‑lstm,
LR‑CNN, CGN, and FLAT models are based on two feature representations: character
and lexical vector. The multi‑head attention is combined based on the fusion of word and
lexical vector representation in this model, which makes the model pay more attention to
the potential semantic features of text and makes up for the defects of traditional neural
network BiLSTM in feature extraction. The classifier can achieve a better effect on entity
recognition. Compared to other fusion vocabulary enhancement of text vector method,
this paper model considers both the vector fusion, based on the adaptive coding to reduce
the error word boundaries, and USES the long attention mechanism further attention to
text context dependencies, proved in this paper, themodel in the role of the Chinese named
entity recognition task.

Table 2. Comparison of named entity recognition results of different models.

Model
MSRA WeiboNER

P R F1 P R F1

Lattice‑
LSTM 93.57% 92.79% 93.18% ‑ ‑ 58.79%

LR‑CNN 94.50% 92.93% 93.71% ‑ ‑ 59.92%
CGN 94.01% 92.93% 93.47% ‑ ‑ 63.09%
FLAT ‑ ‑ 94.35% ‑ ‑ 67.71%
Glyce 95.57% 95.51% 95.54% 67.78% 67.71% 67.60%

Our model 95.81% 91.97% 94.78% 72.57% 70.31% 71.42%

4.3.2. Ablation Experiment
To further verify the effectiveness of the model proposed in this paper, BILSTM‑CRF

model and Albert‑BilSTM‑CRF model were established respectively in this paper. On this
basis, the Feedforward‑attention mechanism was used to conduct control experiments on
three kinds of data sets with the intermediate model formed by the three kinds of vec‑
tors. To verify the effect of the fusion vector module and multi‑head attention module on
the model.
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From the experimental results in Table 3 show that, we can see that the feature rep‑
resentation of word and word vector fusion and the named entity recognition effect of
fusion vector + BILSTM‑CRF model are improved on the three types of data sets, which
proves the effectiveness of word and word fusion method and Feedforward‑attention fu‑
sion mechanism. Compared with the direct vector splicing method, this paper uses feed‑
forward attention to assign the weight of vector representation and pays more attention to
the information that may become words in sentences, which verifies the effectiveness of
the submodule of word and word information fusion in this paper.

Table 3. Ablation results.

Model CLUENER2020 WeiboNER MSRA

BiLSTM‑CRF 70.41% 58.76% 83.41%
ALBERT‑BiLSTM‑
CRF

79.63% 68.59% 92.61%

Stitching vector 80.32% 68.75% 93.52%
Fusion vector 81.59% 70.35% 93.57%
Our model 82.47% 71.42% 94.78%

In comparison, themodel integrating word andword vectors does not improvemuch
on the MSRA dataset but greatly improves on CLUENER2020 and WeiboNER datasets.
This is because the vector representation method integrating word vectors has limited im‑
provement in entity boundary division on large regular datasets. For the relatively scat‑
tered Internet datasets WeiboNER and CLUENER2020, the fusion of character vector and
vocabulary vector have a better improvement effect. It can be seen that the fusion vector
effectively solves the difficult problem of entity boundary recognition by static word vec‑
tors, which is helpful to enhance the representation of lexical information and improve the
effect of named entity recognition.

Compared with the model proposed in this paper, the F1 value of CLUENER2020,
WeiboNER, and MSRA on the three datasets can be improved by 0.88%, 1.07%, and 1.21%.
The F1 value of the model using multi‑head attention can be significantly improved. This
shows that the model incorporating multi‑head attention improves the BiLSTM encoding
layer’s processing of text dependence, further improves the model’s effect of extracting
context dependence, and verifies the effectiveness of the multi‑head attention sub‑module.

To verify the effectiveness of usingmulti‑head attention to extract contextual features,
this paper also uses different levels of attention for analysis. The experimental results on
the CLUENER2020 dataset are shown in Figure 6. Among them, the use of 0 layers of
the self‑attention layer means the unused attention layer, and the use of 1 layer of the self‑
attention layer means the fusion model only combines the self‑attention.
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From the experimental results, it can be seen that the effect of themodel is significantly
improved after adding the self‑attention mechanism. As well, the best effect was achieved
when the number of self‑attention layers reached 8, focusing on the local dependence of the
text. When the number of layers exceeds 8, multihead attention will focus on redundant
linguistic information, reducing the effect of model learning.

5. Conclusions
In this paper,Word2vec is used to obtainword vectors, HMM is used to obtain bound‑

ary vectors, the ALBERT pre‑training model is used to encode Chinese text character vec‑
tors, and three kinds of vectors are fused into BiLSTM neural network through attention
mechanism to obtain semantic features of text statements. Then the multi‑head attention
mechanism is used to capture the correlation information between the characters in the
statement. Finally, CRF decoding is used to construct a new Chinese‑named entity recog‑
nition model.

The experimental results show that the model is better than the mainstream model.
The relationship between characters and the semantic division of Chinese words makes
vector fusion very important. Multi‑head attention can strengthen the internal relationship
between texts and find more effective information between vectors, which has a unique
advantage in Chinese named entity recognition. In future work, the proposed model will
be transferred to other fields of named entity recognition research to lay a foundation for
machine translation, relation extraction, and other tasks.
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