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Abstract: Offline handwritten text recognition (HTR) is a long-standing research project for a wide
range of applications, including assisting visually impaired users, humans and robot interactions,
and the automatic entry of business documents. However, due to variations in writing styles, visual
similarities between different characters, overlap between characters, and source document noise,
designing an accurate and flexible HTR system is challenging. The problem becomes serious when
the algorithm has a low learning capacity and when the text used is complex and has a lot of
characters in the writing system, such as Ethiopic script. In this paper, we propose a new model that
recognizes offline handwritten Ethiopic text using a gated convolution and stacked self-attention
encoder–decoder network. The proposed model has a feature extraction layer, an encoder layer, and
a decoder layer. The feature extraction layer extracts high-dimensional invariant feature maps from
the input handwritten image. Using the extracted feature maps, the encoder and decoder layers
transcribe the corresponding text. For the training and testing of the proposed model, we prepare an
offline handwritten Ethiopic text-line dataset (HETD) with 2800 samples and a handwritten Ethiopic
word dataset (HEWD) with 10,540 samples obtained from 250 volunteers. The experiment results of
the proposed model on HETD show a 9.17 and 13.11 Character Error Rate (CER) and Word Error
Rate (WER), respectively. However, the model on HEWD shows an 8.22 and 9.17 CER and WER,
respectively. These results and the prepared datasets will be used as a baseline for future research.

Keywords: Ethiopic script; self-attention encoder–decoder; gated convolution; offline handwritten
text recognition

1. Introduction

Handwritten text recognition (HTR) has been one of the most attractive and challeng-
ing areas in the image processing and pattern recognition discipline. It is used as a user
interface in numerous applications to transcribe a handwritten image into editable text.
Increasing the recognition performance of the HTR system can improve the automation
process.

According to the discussion in [1], a handwriting recognition system is essentially
categorized into offline and online types. In offline recognition, handwritten features are
extracted from scanned images, whereas, in online recognition, the features are extracted
from both the pen trajectory and resulting images. Due to the different styles of writing
handwritten characters by different writers, the visual resemblance of different characters,
the overlap between characters, and the complex features of handwritten characters, the ex-
traction of features from handwritten documents is difficult. Additionally, source document
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degradation is another challenge for offline HTR. This indicates that extracting features
from pen trajectory input for online handwriting recognition is much better than extracting
features from scanned images for offline HTR. As a result, offline HTR requires a more
sophisticated method to precisely extract features and improve recognition performance.

Over the past few decades, many scholars have proposed different HTR systems and
have made remarkable improvements. For instance, the Hidden Markov Model (HMM) [2]
and an HMM-neural network hybrid [3] were implemented to recognize handwritten
documents. However, due to the independence assumption of HMM, matching extracted
features with labels has limitations, and there is a long-range input problem, even if it is
slightly relaxed in the case of HMM-NN hybrid systems. As a result, deep neural network
(DNN) approaches have been proposed to improve segmentation, feature extraction, and
classification/recognition problems in shallow machine learning techniques [4]. Using
deep learning approaches, offline HTR has been studied and has shown remarkable results
for Latin, Arabic, Devanagari, and Chinese scripts, even for multilingual recognition [5–9].
In [10], a gated convolution neural network (Gated CNN) with a bidirectional gated
recurrent unit (GRU) was proposed for offline handwritten text recognition using a publicly
available dataset called IAM [11].

Even if these methods show remarkable recognition performance on several scripts,
they have not been tested for Ethiopic script, which has a variety of characters. Ethiopic
script is used as a writing system for more than 43 languages, including Amharic, Ge’ez,
and Tigrigna. Of these languages, the Amharic and Ge’ez languages are more dominant
because Amharic is used as the working language in Ethiopia, and Ge’ez is used as
a liturgical language of the Ethiopian and Eritrean Orthodox Tewahedo and Catholic
Churches. Moreover, there are many old manuscripts written in the Ge’ez and Amharic
languages. Although many languages benefit from Ethiopic script, only few studies have
been conducted on offline handwritten documents written using Ethiopic script.

In this paper, we propose a newly gated convolution and stacked self-attention
encoder–decoder network (GCSEN) to recognize offline handwritten Ethiopic text. In
our model, we apply gated CNN to extract features from handwritten images and a stacked
self-attention encoder–decoder called Transformer to transcribe text. We integrate these
models because gated CNN has high performance in feature extraction from complex
datasets, and the stacked self-attention encoder–decoder outperforms in language mod-
eling [12] by avoiding recursion. Our proposed model has feature extraction, encoder,
and decoder layers. Additionally, we evaluate the performance of three other recently
proposed recurrent-based models. These are gated CNN with long short-term memory
(LSTM) [9], a convolutional neural network (CNN) with LSTM [8], and gated CNN with
a gated recurrent unit (GRU) [10]. To simulate the selected and proposed models, we
collect a dataset of offline handwritten text from volunteer high school students, university
students, and university staff members. By preprocessing the collected datasets, we prepare
a handwritten Ethiopic text-line dataset (HETD) and a handwritten Ethiopic word dataset
(HEWD). Our system is evaluated using the HETD and HEWD databases. The overall
contributions of this paper are summarized as follows:

1. We prepare an offline handwritten database that is used for various applications, such
as text recognition, writer identification, and signature verification. In addition, we
prepare a synthetic dataset to pre-train the proposed model and adjust the weights
and hyperparameters of the proposed model. The provided datasets are released and
can be used by others in the future.

2. A comparative analysis between gated CNN-LSTM, CNN-LSTM, and HTR-flor++
(gated CNN-BGRU), which show state-of-the-art results on the IAM public dataset,
and our proposed model, gated CNN-Transformer, is given.

3. The proposed model shows a promising recognition result on the collected HEWD
and HETD and can be effectively used practically.

The rest of the paper is presented as follows: A short description of Ethiopic script and
the Amharic language is given in Section 2. A brief discussion about dataset preparation,
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experiment setup and discussion of results are presented in Section 3. Finally, we conclude
this paper in Section 4.

2. Materials and Methods
2.1. Ethiopic Script

The Ethiopic script originated from the Geez script, one of the world’s ancient
scripts [13]. It is used as a writing system for more than 43 languages, including Amharic,
Geez, and Tigrigna. The script has been largely used by the Geez and Amharic languages,
which are the liturgical and working languages of Ethiopia, respectively. Amharic is the
second most spoken Semitic language in the world following Arabic. Fidel or Amharic
script is a part of Ethiopic script, which is used to write the Amharic language. It is
written from left to write. As shown in Figure 1, the script is written down in a tabular
format, in which the first denotes the base character, and the other six columns are vowels
derived from the base characters by slightly deforming or modifying the base character.
The Amharic Fidel characters have 33 base characters and 6 derived vowels for each base
character. Additionally, there are 20 labiovelar characters, with 5 orders, 20 numerals, and
9 punctuation marks.
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Building an automatic Handwritten Text Recognition (HTR) system for the Ethiopic
script, used in languages such as Amharic, Ge’ez, Tigrigna, and others, enables modern
applications. These applications include the automatic identification of postal codes,
digitization and recognition of text on paper documents, and automatic reading of bank
checks, insurance forms, smart meters, and more. There are several research outputs for
English, Chinese, and Arabic HCR and HTR. Additionally, there are also publicly available
datasets for further research. However, languages that use Ethiopic script are not well
studied, and there is no well-known public dataset. As a result, this paper prepares and
presents a freely available public handwritten dataset with baseline results using selected
state-of-the-art models and a newly introduced model.

2.2. Overview of Handwritten Text Recognition Techniques

The most popular sub-tasks performed to build an HTR system are segmentation (char-
acter, word, or text-line level), feature extraction, and classification tasks. The segmentation
sub-task detects and segments the input image at the character, word, or text-line level.
Character-level segmentation is the most challenging task for diacritic scripts. Ethiopic
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script has some ligatures, which are more difficult to segment at a character level. Due to
this, we use word-level and text-line-level segmentation. Preprocessing techniques such as
noise removal through median filtering [14] and Gaussian smoothing [15] play a crucial role
in enhancing image quality and thereby improving the performance of the segmentation
task.

Additionally, for feature extraction and classification sub-tasks, several machine learn-
ing techniques have been proposed, such as HMM, support vector machine (SVM), and
neural networks [3,16–18]. Recently, DNN-based models have been introduced and have
shown promising results for the high-dimensional automatic feature map extraction and
recognition of handwritten texts [8,9,18–22]. The feature extraction and recognition tasks
are performed in an end-to-end manner. Different from traditional machine learning meth-
ods, DNN-based approaches use minimal preprocessing [23]. For Ethiopic script offline
HTR, some research works were studied. Most of them use conventional machine learning
methods, and the recognition results need improving so for the methods to be used in
practical applications. Some of the previous research outputs are as follows:

• Assabie and Bigun [24] presented a writer-independent offline HCR system using
the characteristics and special relationships of primitive strokes. The accuracy of the
proposed model was determined via the special relationships of primitives. If the
relationships of primitives are poor, the recognition will fail; otherwise, they will
be perfectly recognized. They used three different datasets that were collected from
different sources, and the proposed approach achieved the recognition results of 87%,
76%, and 81% for each dataset.

• In [25], an HMM-based writer-independent offline handwritten Amharic word recog-
nition system was designed using direction field tensor to detect text lines and extract
features from the text lines. For each Ethiopic character, primitive structural features
were stored as a feature list for the training and testing of the model. This work
focused only on the Amharic language, which is one of the languages using half of
Ethiopic script as the writing system.

• Assabie and Bigun [18] presented online handwritten Ethiopic script recognition
by generating a unique set of primitive stroke sequences for each character using a
special tree structure. For recognition, each stroke sequence was matched against a
stored knowledge base. To improve the processing time and efficiency of recognition,
structural similarity was used to classify a plausible set of unknown inputs. These
approaches are limited to identifying a new entry with different characteristics from
the stored ones.

• An unconstrained handwritten Amharic word recognizer was presented using the
concatenated features of constituent characters and HMM [26]. Word features were
formed by concatenating features of constituting characters from sample extracted
features of characters. To build the HMM model, features were extracted from isolated
handwritten characters. The models were trained and tested on good-quality and
poor-quality data with 10, 100, and 10,932 training words. On both the good- and
poor-quality training data, HMM recognition resulted in a better performance than
a feature-level concatenation method. In the poor-quality dataset, HMM recognized
78%, 73%, and 41% of 10, 100, and 10,932 training words. Similarly, for good-quality
data, HMM recognized 92%, 93%, and 66% of 10, 100, and 10,932 training words.

• In [27], a deep convolutional neural network was introduced to recognize Ethiopian
ancient Ge’ez characters. This method considers only twenty-six characters.

In comparison with English, designing a robust offline HTR system for Ethiopic script
has some challenges, such as the number of characters and the availability of visually
similar characters. The Ethiopic script employs 466 characters in its writing system, which
is over five times more than the English script. The number of characters affects the HTR
system and demands memory and computation requirements. Additionally, there are
visually similar characters that are very difficult for human beings to recognize.
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In the previous research outputs of Ethiopic character/word recognition systems, the
researchers use their private datasets, which are not publicly available. Moreover, the
considered datasets contain only 265 characters, and the recognition performance needs to
be improved. In this paper, we propose a gated CNN to extract features from handwritten
text-line/word images and a Transformer network to transcribe the corresponding texts
using the extracted feature maps as an input from the feature extraction layer. To train and
test the proposed models, we prepare an isolated offline HEWD and HETD, which will be
freely released to other researchers.

2.3. Proposed Methodology

This paper introduces a novel gated CNN architecture that incorporates a stacked
self-attention encoder–decoder model for the recognition of offline handwritten Ethiopic
text. Furthermore, we conduct an extensive exploration of the current state-of-the-art
models for various scripts, including Bluche and Messina’s gated CNN-1D-LSTM [9] for
English, Puigcerver’s CNN-1D-LSTM [8], and HTR Flor++ (gated CNN-1D-GRU) [10] for
Arabic and other scripts.

The architecture of our proposed model is illustrated in Figure 2 and consists of three
main components: a feature extraction layer, an encoder layer, and a decoder layer. The
encoder–decoder layers are constructed using stacked multi-head self-attention, followed
by position-wise fully connected networks known as Transformers. This architecture has
gained prominence in recent years for natural language processing tasks [12] and has
consistently achieved state-of-the-art results.
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One key distinction between the use of Transformers in natural language processing
and their application in handwritten text recognition is the need to convert images into a
sequential representation before feeding them into the Transformer network. To address
this, we introduce a feature extraction unit that precedes the encoder layer, responsible for
extracting sequences of feature maps from the input image. This preprocessing step ensures
that the visual information from the image is appropriately structured for subsequent
processing by the Transformer network.

While our proposed model consists of three fundamental layers, namely, feature
extraction, encoder, and decoder layers, it is crucial to highlight that the model is trained in
an end-to-end manner. Each of these layers plays a unique role in the recognition process,
and we provide a concise overview of each layer in the following sections.
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2.3.1. Feature Extraction Layer

As illustrated in Figure 2, the feature extraction layer serves as the initial component
of our proposed model. As previously mentioned, the nature of input data for natural
language processing and handwritten text recognition differs substantially. In the case
of handwritten text recognition, the input, which is an image of handwritten text, must
undergo a preprocessing step to convert it into spatial feature maps before it can be passed
to the subsequent layers of the model.

To achieve this conversion from an input handwritten image to spatial feature maps,
we employ a gated CNN architecture, as detailed in [10]. This architecture consists of a
total of 11 convolutional neural networks, of which 5 are gated convolutional layers. In
each of the convolutional layers, we apply the PReLU activation function and implement
batch renormalization. Additionally, we incorporate a dropout technique with a rate of 0.2
in the last three gated convolutional layers to prevent overfitting and enhance the model’s
generalization.

Throughout the gated and convolutional layers, we extract feature maps with varying
dimensions, including 16, 32, 40, 48, 56, and 64. The choice of kernel size also varies:
2 × 4 kernels are utilized on layers three and five, while 3 × 3 kernels are employed on
the remaining convolutional layers. These choices of feature map dimensions and kernel
sizes are strategically designed to capture and represent different spatial characteristics of
the handwritten text, enabling the subsequent layers of the model to process this informa-
tion effectively.

2.3.2. Encoder Layer

Following the feature extraction process, the extracted feature maps are seamlessly
transitioned into the encoder layer, which plays a pivotal role in the proposed model. The
encoder layer is composed of six stacks of similar layers, each designed to transform the
input feature maps into higher-level representations that capture relevant information for
subsequent processing.

Within each encoder layer, two major units are employed: a self-attention unit and a
feed-forward neural network unit. These units work in tandem to progressively refine the
feature representations.

The self-attention unit is a critical component of the encoder. It takes a collection
of input encodings, which are derived from the previous encoder layer, and assesses the
importance of each encoding in relation to all the others. This process of assigning weights
to the input encodings based on their relevance to one another results in a set of output
encodings that carry a refined understanding of the spatial relationships and contextual
dependencies within the feature maps.

Subsequently, the output of each encoding is individually processed by the feed-
forward neural network unit. This unit applies non-linear transformations to the feature
encodings, enhancing their representational power and further refining the information
contained within them.

The outputs of these units are then passed to the next encoder unit or, in the case of
the final encoder unit, to the decoder layer. This flow of information from one unit to the
next, layer after layer, allows the model to progressively build abstract and contextualized
representations of the handwritten text, which is essential for accurate recognition and
understanding. The encoder’s capacity to analyze spatial and contextual information
makes it a fundamental component in the model’s ability to recognize handwritten text.

2.3.3. Decoder Layer

The decoder layer serves as the final piece of our proposed model, and it mirrors the
structure of the encoder layer with six modules stacked on top of each other. Each of these
modules shares common characteristics with the encoder layers, but with an additional
sub-layer for conducting multi-head attention over the output of the encoder stack. This
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addition is crucial for the decoder’s function, as it enables it to generate the final output
sequence while considering the context and relationships encoded in the encoder’s outputs.

In addition to our proposed model, we also explore the performance of three recently
developed models for other languages. The first model, as presented in [8], leverages a
convolutional neural network (CNN), bidirectional long short-term memory (BLSTM), and
connectionist temporal classification (CTC). Referred to as CNN-1D-LSTM, this model is
notable for its large parameter count, approximately 9.6 million. It features five convolution
layers and five BLSTM layers, with each convolution layer employing a 3 × 3 kernel, batch
normalization, leaky ReLU activation, and 2 × 2 max pooling. Additionally, a dropout with
a probability of 0.5 is applied to mitigate overfitting. To update the model parameters, the
RMSProp [28] algorithm is used, adjusting them incrementally based on the gradients of
the CTC loss calculated for each batch of 16 images.

The second model adopts a different approach, utilizing a convolutional encoder for
processing the input image and a bidirectional LSTM decoder for predicting character
sequences. Known as gated convolutional recurrent neural networks (Gated CNN-BLSTM),
this model was introduced by Bluche and Messina [9]. It distinguishes itself by having a
more compact design with fewer parameters, approximately 730 thousand, compared to
the previous model. Gated CNN-BLSTM incorporates eight convolution layers, including
three gated convolution layers, and two BLSTM layers. This model is trained using a tanh
activation function and an RMSProp optimizer with a standard learning rate, adjusting the
parameters incrementally based on the gradients of the CTC loss.

The third model, named FLOR++ [10], features an architecture comprising 11 convolu-
tional layers, including 6 gated convolutional layers and 2 bidirectional gated recurrent
unit (BGRU) layers. Like the previously discussed models, FLOR++ extracts feature maps
at different dimensions (16, 32, 40, 48, 56, and 64) in both gated and traditional convo-
lution blocks. On the third and fifth convolution layers, a 2 × 4 kernel is applied, while
a 3 × 3 kernel is used on the remaining convolution layers. This model incorporates the
He uniform initializer, the PReLU [29] activation function, and batch renormalization [30]
in all convolution layers. To address overfitting, a dropout rate of 0.2 is applied to the
last three gated convolution layers. The optical model of FLOR++ consists of two bidirec-
tional GRU layers with 0.5 dropouts, alternated by the dense layer, and it employs CTC
to compute the loss and transcribe the expected characters. These diverse models con-
tribute to our comprehensive exploration of approaches for handwritten text recognition in
various languages.

3. Results

In this section, we delve into the comprehensive presentation and insightful analysis
of the outcomes achieved by both the proposed model and the selected recent state-of-
the-art models that were introduced in Section 2.3. This rigorous evaluation is essential
to gauge the effectiveness of the models across the task of handwritten text recognition.
The dataset used for experimentation, the specific experimental setups, and the findings
obtained from each model are meticulously examined in the following sections. These
results not only highlight the model’s performance but also provide valuable insights
into the strengths and potential areas for improvement, ultimately contributing to the
advancement of handwritten text recognition technology.

3.1. Data Preparation

While publicly available datasets for languages like English [31], Arabic [32], and
Swidish [33,34] have significantly aided research in their respective fields, the absence
of such resources for Amharic handwritten text recognition posed a unique challenge
for our research. In response, we meticulously undertook the task of dataset creation
and preparation to facilitate our experiments. This section outlines the elaborate process
involved in preparing the datasets that underpin our study.
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To begin, we crafted forms with dedicated spaces for volunteers to contribute their
handwritten Amharic text, thus generating much-needed ground truth data. This ground
truth was sourced from various written materials, including blogs, books, and other relevant
sources. An example of one such form is illustrated in Figure 3. Our data collection efforts
spanned students from different educational levels, ranging from high school to university,
as well as contributions from staff members. In total, we engaged with 250 users who
collectively generated 300 pages of handwritten content.
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The collected handwritten forms were then subjected to digitization using an MX-
M464N Sharp scanning and copying machine, ensuring the preservation of the original
content. We leveraged the VIA annotation tool [35] to meticulously annotate the scanned
images, labeling them at the paragraph level. Subsequently, the handwritten sections
were cropped from the scanned images, isolating the core content for further analysis
and processing.

For further refinement, the cropped images underwent a series of preprocessing steps,
optimizing them for subsequent recognition tasks. This preprocessing involved converting
the input cropped images into binary representations and optionally normalizing them into
grayscale images. Additionally, deskewing operations were employed to correct any image
skew. The OCRopus [36] toolbox was instrumental in this preprocessing phase, offering
a comprehensive suite of tools for enhancing the input handwritten cropped images. An
example of the cropped input and the corresponding binarized output image is presented
in Figure 4.

Following the preprocessing phase, our attention turned to the vital tasks of word
and text-line segmentation. These tasks aimed to extract meaningful text lines from the
preprocessed images, and we employed a segmentation module from the OCRopus tool-
box [36] to achieve this. This toolbox provided an array of Python-based tools for document
analysis and recognition, effectively streamlining the segmentation process.
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In the context of database preparation, the creation of ground truth data presented
a significant challenge. To address this, we prepared ground truth text data for each
segmented text-line image using the ocropus-gtedit HTML and extract commands, both
of which are integral components of the OCRopus toolbox. A sample segmented text-line
image alongside its corresponding ground truth data is exemplified in Figure 5.
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It is worth noting that, in cases where text lines were highly interconnected, leading
to the segmentation of multiple lines as a single unit, such segmentation errors were
discarded by leaving the ground truth empty. This rigorous quality control process ensured
the integrity of the data. As a result, out of the 2910 segmented text lines, 2800 text-line
images were included in the HETD database, while 110 text-line images were excluded due
to the absence of ground truth.

To further enrich our HEWD dataset, we performed a secondary segmentation of the
selected segmented text-line images using a contour-based algorithm. This algorithm per-
formed the dual task of segmenting and labeling the text lines semi-automatically, utilizing
the segmented text-line images and their ground truth data from the previous HETD as
input. An exemplary detected word image from the segmented text line is displayed in
Figure 6, with additional insights provided through the algorithm’s pseudocode, which is
presented in Algorithm 1. This meticulous data preparation process ensured the availability
of high-quality datasets essential for our research on Amharic handwritten text recognition.
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Algorithm 1: Word Detection and Semi-Automatic Labeling.

1. I← Read text-line image
2. gt← Read ground truth text (GT)
3. I← Resize height I//in our case we set height = 50
4. Kernel← create anisotropic filter kernel//in our case we set kernels size, sigma and theta

values 25, 11 and 7, respectively
5. If← 2D filtering on I//using the created anisotropic filter kernel and OpenCV filter2D

library
6. Ithr← Apply threshold on If
7. components← detect connected components of Ithr//we use OpenCV findContours
8. words← gt.split(‘ ‘)//split ground truth text using space as a separator
9. For (i, c) in enumerate (components):

a. If contour_area(c)> minArea//in our case min area = 100

i. box← boundingRect(c)

ii. (x, y, w, h)← box

iii. Iw← I[y:y+h, x:x+w]

iv. Save image Iw with its cross ponding label words[i]

The effectiveness of the semi-automatic labeling method significantly hinges on the
accuracy of the detection process. As depicted in Figure 6, the initial seven consecutive
words are detected and labeled with precision, showcasing the method’s potential to
streamline the labeling process. However, challenges arise when two consecutive words are
inaccurately detected as a single word, leading to subsequent labeling errors. To address
these issues, a manual re-labeling process becomes necessary.

To ensure the dataset’s overall quality and reliability, a meticulous manual re-labeling
effort was undertaken. This involved correcting the labels for the words that were initially
mislabeled due to the detection errors. As a result of this diligent curation process, a
comprehensive dataset named HEWD was curated, comprising a total of 10,540 words.

Additionally, to enhance the robustness and versatility of our model, we conducted
pre-training by synthetically generating text-line and word databases. These synthetic
databases were instrumental in fine-tuning the model, adjusting its weights, and optimizing
hyperparameters to enhance recognition performance.

For a concise overview of the prepared databases and their characteristics, please
refer to Table 1. This table encapsulates the key statistics and features of the datasets,
underscoring the importance of these meticulously curated resources in advancing our
research in Amharic handwritten text recognition.

Table 1. Summary of prepared databases.

Database Total Training Testing Validation

HETD 2800 2240 560 -

HEWD 10,540 8432 2108 -

Synthetic text line 290,000 174,000 58,000 58,000

Synthetic word 500,000 300,000 100,000 100,000

3.2. Experiment Setup

The experiments were conducted on an Ubuntu machine equipped with an Intel
Core i7-7700 (3.60 GHz) CPU, bolstered by 64 GB of RAM and a GeForce GTX 1080 Ti
11,176 MiB GPU. Our proposed system was implemented using Python 3.6 and the Keras
library alongside TensorFlow. To ensure robustness, all the proposed networks underwent
pre-training using synthetically generated text-line images inscribed in Ethiopic script.

For consistency and optimization, we employed the RmsProp optimizer [30] across all
proposed networks, configuring a mini-batch size of 8. To prevent overfitting and enhance
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efficiency, an early stopping mechanism was set, triggering after 20 epochs without any
discernible improvement in the validation loss value.

The evaluation of the proposed models’ recognition performance was based on two
key metrics: the Character Error Rate (CER) and the Word Error Rate (WER). These met-
rics serve as fundamental measures to assess the accuracy and fidelity of handwriting
recognition systems.

CER quantifies the fidelity of character recognition by computing the Levenshtein dis-
tance, which measures the cumulative character-level operations—substitutions, insertions,
and deletions—required to align the recognized text with the ground truth. Lower CER
values indicate a higher accuracy in character-level recognition, signifying a closer match
between the recognized and true characters.

Similarly, WER gauges the accuracy of word transcription in the recognized text by
quantifying the disparity between recognized words and the actual content. It computes
the collective word-level operations—substitutions, insertions, and deletions—necessary
to align the recognized words with the ground truth. Lower WER values reflect a higher
precision in transcribing the handwritten words, demonstrating a closer correspondence
between the recognized words and the genuine content.

In the context of handwriting recognition, achieving lower CER and WER values
indicates a more accurate and reliable system in deciphering handwritten text. These
metrics are foundational in assessing the system’s performance, providing insights into its
ability to accurately transcribe handwritten characters and words, thus determining the
overall effectiveness of the recognition model.

3.3. Experimental Results

The first experiment in our study aims to showcase the recognition performance of the
proposed models, utilizing the text-line dataset. The results obtained from this experiment
are presented in Table 2, offering valuable insights into the capabilities of each model in the
context of handwritten text recognition.

Table 2. Experiment results of the proposed networks on HETD.

Network WER CER

Puigcerver 15.5 10.15

Bluche 14.8 9.12

Flor 14.51 8.92

Proposed 13.11 8.72

Upon reviewing the results in Table 2, it is evident that the proposed model stands out
with a Word Error Rate (WER) of 13.11% and a Character Error Rate (CER) of 8.72%. This
signifies the model’s proficiency in recognizing handwritten Amharic text. In comparison,
the GNN-GRU-CTC model, while still demonstrating respectable performance, yields a
WER of 14.80% and a CER of 9.12%. Notably, the GNN-GRU-CTC model outperforms
the CNN-LSTM-CTC model, showcasing the advantages of the former in the context of
Amharic text recognition.

To further investigate the impact of using synthetically generated datasets on the per-
formance of our recognition models, we conduct a training experiment from scratch using
the handwritten datasets. The results from this experiment reveal a noteworthy reduction
in performance for all models, as the WER and CER values increase by approximately 11%
for the proposed model.

These results underscore the significant positive influence of employing synthetic
datasets and pre-training the models on the overall recognition performance. The utilization
of synthetic data not only enhances the models’ adaptability but also contributes to a
reduction in recognition errors, reinforcing the effectiveness of this approach in the realm
of handwritten text recognition.
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The second experiment in our research focuses on evaluating the recognition perfor-
mance of the proposed models, this time using HEWD. The results of this experiment are
detailed in Table 3, shedding light on the models’ capabilities in the context of recognizing
handwritten text from this specific dataset.

Table 3. Experiment results of proposed networks on HEWD.

Network WER CER

Puigcerver 13.75 9.55

Bluche 11.24 8.46

Flor 11.08 8.41

Proposed 9.17 8.22

Upon reviewing the results presented in Table 3, it becomes evident that the proposed
model continues to demonstrate its superiority in the realm of Amharic handwritten text
recognition. It outperforms the other previously proposed models, delivering superior
recognition accuracy and efficiency.

This outcome underscores the robustness and versatility of the proposed model when
applied to HEWD. It reaffirms the model’s ability to handle diverse styles and forms
of handwritten text, further solidifying its position as a leading solution for Amharic
handwritten text recognition.

The positive results from this second experiment reinforce the promise of the proposed
model in enhancing the field of handwritten text recognition, especially in the context
of Amharic script, and they highlight its potential for various applications that rely on
accurate text recognition from handwritten documents.

The results obtained from our experiments highlight the notable advantages of the
Transformer network over the previously proposed state-of-the-art models. Beyond its
improved recognition performance, the Transformer-based model also offers the compelling
advantage of being more parameter-efficient than its counterparts. This means that it
achieves remarkable results while requiring fewer computational resources, making it a
more efficient and scalable solution.

Nonetheless, it is essential to acknowledge that Amharic script, like many other
scripts, presents its own unique challenges. The script contains characters that share similar
phonetic sounds but have distinct visual shapes. This discrepancy between the ground
truth and the input image presented a challenge for the recognition performance. The
model’s ability to differentiate between visually similar characters is an ongoing area
of improvement.

In both the text-line and word-based experiments, we observed that the proposed
network faced limitations when dealing with characters that share similar shapes or when
dealing with characters with a limited number of training samples. Furthermore, the pres-
ence of ligatures, which are combinations of characters with specific shapes and meanings,
also had a notable impact on the recognition performance of the model.

To address these limitations and further enhance the model’s capabilities, it is evident
that an expanded and more diverse training dataset is required. This dataset should en-
compass a broader range of samples for each character, particularly focusing on characters
that present challenges due to their visual similarities or the scarcity of training data. The
continuous refinement and expansion of the dataset will contribute to improved character
discrimination and recognition accuracy, ultimately advancing the performance of the
model in recognizing handwritten Amharic text.

4. Conclusions and Discussion

Offline handwritten text recognition (HTR) has achieved remarkable results in recent
years, owing to the advancements in machine learning techniques and the availability
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of large-scale datasets that facilitate the design of highly effective recognition models.
However, when it comes to languages based on Ethiopic script, such as Amharic, the field
of HTR remains relatively underexplored and in need of significant improvement. In this
paper, we take a significant step towards addressing this gap by meticulously preparing
two crucial datasets: the 10,540-word HEWD and the 2800-text-line HETD, thoughtfully
collected from volunteers. Utilizing these datasets, we conducted a series of experiments to
recognize both individual words and complete text lines. Our approach leverages gated
convolution as the feature extraction layer, followed by the powerful Transformer network
to transcribe the extracted features into text. Furthermore, we conducted a thorough
analysis of recently proposed models, including CNN-LSTM, GNN-LSTM, and GNN-GRU
networks. The results from our experiments are promising, demonstrating the viability of
our model for handwritten Ethiopic words and text-line recognition. With the prepared
handwritten testing dataset, the proposed GCSEN model achieved impressive results,
exhibiting a Character Error Rate (CER) of 8.22 and a Word Error Rate (WER) of 9.17
on HEWD, and a CER of 8.72 and a WER of 13.11 on HETD. Looking forward, we plan
to further enhance the recognition of handwritten words and text lines by integrating
language modeling techniques and expanding our dataset. We are committed to sharing
our implementation code and the prepared datasets to facilitate further research and
advancements in this field, and they are accessible at https://github.com/direselign/
HETR-HEWR (accessed on 6 December 2023).
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