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Abstract: Environmental research calls for a multidisciplinary approach, where highly specialized
research teams collaborate in data analysis. Nevertheless, managing the data lifecycle and research
artifacts becomes challenging because the project teams require techniques and tools tailored to their
study fields. Another pain point is the unavailability of essential analysis and data representation
formats for querying and interpreting the shared results. In addition, managing progress reports
across the teams is demanding because they manage different platforms and systems. These concerns
discourage the knowledge-sharing process and lead to researchers’ low adherence to the system. A
hybrid methodology based on Design Thinking and an Agile approach enables us to understand and
attend to the research process needs. As a result, a microservices-based architecture of the system,
which can be deployed in cloud, hybrid, or standalone environments and adapt the computing
resources according to the actual requirements with an access control system based on users and
roles, enables the security and confidentiality, allowing the team’s lead to share or revoke access.
Additionally, intelligent assistance is available for document searches and dataset analyses. A
multidisciplinary researchers’ team that uses this system as a knowledge-sharing workspace reported
an 83% acceptance.

Keywords: data visualization; multidimensional dataset; fuzzy searching; collaborative research;
t-SNE; microservices; approximate string-matching; knowledge-sharing behaviors

1. Introduction

Nowadays, to solve complex problems, multidisciplinary research groups must share
datasets, preliminary results, and background information to later process, report, and
analyze information and documents. The collaboration allows the research team to ana-
lyze integrated results and monitor products, providing continuity to the investiga-
tion and guiding the decision-making processes while maintaining control over the
information’s flow.

On the one hand, the World Wide Web (WWW) has promoted globalization and
outsourcing, reducing the product development cycle time. In addition, various new ap-
proaches and tools were introduced and applied in the sharing of information methods [1].

However, the research activity has become a complex interaction where knowledge-
sharing behavior (KSB) is required, not just information sharing, to increase the synergic
interaction [2]. Several works introduced Knowledge Sharing (KS) as one of the significant
knowledge management activities. Moreover, the KSB has a vital role in every researcher
and academic organization and its research goals because it is involved in the innova-
tion and synergic work in this highly specialized community. Akhavan et al. presented
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an extensive study about the factors that promote the intention (KSI) towards a KSB.
They considered 40 reported factors related to intrinsic motivation and extrinsic moti-
vation factors and the sharing methods in a research community of 317 members, with
91% male and 8% female with education level distributed into PhD (88), MA (143), BA (86)
in three positions: Senior, Middle Manager, and Researchers. They found that factors such
as culture, organizational structure, and use of technology are decisive in KSB, but the
main factors are the intrinsic motivation factors. In the researchers’ case, performing
routine and daily tasks is less attractive than being involved with challenging tasks that
need solving a problem or an issue. So, intrinsic and extrinsic motivations should be
carefully considered [3]. In addition, in this specific case, it is crucial to consider that
solving collective-action problems requires three key processes: cooperation, learning, and
distribution of resources; the diversity and abundance of actors and institutions and the
structural relations among them are essential properties as in an ecological system [4].

Nowadays, the availability of specialized tools required by each multidisciplinary
project team may hinder the data-sharing process for intermediate transformation across
different teams, partly due to the unavailability of a standard set of tools and data represen-
tation formats for querying and interpreting the research artifacts being produced. Some
open-source visualization platforms such as SNIK Graph—Visualising Knowledge about
Management of Hospital Information Systems are based on Node.js programming [5],
Python [6], or WEKA that helps analysis and visualization of datasets, and their result
could be shared [7–9]. However, they require a long learning curve about programming or
user interface understanding, minimizing the acceptance or preventing their generalized
use in a multidisciplinary researcher’s community.

To consolidate the KS, management of progress reports across teams in the project
is a way that allows quick evaluation or feedback. However, it could be a complicated
task, as different teams may decide to manage their progress using various platforms and
electronic systems, such as email, instant messaging, or cloud storage services.

Therefore, identifying the daily tools required to analyze and visualize multivariable
datasets for Information Sharing (IS) and generate strategies to promote the sharing is an
open issue to study. All these factors may affect the knowledge-sharing process across
different teams and lead to researchers having a low adherence to technological platforms
that promote collaborative work.

This paper aims to propose a model for improving knowledge sharing, proving a
methodology and tools to assist multidisciplinary research groups in sharing information
under a safe Web platform using a human-centric experience design.

In this paper, our contribution is two-fold:

• In the first step, we address the identification of the needs, pain points, and challenges
directly with the final user and propose an incremental solution, usable since the
first version, covering the basic needs in information management, fuzzy search of
documents, and metadata, and compute essential statistic and display information of
the datasets transparently.

• Secondly, we implement tools such as visual representations of n-variables, computing
linear and nonlinear regressions of any numerical pair of selected variables, and
displaying information in several distinct forms, with particular emphasis on t-SNE
and PCA plots for supervised and non-supervised database clusters.

The rest of this paper is divided into six sections. Section 2 presents the study’s
background. Section 3 presents the materials and methods for the model generation,
implementation, and testing of the experiments into the designed Web platform. Section 4
describes the results, and Section 5 discusses the findings with respective recommendations
based on the study’s objectives. Finally, Section 6 closes the paper with the conclusion.

2. Theoretical Background

As mentioned, Akhavan et al. presented an extensive study about the factors that
promote the intention (KSI) to a behavior (KSB) in 317 participants with different education
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levels and positions in a research community. They concluded that the intrinsic motivation
factors are crucial in knowledge-sharing behavior. Consequently, the KS process across
different teams is affected, leading researchers to low adherence to technological plat-
forms that promote collaborative work [3,5]. So, before implementing these technological
methods, design thinking (DT) is considered an approach that prioritizes understanding
each team member’s overall workflow and human-centric experience, enabling system
designers to understand and attend to the research process needs.

2.1. Collaborating System Infrastructure

Information-sharing requires data governance related to authority and control over
data, and such authority matters through decision-making in data-related. Moreover, data
governance should focus on data flow and the systems through which data is collected,
managed, and used. The organizational approach to data governance is used in this case,
emphasizing structure, responsibility, accountability, and reporting [10]. So, this approach
sets up organizational structures for data governance and treats data governance as a
defining authority, which is then combined with the Authorization, Authentication, and
Accounting methodology (AAA) using the principle of top-level design [10,11].

Implementing a system that enables researchers in a multidisciplinary project to share
information and research artifacts calls for developing a purpose-specific data management
tool. Access to the proposed system is provided using a Web application, as the availability
of up-to-date Web browsers supporting current technologies has become ubiquitous across
all principal desktop and mobile operating systems [12,13]. Software development current
practices have identified the benefits of a Microservices Architecture (MSA) in opposition
to a monolithic design, as they allow for granular services that can be tightly integrated,
providing benefits such as high availability, flexibility, scalability, and speed [14].

Of particular importance, the flexibility of such a software architecture allows deploy-
ment on different computing environments, such as a public or private cloud, on-premises,
or even a mixed approach: different components of the application can be deployed on
different computing environments without affecting the application functionality or us-
ability. Cloud computing allows on-demand scalability of deployed services, increasing or
decreasing the number of computing resources based on the requirements of each software
team, and depending on the specific design of the microservice, vertical or horizontal
scaling can be achieved.

2.2. Multidimensional Data Analysis and Visualisation

Multidimensional data analysis and visualization are steadily evolving in data science.
Trends in this area are focused on interactive visualization that allows users to explore
data in multiple dimensions efficiently, using dimensionality reduction techniques such
as Principal Component Anaysis (PCA) and tDistributed Stochastic Neighbor Embedding
(t-SNE) to transform data into lower dimensional spaces. In addition, 3D visualization
could represent complex relationships between variables and create specialized tools to
visualize extensive multidimensional datasets [15].

Moreover, integrating machine learning (ML) techniques with visualization has led
to the creation of tools that automatically identify patterns and relationships in data,
simplifying the analysis process.

These multidimensional data analyses and visualization advances have been imple-
mented in several research fields. For instance, in biology, specific visualization techniques
have been developed for genomic data, allowing the representation of gene expression
patterns and relationships between genes [16], or in the analysis of complex high dimen-
sional systems associated with interaction in smart cities such as a study on road accident
open data in Medellín [17]. Moreover, data visualization has been helpful in qualitative
and subjective analysis, complemented with metrics that calculate the level of similarity or
differentiation of Big Data model components [18].
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The graphical visualization of a high-dimension system could be challenging to inter-
pret, so transformations are required. The t-SNE method emerges as a compelling addition,
emphasizing data visualization because it is a nonlinear approach. Its applicability ex-
tends to various fields with remarkable results. It has gained relevance in environmental
sciences by reducing the dimensionality of environmental data. In addition, it allows for
more straightforward and more understandable visualizations, conducting well-informed
decision-making, and identifying critical patterns. It has been employed to visualize envi-
ronmental surveillance data, such as enhancing monitoring capabilities in smart cities [19],
analyzing geochemical data of groundwater [20], and improving the quality of vegetation
mapping data [21]. The effectiveness of t-SNE in interpreting complex data makes it a
valuable tool for environmental data research and analysis.

3. Materials and Methods

To generate this technological method for knowledge sharing, the Design Thinking
methodology is proposed as an approach that prioritizes understanding each team mem-
ber’s overall workflow and the human-centric experience, enabling system designers to
understand and attend to the research process needs and to identify opportunities and
challenges to be covered. A hybrid model for a technical proposal of a specific platform
with functionality and several common tools that promote the KSB has been defined based
on a specific requirement of the final users.

3.1. Hybrid Methodology

The first stage, empathy, focuses on understanding the environment and user needs
and putting oneself in their place to detect the system requirements accurately. Information-
gathering tools such as researchers’ group meetings, personalized interviews, observation
in the workplace, and surveys were used. The knowledge of the researcher’s workflow,
feelings about it, and personal perception of his activity were used to create the empathy
map for each user type (role). Then, pain points, improvement opportunities, and chal-
lenges were identified. With all this information, the roadmap is created, and the weighted
need statements are generated.

In the second stage, the problem to be solved is defined using the “Point of View”
(POV) technique. Then, the design team carefully analyses the detected findings, the needs
of the user, and the interests, and they are included in the road map. Then, a brainstorming
technique is used to generate possible solutions out of the box (big ideas). The ideas
were grouped by similarity and prioritized according to the feasibility and importance
assigned by the designers. Finally, the solution with higher weighting is considered,
looking for a system that provides increased functionality. These solutions are presented to
the researchers, and their feedback is considered in the mission statements (hills). These
statements (hills) are defined considering who does the action (who), how it will be done
(how), and the added benefits that would make the system stand out (wow factor).

In the third stage, the design and implementation teams collaborated with the product
owner to generate the backlog of user stories to be implemented. Each story must result
in an evaluable product. Then, a preliminary UX/UI design prototype was enacted as a
visual aid to present features that directly correspond to the user stories. This UX/UI has
been designed and presented using the platform Figma®, a collaborative design tool [22].
In addition, the design logic of the user’s interactions with the system user case and
package diagrams were created using the Unified Modelling Language (UML) so that the
implementation team and product owner could document the process in a standard method.
Finally, the prototype with the requirements and functional and technical feasibility was
presented to the final user and product owner, who evaluated and provided feedback
for final adjustments. Then, the implementation team analyzed the proposed solution,
prioritized the stories, created group-related stories into epics as deemed necessary, and
defined the minimum viable product (MVP) that provides the required usability, reliability,
and functionality.
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In the final stage, the structure, languages, tools, and resources are selected before
the implementation sprint based on the functionality defined in the stories and the dy-
namic prototype. Then, written acceptance criteria associated with each user story were
defined, and continuous testing was conducted throughout the implementation of the
created stories into each sprint. For this purpose, Jira® was used as a collaborating Web
project management tool, so the user stories with their acceptance criteria were placed
in the backlog, the development road map in the Gantt plot, and the active assignments
with incidences were monitored by sprints and development milestones of the collabo-
rative work by using of its Kanban board [23]. The GitHub® platform was selected for
version control and code integration [24]. In addition, Extreme Programming (XP)
techniques were adopted to complement the Agile development methodology; specif-
ically, the pair-programming technique was used because of the small size of the
implementation team [25,26].

During each development sprint, an assignment is done in Jira®, and then specific
stories are developed in parallel by the team employing different Git branches. Each
programmer thoroughly tested each code in their current development branch by the
acceptance criteria set by the product owner and the design team. When accomplished,
it was reported in Jira®, where the progress tracking is available to the product owner.
Epics and integrations are also tracked and tested before their inclusion in the primary
production branch. Several development sprints were required to achieve the MVP.

3.2. Requirements and Techniques Definition
3.2.1. Resource Management

As Web-based applications have been increasing in complexity and functionality, the
paradigm of design and implementation has shifted from a monolithic approach, where a
complete set of services must be developed, deployed, and scaled at the same time, using
a shared codebase, which quickly becomes a great challenge as applications grow, into a
design based on microservices.

A microservice strategy divides an application into a set of small services, each offering
a subset of the functionality provided by the application. In this architectural design, every
microservice can be developed and tested independently, utilizing different codebases,
enabling each microservice’s independent deployment, scaling, operating, and upgrading
on a cloud computing solution [27].

Current software development practices have identified the benefits of a Microservices
Architecture (MSA) in opposition to a monolithic design, as they allow for granular services
that can be tightly integrated, providing benefits such as high availability, flexibility, scala-
bility, and speed. Of particular importance, the flexibility of such a software architecture
allows for the deployment on different computing environments, such as a public or private
cloud, on-premises, or even a mixed approach: different components of the application
can be installed on different computing environments without affecting the application
functionality or usability. Cloud computing allows on-demand scalability of services, in-
creasing or decreasing the number of computing resources based on the requirements of
each software team, and depending on the specific design of the microservice, vertical or
horizontal scaling can be achieved.

3.2.2. Fuzzy Search Method

Information stored on the platform includes accompanying metadata, such as title,
file description, and author. In addition, the registered users can visualize names, contact
email addresses, and information on the module with which they are currently associated.
The process of querying and retrieving relevant documents is known as Information
Retrieval (IR) [28]. A UI text input element has been proposed to improve access to
stored information that employs approximate string matching over the available metadata.
This approximate string-matching for information retrieval functionality is provided by
the software framework Fuse.js, which implements a variant of the bitmap algorithm,



Information 2023, 14, 626 6 of 21

also known as the Baeza-Yates-Gonnet algorithm [29]. This algorithm generates a list of
matching items ranked by a relevance score. This score is determined by three factors: the
Fuzziness score (FS), the Key weight (KW), and the Field-length norm (FLN). FS is based on
inference rules based on the membership function associated with the Levenshtein distance
described by Yujian et al. [30]. KW is a weight associated with the location of the found
word in the user input, and FLN is associated with the inverse of the size of the field where
the word was found. For example, the keywords field is smaller than the title field, but the
summary is larger than the previous one [29].

3.2.3. Multidimensional Data Visualization and Statistics Characterization

Data visualizations play a relevant role by allowing analysts to uncover hidden pat-
terns and correlations within datasets, fostering new perspectives and deep comprehension.
Furthermore, these graphics effectively convey complex concepts to varied audiences, from
experts to novices, enhancing accessibility and clarity [31,32]. As mentioned by Schmidt
et al., the essential charts for visualizing data encompass scatter plots, line plots, area
plots, bubble charts, bar charts, pie charts, and doughnut charts, so all these plots are
implemented in Phyton [33]. Once equipped with these suitable tools, the subsequent focus
lies in including multivariable visualization techniques.

The interpretation and understanding of data are reliant on the selection of appropriate
visualization techniques. With many available methods, determining the most suitable
methodology for a specific dataset or decision-making process can be challenging. The
correct choice directly impacts how the data is interpreted and comprehended by those
analyzing it. In increasingly large and complex datasets, the need for scalable visualization
approaches capable of handling the quantity and intricacy of information becomes even
more pertinent. Methods such as PCA and t-SNE emerge as essential solutions to address
the visualization of extensive data dimensions.

One option is the PCA, which identifies the most significant basis for representing
a dataset [34]. This transformation to a new basis set unveils the dataset’s underlying
structure and filters out noise. So, it is used to reduce dimensionality, data compression,
feature extraction, and data visualization.

Another option is t-SNE, a dimensionality reduction technique widely employed in
ML and data visualization. Its primary objective entails projecting high-dimensional data
into a lower-dimensional space while preserving inherent relationships and similarities
between data points. Even though t-SNE is not a bona fide classifier, it finds extensive
application in complex data analysis and visualization tasks [35].

3.2.4. Knowledge-Sharing Implementation Tools

The knowledge-sharing promotion and the need to create a specific solution for the
researcher’s community that generally uses several commercial software or platforms for
collaboration were considered goals to achieve. It was essential to involve the final user
in defining the requirements during the design and implementation. Constant interaction
in Design thinking (DT) in the creation process helps minimize their learning curve and
increase product acceptance. This methodology was proposed by the International Business
Machines Corp. (IBM) [36], and it is considered a framework for software design that covers
a set of good practices of software platform development when it is combined with Agile
development techniques such as Scrum and Kanban for the system implementation [37].
The SCRUM methodology promotes continuous collaborative work of the development
team (product owner, designers, and programmers) with frequent final user feedback based
on iterative cycles called sprints. Agile implementation is carried out through planning
meetings, assignment of activities, monitoring, delivery, and reviews of the developed
artifacts. At the end of each sprint, executable deliveries are presented to the product owner
and final user [25].
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3.3. System Implementation

Implementing the proposed methodology to create a platform that enables researchers
in a multidisciplinary project to share information and research artifacts concisely calls for
developing a purpose-specific data management tool. Access to the system is provided
through a Web application because up-to-date Web browsers supporting current technolo-
gies have become ubiquitous across all principal desktop and mobile operating systems.
In addition, a Microservices Architecture (MSA) was selected because of its granular ser-
vices that can be tightly integrated, providing benefits such as high availability, flexibility,
scalability, and speed.

The proposed platform implements role-based access control (RBAC) employing
discretionary access control, where a role hierarchy determines the amount of control a
user has over the data they produce or manage. This type of system enables the privacy
and confidentiality of user information at each step of the research process [38].

The proposed platform consists of two interacting software components, whose inter-
actions can be visualized in Figure 1.
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directed information flux.

• Frontend. This component is a microservice that generates and serves the Web ap-
plication to every connected client. This microservice has been designed to support
horizontal scaling, as it only serves as a stateless proxy between the user interface and
the data-processing backend.

• Data-processing backend. This component is a microservice that attends user requests
through a Representational State Transfer (REST) Application Programming Interface
(API). It handles information, uploads, data storage, analysis, and processing. Com-
munication with the Relational Database Management System (RDBMS) is provided
using two distinct Object Relational Mapping (ORM) interfaces. The first ORM handles
the platform’s data and state, while the second handles creating and manipulating
user-generated databases. This microservice has not been designed with thread-safety
methods. Since information processing is handled stateful, it is currently only possible
to support the vertical scaling of this microservice, which means increasing resources
for processing the information.

• Relational Database Management System. This component is external to the applica-
tion and can be implemented as either a vertically scaled physical or virtual server or a
cluster of vertically scaled load-balanced servers to enable horizontal scaling. The plat-
form employs a MySQL-compatible database engine with two information schemas:
the first one stores the platform’s data, which considers the users and document
metadata and pointers, and the second one stores raw user databases.



Information 2023, 14, 626 8 of 21

• File storage backend. This component is external to the application and has been
implemented as a simple storage service (S3) that does not require any external cloud-
dependent API; instead, the file storage backend stores flat (that is, non-hierarchical)
data identified by their UUID, as described in [39,40], whose metadata is stored in the
platform database.

• User authentication and login process. Access to the platform is provided by a user-
password authentication mechanism, where users and passwords are stored in the
application database using the PKCS2 cryptography algorithm, as detailed in Moriarty
et al. [41]. Every time a user is successfully authenticated into the platform, the current
date and time in UTC format are stored in the database in a dedicated “last login”
field. This field is used to determine if a user has not logged into the application since
the creation of the account, in which case the entry for the user is deleted after one day
using the periodic execution of a background housekeeping task. Upon successful
authentication to the platform, the user dashboard is displayed. The user dashboard
contains quick links to recently uploaded and anchored information through a pointer
to a document or database, as shown in Figure 2.
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• Data analysis and visualization component. This component allows users to upload
tabular data in several standard formats, which are then interpreted by the data-
processing backend and stored as intermediate tables in the database backend. From
the user interface into the databases section, users can select different datasets from the
dropdown menu. Three data display methods exist: previsualization, tabular display,
and graphical format.

Previsualization shows the first twenty elements of the dataset and is the defined
option every time a new dataset is selected. The table form enables the use of each data
analysis toolkit option built on the platform. This option lets the user exclude columns from
the datasets, filter information based on class or numeric value according to a set of rules
that can be configured and choose from a set of basic statistical descriptions. The statistical
descriptions included a configurable set of n quantiles provided by default quartiles, deciles,
and centiles. It also shows the minimum, median, maximum, and sample statistics, such as
average, variance, standard deviation, skewness, and kurtosis, as shown in Figure 3.
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Figure 3. Previsualization in the database management dashboard with descriptive statistics panel.

In the graphical format option, the tabular data are presented for visual analysis
through various data visualization and processing functionalities identified as valuable to
researchers in the DT process. These include the creation of box plots, pie charts, histograms,
multi-series line charts, and dispersion charts, the last one utilizing either t-SNE or PCA.
The user is assisted with a brief explanation of the method and possible results to select the
data visualization that best fits the context of their data utilizing the graph configuration
component, as seen in Figure 4.
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• Document manager. This component allows users to upload files of arbitrary format.
However, some Web-supported multimedia formats (images and PDF documents)
can be previewed directly on the platform, either in the right-side panel UI element
or in a new browser tab or window. These previews are not downloaded onto the
user’s computer but rather cached in memory. As previously described, a text box UI
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element is provided at the top of the screen to provide search capabilities using fuzzy
matching to assist the system use.

• Researcher directory. This component allows the user to search for the contact in-
formation of a specific researcher, either by their name or current association with a
module. In the same fashion as the document manager, a text box element is provided
at the top of the screen to provide search capabilities employing fuzzy matching, as
previously described.

3.4. System Testing and Feedback

As the methodology proposed, the testing and feedback process was divided into
three sequential levels:

1. Test by Programmers in Production: The programmers evaluated the expected
operation in the production platform, verifying the proper integration of the system.

2. Testing by Project Members: The product owner and two members not involved in
the design and implementation of the system reviewed compliance with requirements and
usability in the final Web version.

3. Testing by Module Researchers: Experts in specific modules validated functionality
and suitability for their specialized needs and feedback in the Web version.

3.4.1. Project Members’ Test

This test evaluated the performance and operability of the system as well as the accom-
plishment of the acceptance criteria. Testers had no prior knowledge of architectural design
and had not been involved in developing the underlying code. Each test stage was carefully
documented in a traceability matrix in a test log. It registers in detail each component or
segment of the system evaluated and its specific location. The actions and events carried
out during the tests were recorded, as well as the observations and conclusions drawn by
the evaluators. In case of failures or malfunctions, details of the nature of the problem and
related circumstances were documented. These records also provided essential information
to identify areas with potential for improvement and optimization, so the programmers’
team discussed these logs. A critical aspect of this evaluation was the assignment of scores
to measure the impact of the specific actions carried out in the system. These scores were
based on a five-level Likert scale, ranging from 1 (indicating difficulty or low ease) to
5 (indicating high ease). This rating made it possible to quantify the user experience and
provided valuable data to understand the level of ease and effectiveness of the actions
within the system.

Finally, the product owner tested the system’s usability and performance using the
Fisher Iris dataset [40] and three multivariable datasets with 14 variables and instances
quantity classified as small, medium, and large data.

3.4.2. Testing by Researchers of a Multidisciplinary Project

The system was evaluated monthly, showing it to the researchers considered our final
users. They were given a series of tasks to have homogeneous control of their challenges
and were asked to answer a questionnaire. They cover the actions associated with the
added functionality in the final system. After answering the questionnaire, they were
given free access and freedom to use the platform. The programmers’ team evaluated
the feedback concordance with the predefined hills, and then priority and improvement
feasibility were defined. The exercises requested from the researchers were: 1. Enter the
platform using the link; 2. Create a new account; 3. Log in with the username and password;
4. Upload three files in different formats; 5. View details by clicking on a file; 6. Mark
3 files as favorites; 7. Access the favorites section in the document browser; 8. Change the
name and description of a file; 9. Download a file from the favorites section; 10. Delete a
file from “My Documents”; 11. Delete all files; 12. Return to the main board; 13. Add a
database; 14. Select the added database; 15. Activate the statistics panel; 16. Change the
general settings in “Options”; 17. Change the variable configuration in the configuration;
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18. Save a query as a favorite; 19. Change statistical metrics settings; 20. Add two filters
in the data filtering; 21. Save another query as a favorite; 22. Download a table (optional
format); 23. Download statistics (optional format); 24. Request and customize a boxplot;
25. Save the chart as a favorite; 26. Customize and request a pie chart; 27. Customize and
request a histogram; 28. Save another chart as a favorite; 29. Customize and request a serial
chart; 30. Customize and request a trending series chart; 31. Save the chart as a favorite;
32. Download the graph as an image; 33. Add another database; 34. Go to “Favorites”;
35. Identify details of a favorite; 36. See a favorite in menu options; 37. Edit details of a
file in favorites; 38. Remove a file from favorites; 39. Go back to the main board; 40. Go to
the user’s profile from the navigation bar; 41. Make changes to the general information;
42. Request password change; and 43. Sign out.

This meticulous and structured approach to testing ensured a comprehensive, ob-
jective, and detailed evaluation of the system from various perspectives. The logbook
became a resource for monitoring, analysis, and continuous system improvement as it
progressed through development and neared final implementation. In addition, and more
importantly, considering the objective of the methodology, the researcher, as a final user,
was introduced gently to the system’s functions and became used to browsing the system.
So, a questionnaire was applied after carrying out the 43 exercises in the SIGIC platform.

4. Results

The result of the implementation of the methodology is a Web platform that provides
multidisciplinary researchers with an essential data analysis toolkit built-in in the platform
Scientific Information Management System (SIGIC-Sistema de Gestión de Información
Científica) hosted in “https://sigic.labips.com.mx/ (accessed on 20 August 2023)” as a
product of the interaction of multidisciplinary teams in the project named: multidimen-
sional models of temporal series associated to the anthropic contamination in marine
organisms consumed by humans and its effect on their overall health, funded by IPN.

4.1. Researcher’s Test

In this section, the questionnaire results are summarized. Creating a new account was
reported as very easy (66.7%) and easy (33.3%). Entering the created account, uploading
files, saving a document in favorites, and identifying the type of files in the Documents
section were evaluated as very easy (88.3%) and easy (16.7%).

User feedback about the system was mainly positive, although it is considered that
practice and knowledge of the multivariable visualization methods are required to take
full advantage of it. It is noted that the account verification email is sometimes sent to
the spam folder in the activation process. A key observation is the difficulty encountered
by some researchers when starting a user account with a lowercase letter, unaware of
this specification.

In general, they report that it was intuitive and easy to use. However, an aspect
for improvement was pointed out: the mismatching password input with the previously
registered lack of a warning message. Some users faced issues while accessing the system,
but they could manage the task after receiving guidance. They highlight positive aspects
such as helpful descriptions and the ability to drag and select files efficiently. In addition,
the tool allows users to download files and statistics in different formats, although some
have reported difficulties accomplishing this task. As for the graph options, users found
them easy to use, although in some cases, they were unable to create graphs or identify
how to apply specific settings.

In summary, most people found the tool intuitive and valuable, though some others
found areas for improvement in clarifying error messages and identifying specific fea-
tures. In the end, the critical question is, “Would you consider using SIGIC in a project?”
83.3% answered Yes, while 16.7% said No.

https://sigic.labips.com.mx/
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4.2. Product Owner Test

The product owner used the Fisher Iris dataset for testing. A data filter was applied to
select the Seratosa class, and the results in SIGIC are shown in Figure 5. Then, a box plot of
this class was generated and displayed in Figure 6. The sample statistics of the Seratosa
class were obtained and presented as a PDF file report and shown in Figure 7; the results
are according to the reported mean values from Fisher’s work [42]. The boxplot PDF file of
the data was created and downloaded, as shown in Figure 8.
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These results show the platform’s accuracy and export capabilities, ensuring the fi-
delity of the generated outcomes and the seamless conversion to PDF format while retaining
the associated dataset metadata. The box plot was selected as a visual representation to
provide a comprehensive overview of the distribution and variability inherent in each fea-
ture associated with the Seratosa class. The box plot offers insights into central tendencies,
spread, and potential outliers within the data.

Finally, due to the four features of each class of the Iris dataset, transformed repre-
sentations were constructed for the four variables (sepal length, sepal width, petal length,
and petal width) in a two-dimensional space using PCA and t-SNE techniques, as depicted
in Figures 9 and 10.
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4.3. Case of Study

Within the framework of a multidisciplinary approach, disease records were exam-
ined both at the local level in Tampamachoco (instances), Veracruz state(instances), and
the national level (instances). This analysis was conducted to test the scalability perfor-
mance. These data were provided as partial results of the multidisciplinary studies in
environmental health supported by the SIGIC.

The data utilized in this study were obtained from the website of the Dirección
General de Información en Salud (DGIS, General Direction of Health Information) [43].
These data are from 1998 to 2021 and correspond to the incidence value of 1246 diseases in
the mortality reports. Figure 11 depicts a box plot illustrating the yearly median cases for
various categorized causes, including upper quartiles, maximum values, and outliers for the
Tuxpan report. Figure 12 displays a scatter plot generated through t-SNE, highlighting how
diseases are distributed over time. Values closer to the origin indicate a lower frequency
over time, whereas grouped diseases reveal a more intense temporal relationship. Notably,
due to the volume of categorized cases, the color palette exhibits subtle variations. The
color assignment is made by dividing the six-digit hexadecimal system by the number of
diseases, excluding black and white. The results extend to the data from Veracruz, and at
the national level, they are presented in Figures 13 and 14, respectively. These three plots
required different resource availability; even ten thousand iterations were computed in
each case. The number of elements for each class was 1246, 4461, and 7328, so the instances
quantity increased from the initial number to 358% and 588%, respectively.
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using t-SNE at 10,000 iterations. This image presents clusters generated by the correlated temporal
bivariable structure of the dataset. Each dot is a disease, and the color assigned is according to the
closeness to the group’s centroid.
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Figure 13. Scatter plot of disease incidences in Veracruz for 4461 different causes from 1998 to 2021
using t-SNE at 10,000 iterations. This image presents clusters generated by the correlated temporal
bivariable structure of the dataset. Each dot is a disease, and the color assigned is according to the
closeness to the group’s centroid.
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using t-SNE at 10,000 iterations. This image presents clusters generated by the correlated temporal
bivariable structure of the dataset. Each dot is a disease, and the color assigned is according to the
closeness to the group’s centroid.
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5. Discussion

This paper presents a combination of Design Thinking and Agile problem-solving
techniques that allows a design team to study the workflow of its intended audience,
identify flaws, roadblocks, or means of improvement, and come up with brainstorming
techniques that aim to reduce the shortcomings and improve the overall experience of the
work process. Considering the specific needs of the researcher communities in knowledge-
sharing, this methodology based on design thinking has considered the intrinsic factors
involved in the intention to share knowledge. In addition, the SCRUM approach using
digital project management promotes continuous collaborative work of the development
team (product owner, designers, and programmers) with continuous final user feedback
based on iterative cycles called sprints. Agile implementation through planning meetings,
assignment of activities, monitoring, delivery, and reviews of the developed artifacts is
currently a well-supported method [44].

In contrast to a monolithic version, this microservices-based platform enables both
horizontal and vertical scaling of services, which provides the capabilities for growing or
shrinking computing resources based on the actual requirements of each specific multidis-
ciplinary team, as was shown in the last test. Furthermore, as the system has been designed
with a cloud-agnostic architecture, deployment is not constrained to any specific cloud
computing service provider. It can thus be deployed in public or private clouds, hybrid
environments, or utterly standalone on dedicated hardware, as the research project leaders
deem appropriate.

Medium to large-scale research in environmental health studies calls for a multidis-
ciplinary approach, where several highly specialized research teams should collaborate
in each step of the data analysis process to promote a holistic analysis. This methodology
helps to manage the data lifecycle and research artifacts, considering that different research
teams might use techniques and tools unique or specifically tailored to their fields of study,
so developing this data management and analysis system for the intermediate sharing of
reports and datasets in a platform available across all teams has the potential of reducing
the amount of information reinterpretation and reformatting, thereby streamlining the
workflow of the overall research process. Our study shows that knowledge-sharing should
be focused on the intermediate process associated with the dataset and its expert inter-
pretation instead of trying to have all the highly specialized tools available for everyone.
Moreover, even previous works [17,20,26,27] reported challenges in disseminating diverse
visualization techniques, limited awareness of graphic utilization, and the absence of tools
with advanced methods. Some essential tasks could be quickly performed with high-level
software such as MATLAB®, Mathematics®, Prism®, and Stata®, but all of them require
a commercial or academic license. Some powerful open-source software, such as Phyton,
has a long learning curve, and researchers do not always want to invest time or money in
learning new software because they have specialized software.

This study aligns with the evidence in the literature [19–21], pointing out the potential
of t-SNE as a 2D graphical representation of a multivariable dataset despite its insufficient
dissemination. Similarly, various systems provide advanced tools, but their low availability
at academic levels diminishes their promotion. According to the method used, the axes
represent the temporal relationship between all diseases in two variables and the given
interpretation is that if the instance is closer to zero, it implies that it has little occurrence,
and the farther from the origin, the greater the occurrence. In addition, diseases that are
closer to each other imply that they had a higher correlation over the recorded time.

Furthermore, in the context of SIGIC, methods for histogram generation remain widely
unknown, even among researchers, so the included help tips and available references are
reported as useful. The study case showed one of the topics of interest for this multidisci-
plinary project directed to analyze environmental effects on human health, encompassing a
set of statistical calculations, box plots, and scatter diagrams that provide an overarching
view of the incidence and propagation of diseases over time in the investigated regions.
Interpreting the result is not the primary goal of this study, but this approach highlights



Information 2023, 14, 626 19 of 21

significant patterns and relationships within the dynamics of the identified causes of mor-
tality. This platform is intended to allow collaboration and promotion of sharing in the
multidisciplinary researchers’ teams.

6. Conclusions

The SIGIC Web platform was created using the proposed hybrid methodology that
provides an understanding of experts’ workflow and techniques.

The hybrid methodology found an effective way to overcome the diversity of sources
and tools required in each module and propose to share, after preprocessing, the infor-
mation, creating a context of interaction and visualization where the expert could share
their findings and obtain feedback from the other interdisciplinary team members after
they visualize the datasets or reports in the platform. Researchers reported that SIGIC
broadens their perspectives. They outline that it promotes knowledge sharing, covering
basic everyday activities in a researcher’s workflow. Even though the researchers’ feed-
back in Section 4.1. showed a general acceptance, and further studies are required on
the impact of age, gender, culture, organizational structure, and use of technology on
effective knowledge-sharing.

Therefore, in future work, on the one hand, additional functionalities could be in-
cluded to reinforce the researchers’ acceptance. On the other hand, a longitudinal study of
the multidisciplinary group activities in the platform could help gain a comprehensive un-
derstanding of the user motivations and propose further tools to make this more attractive
or helpful in knowledge-sharing.

7. Patents

Sistema de Gestión de información científica (SIGIC) is a copyright version registered
in National Institute of Copyright (INDAUTOR) with number, 03-2023-030112290400-01 by
Instituto Politécnico National on 3 March 2023.
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