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Abstract: Ultra-reliable low-latency communication (uRLLC) is a group of fifth-generation and sixth-
generation (5G/6G) cellular applications with special requirements regarding latency, reliability, and
availability. Most of the announced 5G/6G applications are uRLLC that require an end-to-end latency
of milliseconds and ultra-high reliability of communicated data. Such systems face many challenges
since traditional networks cannot meet such requirements. Thus, novel network structures and
technologies have been introduced to enable such systems. Since uRLLC is a promising paradigm
that covers many applications, this work considers reviewing the current state of the art of the uRLLC.
This includes the main applications, specifications, and main requirements of ultra-reliable low-
latency (uRLL) applications. The design challenges of uRLLC systems are discussed, and promising
solutions are introduced. The virtual and augmented realities (VR/AR) are considered the main use
case of uRLLC, and the current proposals for VR and AR are discussed. Moreover, unmanned aerial
vehicles (UAVs) are introduced as enablers of uRLLC. The current research directions and the existing
proposals are discussed.

Keywords: ultra-reliable low-latency communications; 5G; 6G; unmanned aerial vehicles; virtual
reality; augmented reality

1. Introduction

With the release of the fifth-generation cellular system (5G), the demand for ultra-
reliable low latency communications (uRLLC) has increased [1]. Traditional networks
are working to provide communication between users from end to end with a latency
of 20 milliseconds or more. This is not enough to meet users’ requirements in modern
communication systems, e.g., 5G and sixth-generation cellular (6G) systems [2,3].

Communication networks have evolved over the past years and have significantly
impacted our lives, politics, world, and economy. The evolution in generations has led
to a significant difference in coverage, security, cost, privacy and many more until the
arrival of 5G to standardize its use into three categories: enhanced mobile broadband
(eMBB), ultra-reliable low-latency communication (uRLLC), and massive machine type
communications (mMTC), compared to previous generations [4,5].

The uRLLC is an important paradigm in accessing applications supported by the
5G network, managing the network, facilitating its work, and speeding response [6].
Many applications require an end-to-end latency within a millisecond or sub-millisecond,
such as industrial applications, holographic applications, and the touch internet, i.e., Tactile
Internet [7].

Traditional applications are expected to be handled with an end-to-end latency of
10 milliseconds, while ultra-reliable low latency (uRLL) applications require a round-
trip time of 5-to-1 milliseconds [8,9]. Applications such as augmented and virtual re-
ality (AR/VR) require a maximum of 5-millisecond end-to-end latency. Haptic-based
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communications require an end-to-end latency of one millisecond, including telesurgery
operations [10].

The 6G communications are announced to be within the sub-millisecond latency.
Such latency requirements for 5G and 6G systems put many constraints on the design of the
communication networks that provide such applications [11]. Novel network structures,
including technologies, methods, and communication interfaces, must be introduced to
traditional network schemes. Introducing modern technologies to assist 5G/6G networks
is a quantum leap in improving the network infrastructure by providing highly reliable
data, extremely low latency from end to end, and improving network efficiency, life span,
and energy savings [12–14].

Ultra-low latency and ultra-high reliability are key requirements for most 5G appli-
cations, including remote surgeries, self-driving vehicles, haptic-based applications and
not only some cases that require very low latency and high reliability [15,16]. The next
generations of mobile communications focus on providing seamless communications to
end users by transferring a massive data rate at high reliability and ultra-low latency.

To enable such requirements and achieve the uRLLC, new technologies and network
structures should be introduced to the traditional paradigms. Unmanned aerial vehicle
has been announced as a key enabling technology of uRLL applications of 5G/6G [17].
Moreover, software-defined networking (SDN) and mobile edge computing (MEC) are
two main promising solutions that provide milestones toward enabling uRLLC [18–20].
MEC and SDN can be integrated with UAVs to provide a reliable network structure that
can support 5G/6G uRLLC [21].

This work considers introducing the main features, requirements, and challenges asso-
ciated with the uRLLC of 5G/6G networks. Moreover, deploying UAVs to support uRLLC
is introduced, including current proposals and future directions. The main contributions of
this work can be summarized as follows.

1. Introducing the main requirements and challenges associated with the uRLLC of the
5G/6G network.

2. Providing AR/VR as a use case of the uRLL applications.
3. Using UAVs to assist uRLL 5G/6G applications.
4. Integrating SDN and MEC with UAVs to support uRLLC.
5. Providing the current state-of-the-art and future directions of UAV-based networks

for uRLLC.

2. uRLL 5G/6G Applications

Latency is critical in modern applications such as health care, self-driving, smart
homes, and smart industries. Such applications require ultra-high reliability, high avail-
ability, and ultra-low response time [22]. The requirements of such applications differ
from one to another; however, all of them share constraints in terms of latency, reliability,
and availability [23]. Latency and reliability requirements put constraints on developing
the communication network that provides such applications. Thus, such applications are
announced in a certain category of 5G/6G services, which is the uRLLC services [24].

uRLLC services are the 5G/6G applications that require extreme latency and reliability.
The applications of the uRLL share different requirements of latency that can be categorized
into three main groups. The first group includes the uRLL applications that require an
end-to-end latency of 5 ms or higher. This group includes applications such as AR, VR,
and MR. The second group contains uRLL applications that require an end-to-end latency of
one millisecond, such as the Tactile Internet. The third group contains the sub-millisecond
applications, such as holographic communications.

We can list a part of such uRLL applications as follows.

1. Smart Factories: The use of devices and precision are controlled in real time for rapid
production and facilitating the recycling process in factories. The presence of many
production lines represents a great challenge in terms of latency and reliability. There-
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fore, most services require very low latency, up to 5 milliseconds. Such application
has great interest with the announcement of the industry 4.0 paradigm [25,26].

2. Intelligent Transportation Systems: Autonomous driving and traffic facilitation re-
quire a scalable infrastructure, highly reliable communication with very low latency,
and special stations to achieve road safety. The maximum permissible latency for
most of the vehicular applications is 5 milliseconds [27,28].

3. Robots and remote control: As an example of robots and remote control, the remote
surgical operation in places affected by natural and industrial disasters protects the
human element in the shortest possible time [29]. It is used to discover mines and
dismantle explosive devices to reduce the loss of life. Many recently introduced tele-
operations require a communication network with ultra-low latency communications.

4. Virtual Reality (VR): Many applications requiring very high data processing sensi-
tivity and accuracy, such as remote surgery, need VR technology. VR simulates with
a common tactile structure in a very low time. Supporting these services requires a
very low response time [30].

5. Augmented Reality (AR): AR technology has made its way into several applications,
including distance education, medical services, gaming, smart cities, and the training
of firefighters to face fires without human losses [31]. Such applications require an
end-to-end latency of 5 milliseconds at maximum [32]. This is to achieve the required
quality of experience (QoE).

6. Healthcare: This includes remote surgery, remote diagnosis and performing danger-
ous operations using human-assisted robot systems. Such applications are based
on real-time communications that should be achieved at a very low latency [33].
This is to transfer the human sense to haptic-based robots with maximum experience.
Such applications require an end-to-end latency between 1 and 5 milliseconds [34].

7. Smart grids: Smart grids have important requirements in terms of reliability and
latency, so it requires a very low latency to keep pace with these requirements and the
applications in which smart grids are used [35].

8. Tactile Internet: It represents the fourth wave of the traditional internet that enables
the transfer of human sense and actuation in real time. The main application that
the Tactile Internet will support is haptic communications that require an end-to-end
latency of one millisecond at maximum [36]. Such latency challenge is due to the
physical parameters associated with the human senses as introduced in [37].

3. Augmented and Virtual Reality (AR/VR)

Augmented reality is the projection of information and virtual objects,
three-dimensional or two-dimensional, into the real user environment to provide ad-
ditional information that a person can deal with [38]. It supports the real world with virtual
information through several devices, including the use of screens installed on the head,
such as protective glasses and helmets, that integrate reality. Virtual objects and other
portable devices, such as smartphones, use augmented spatial reality to allow users to
interact with multiple virtual environments [39].

In addition, it is an interactive, participatory, synchronous technology that uses wired
and wireless devices to add digital data to reality [40]. There are many fields in which
augmented reality technologies can be used, such as propaganda, advertising, the military
field, the field of art, the field of entertainment, games, the field of medicine, tourism,
education, trade, industry and many other upcoming fields in which augmented reality
technologies are strongly applied [41]. Augmented reality has the ability to transform
the ways in which you learn and benefit from everything, unlike virtual reality, where
everything is artificial, drowns the user in the virtual world, and misses the use of the
senses because it is not real [42].

Virtual reality is the creation of virtual environments that completely simulate the real
environments of the user using the computer. Such environments are three-dimensional
to be realistic for the user, who performs the same movements in an imaginary way [43].
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VR works to drop real objects into a virtual environment and implants the user in the
virtual world through, for example, games and education. VR technology can be used in
introducing students into three-dimensional environments, military exercises to reduce
risks, flight simulations to save time and cost, training individuals to work in dangerous
areas, or training on high-cost equipment. In addition, we can resuscitate the patient in
dangerous surgeries.

Mixed reality (MR) is an important development of augmented reality and a competi-
tor to virtual reality. It combines real and virtual reality to produce new environments and
visuals where physical and digital things interact, meaning that virtual things hide behind
real things [44].

3.1. Main Use Cases of AR Technology

AR is a promising technology that has applications in many fields. In this section, we
introduce the main applications of AR systems.

• Educational applications: Some countries and organizations have been forced to use
modern technologies, such as AR and VR, to teach and motivate students through
educational content to combine facts with the virtual. Such organizations address
traditional methods accompanied by boredom in accepting ancient and modern cul-
tural information [45,46]. AR technology greatly contributes to the educational aspect
in a way that helps both the student and the teacher. The students have become
greatly involved in interactive learning and improved perception and understand-
ing [46]. With the recent progress in smartphone and smart device manufacturing,
new technologies support the augmented reality feature, such as the barometer and
accelerometer, facilitating the use of new tools and technologies in education [47].
Cultural and civilizational heritage is one of the most common educational branches
that use AR as a main technology [48]. Using human senses, such as hearing, touch,
and others, improves facts and provides users with information about cultural and
historical heritage [49]. AR is used to improve the education process in studies of
the ancient cultural and civilizational heritage of a particular country by transferring
generations to simulate the ancient world; the knowledge of the ancient historical
customs, traditions, and ancient civilizational buildings now become more developed,
less expensive and increase the student’s concentration more than virtual reality tech-
nology. The use of some devices, such as screens installed on the head, smartphones,
also special lenses and glasses that support the augmented reality feature, in show-
ing the ancient civilizations by displaying ancient warriors to the real world as well
as adding buildings, historical museums, architectural artifacts and verifying their
structure is an example [50].

• Industrial applications: AR can be used to automate industrial processes and develop
modern technologies to increase the production and the sales process. Using AR,
buyers can make the purchase decision more wisely and helps the company to modify
or add the product before buying. It helps companies to customize the products and
the needs required by the customers and reduces the time to deliver products to the
customer [51]. AR can also reduce operating hours, increase product lines’ flexibility,
and improve product development and quality [52].
AR is used in maintenance, quality and production lines enhancement for users.
It reduces cost and time, as it does not require the presence of experts on the site by
means of augmented reality technology assistance [51]. It is also used to improve
the safety of the user in the use of robots while they are in dangerous places and
places of accidents that are difficult for humans to reach and deal with, providing a
three-dimensional image of the situation through robots in real time for the occurrence
of risks [53].
AR technology has helped many industries, including architecture, utilities, construc-
tion, energy, logistics and many other industries, and played an important role in their
production and the installation of modern technology in their production lines [54].



Information 2022, 13, 430 5 of 18

Augmented reality technology helps some devices, including head-mounted screens,
e.g., helmets and smartphones.

• Tracking applications: AR technology assisted the tracking process, increased the
use of natural feature tracking (NFT) techniques in real-time virtual image detection,
and facilitated the process of optimizing methods and locations [55]. It can assist with
simultaneous localization and mapping (SLAM) guides, robots moving for the first
time, and reducing delays in responding and executing things in real time [56].

• Military applications: AR has been used extensively in many areas that integrate real,
virtual environments and real-time implementation, such as army exercises, where
field equipment is trained and repaired, and soldiers are warned of the risks that may
occur during battle. It enables virtual maps to help confront the enemy and simulate
real reality, reducing the cost and time used in training [57,58].

• Entertainment and gaming applications: AR has many applications in 3D weather
prediction. It is also used in concerts and cinemas at large scales [59]. Recently, AR
was used to assist in broadcasting football matches and other sporting events [60].
Another common application of AR technology is online gaming, which represents a
promising application. It gained much interest with the advances in the haptic devices
used in online gaming [61].

• Healthcare applications: AR enables doctors to provide medical assistance during
dangerous surgeries. Using AR, doctors can be trained to visualize critical emergencies
during surgeries and treat them before they occur without causing loss of life when an
unexpected problem occurs [62]. Moreover, AR can be used to provide medications
remotely and provides the necessary data for medications [63].

3.2. Main Use Cases of VR

VR is a leading technology that represents a main 5G use case. Many applications and
services have been introduced based on VR technology. In this section, we summarize the
main categories of VR applications.

• Educational applications: The emergence of VR technology played a very important
role in the education process, which became complex with the emergence of many
modern curricula. Most countries turned to use modern technologies that depend
on technological development in education to keep pace with the modern education
process. However, this is no longer sufficient to facilitate understanding, except for
the role of virtual reality in developing the education process in engineering, medicine
and many other fields. Teaching methods became interesting and attractive to the
learner and increased their acquisition of knowledge, skills and values that help to
understand life and work [64].
VR provides an interactive virtual environment using the computer that transfers the
learner to a virtual environment that simulates reality to help them understand most
fields such as medicine, psychology and cultural history [65]. Using VR to provide
knowledge in certain areas, such as science and history, and to support students in
acquiring knowledge of practical facts and theories that are difficult to assimilate in
the old ways has gained great attention in recent years. Moreover, VR can be used in
the education of history by simulating historical events, places, and their behavior in
training to visualize the occurrence of people in emergencies, such as fighting fires,
floods, volcanoes, road accidents, and many others [66].
VR technology has many applications in simulation processes for learning applied
sciences, engineering disciplines, and medical studies. The emergence of VR helped
engineers choose the best design methods early, allowing them to decide before
creating them [67] in order to reduce cost and change customer requirements before
implementation, which helps reduce time, and also develop training processes for
engineering disciplines, such as mechatronics and others [68].
Medical virtual reality has become very important in our world. It helps doctors and
students to practice the medical field on a daily basis, which increases the quality of
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medical skills. Doctors have developed early predictions of dangerous diseases by
simulating virtual things with real-life scenarios. It enabled them to understand the
complexity of the heart system. Moreover, doctors have trained on how to recover
and save the lives of accident patients in a very fast way. VR has been used in training
to perform critical surgeries that require intense concentration, such as the eye, heart,
and others that seriously affect the patient’s life [69,70].

• Space applications: The emergence of virtual reality technology helped astronomers
explain natural phenomena, simulate reality and understand the solar system by
creating a three-dimensional model. It helped astronomers with the ability at any time
and under any conditions to travel to outer space in a virtual world without cost and
create an experience to train learners and their knowledge of the universe [71].

• Medical applications: The presence of virtual reality technology has helped the field
of medical diagnosis to the highest levels, as the doctors were relieved of pressure
during critical surgeries. The patient was visualized in virtual reality and diagnosed
at the highest level; sudden changes were simulated during the patient’s aid, as well
as good planning for surgery and reducing pain during surgery and diagnosis. It is
great in the treatment of dangerous and widespread modern diseases, such as breast
cancer, colon cancer, Alzheimer’s disease and many other different diseases, using
video imaging through modern technologies and artificial intelligence devices, such
as devices attached to the head and other sensors, such as lenses and others.
For breast cancer, virtual reality has been introduced to reduce or limit the use of
traditional methods, such as chemotherapy and radiation, to treat breast cancer or
surgery that causes severe pain to the patient and increase anxiety as a result of harmful
radiation to which they are exposed. Virtual reality solved the problem by providing a
virtual headset to the patient that displays videos that help the patient to acclimate to
situations that cause them anxiety, tension and pain, and providing information about
their condition that they can easily understand. Finally, the physicists helped improve
the drug dramatically by testing the drug with malignant cells before using it [72,73].
Colon cancer is considered one of the most dangerous diseases currently in the world
for women and men. The traditional treatment methods become more difficult and
cause pain and anxiety for the patient. It has become difficult to assess the situation
efficiently during the live broadcast. Therefore, they forced researchers and doctors to
use virtual reality via virtual simulators. They have the ability to report information
about the patient’s condition, such as the visible mucous membrane, the detection
rate of polyps, and others. Virtual colonoscopy has become an ideal solution instead
to optical colonoscopy, which uses computed tomography, which is considered a
blurring image for diagnosis [74,75].
Alzheimer’s disease is a disease of the age that causes disturbances in the brain,
causing damage to the memory system. Virtual reality trains the patient to target
things by default and improves the patient’s driving skills significantly. In addition, it
helps them to perceive things at home, in their daily life and in the early detection of
Alzheimer’s disease using the virtual reality maze test by testing specific cells of the
brain to detect the disease early and test the strength of memory [76].
The benefit of virtual reality in medical diagnosis and cognitive rehabilitation is to
avoid sudden illnesses, such as stroke. It is used in physical therapy by visualizing
the patient’s movements in a virtual game instead of treating them in difficult gyms.
It also gives doctors the freedom to perform surgeries in a virtual environment to
simulate errors that could immediately be resolved by a computer [77]. It simulates
real errors during the patient’s diagnosis and works to increase the patient’s physical
and psychological comfort, reducing costs and providing health care. The use of virtual
reality provides the interaction between reality (existence), virtual environments and
the user’s senses.
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4. Specifications and Main Requirements of AR/VR Systems

AR and VR applications have many requirements to achieve the required user expe-
rience. Figure 1 summarizes the main requirements of AR/VR systems. AR/VR systems
require a maximum end-to-end latency of five milliseconds in both directions of the com-
munication medium [78]. This delay includes the required delay for the feedback signal.
The end-to-end delay includes communication time over the communication medium,
processing delay, and transmission delay. Ultra-high availability is another main require-
ment of AR/VR systems. Such availability requirement differs from one application to
another; however, most AR/VR applications require nearly complete system availability.
This requires introducing new technologies and novel network structures to achieve such
an availability level [79].

Figure 1. Main requirements of AR/VR systems.

As well as other 5G applications, AR/VR systems require ultra-high reliability of
99.999% [80]. Ultra-high system availability and full coverage are the other two main
requirements of uRLLC. The communication network that provides uRLLC should provide
full coverage with no dead zones, with an availability of around 100%. Latency is another
requirement that should be achieved to enable uRLLC. Security is another requirement of
AR/VR applications that requires introducing new schemes that achieve high data security
with the required latency level [81].

The degree of freedom (DoF) of the hardware used by the end users is the main factor
that affects the required user experience. With the recent advances in haptic devices, there
are market-available AR/VR devices with a DoF of seven [82].

5. Challenges with AR/VR Systems

The announced requirements of AR/VR systems that were previously discussed
introduce many design challenges to the communication networks required for such
systems. These challenges can be divided into three main categories; challenges with the
communication network design, challenges with the resources, and challenges with the
end-device manufacturing.

Designing communication networks for AR/VR systems faces many challenges, in-
cluding end-to-end latency, reliability, availability, security, and spectrum management [83].
The second group of challenges is the challenges associated with the energy, processing,
and storage resources. The management of such resources in a way that meets the required
quality of experience (QoE) is a challenge that should be solved [84]. Depending on central-
ized processing and storage schemes cannot support the required QoE and the required
battery life for 5G applications. The third group of challenges is the challenges associated
with the manufacturing of end devices, including the device’s size, weight, and DoF [85].
With the recent advances in sensory development, such challenges are eliminated.

Traditional networks cannot be used for such systems since these networks cannot
meet the required specifications and user experience of AR/VR services. Thus, novel
network structures and recent technologies should be introduced. Unmanned aerial vehi-
cles (UAVs), distributed edge computing, softwarized networking, artificial intelligence
(AI), virtualization, device-to-device communications (D2D), and terahertz communica-
tions (THz) are recent technologies that can be used to assist AR/VR applications [86,87].
UAVs can be used to provide coverage and resources to end devices in AR/VR system and,
thus, achieves the required level of availability and reliability [88].
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Distributed edge computing is a recent paradigm that can be introduced to AR/VR
systems to achieve the required latency. Two main forms of distributed computing can
be deployed for AR/VR systems; mobile edge computing (MEC) and fog computing.
Both technologies provide the computing resources near to the end user and, thus, eliminate
the communication path in a way that reduces the end-to-end delay [89].

Software-defined networking (SDN) is another technology that can be deployed for
AR/VR systems to achieve the main announced requirements [90]. It splits the network
into two planes; the data plane and the control plane. Using a control scheme implemented
over single or multiple controllers located at the core network, SDN can manage the whole
network to reduce latency and congestion. Deploying SDN for AR/VR can achieve the
required end-to-end latency, ultra-high availability and reliability, system flexibility, and a
high level of security [91].

AI can also be deployed to assist the release of AR/VR applications in many ways.
AI algorithms can be deployed to assist communication networks for AR/VR systems
and reduce communication latencies via intelligent edge computing units [92]. Model-
mediated schemes can be built using AI to predict the remote side of the AR/VR system,
thus reducing the communication distance, as the communication is held between the
transmitter and the model at the edge server.

D2D and THz communications are technologies that can be deployed for AR/VR
systems to achieve a high data rate, increase the spectrum, and increase system availability.
Deploying such technologies for AR/VR systems is the way of achieving the required QoE
and developing more applications in many fields.

6. Unmanned Aerial Vehicles for uRLLC

Unmanned aerial vehicles (UAVs) have many uses in civilian and military applica-
tions due to their low cost, high proliferation capacity, high mobility, and ability to over-
come the challenges faced by information and communication technology development.
Unmanned aerial vehicle technology captured the interest of the whole world once it was
authorized. It has many uses in many fields, including smart cities, real-time monitoring,
military applications, 5G networks, and remote sensing [93]. It provides many solutions
due to its ease of movement in three-dimensional environments. UAV has been announced
as a 5G/6G use case. It is considered one of the key enabling technologies of 5G/6G
systems due to its flexibility and ease of deployment, especially in harsh environments.

Unmanned aerial vehicles can be used as relays, air stations to provide coverage,
or moving edge computing servers to provide computing resources for 5G/6G networks.
This is the way that UAVs can be used to assist heterogeneous uRLL applications. It can be
used to achieve the required full coverage by acting as a 5G/6G base station in uncovered
or crowded areas. Moreover, UAVs can be used to support dense networks by providing
computing resources near end users. Recently, UAVs have been used to provide wireless
charging to distributed devices, which meets the requirements of uRLLC [94].

6.1. UAVs for uRLLC Applications

In this sub-section, we consider deploying UAVs for uRLL applications.

• Industrial Internet of things (IIoT): UAVs can be used to increase production, moni-
tor industrial areas, and control production processes in dangerous places. IoT-based
industrial systems, e.g., industry 4.0, can use UAVs to support the communication
network by providing the required coverage and latency [95].

• Augmented reality and virtual reality (AR/VR): Deploying UAVs for AR/VR sys-
tems, users can see real video from high altitudes with very good quality. The use
of unmanned aerial vehicles in the market helped virtual reality technology in the
purchase decision process by offering the best product to the buyer [96].

• Real-Time Monitoring: UAVs are used to monitor road traffic, regulate traffic, and re-
duce road density by sending directions to control towers and traffic lights by col-
lecting road traffic information and sending it to act. UAVs are used in monitoring
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railways and highways to facilitate road management and achieve a high level of
safety [97].

• Lifeline applications: Unmanned aerial vehicles can be used as an air station to
receive data in hard-to-reach places and places of volcanoes and earthquakes. It is able
to provide real-time communications in such hard situations. It monitors and forecasts
areas affected by natural disasters. It works to preserve protected areas and forests. It
monitors borders and arrests terrorists and outlaws. It also works in search-and-rescue
operations against destructive activities affecting the state [98].

6.2. UAVs for AR/VR Systems

AR/VR applications are the main use cases of uRLLC, and thus we consider how
UAVs assist them in this section. Drones are widely used to serve modern technologies
that use augmented reality, virtual reality and mixed reality to save lives, time and cost
in several applications, including helping fire crews fight forest fires, monitoring hard-to-
reach places with fixed cameras to help the state in early prediction of the occurrence of the
incident, and collecting real-time data on the fire to provide the means to confront it.

Forest fires are one of the most severe cases that affect all creatures, such as the emission
of harmful rays, global warming and other serious damage to our world. Firefighting crews
are trained using augmented and virtual reality techniques to visualize the expected events
during the disaster without causing harm to the individuals. This development has helped
use robots that also help them by using augmented and virtual technologies to guide them
and fight fires and other natural and industrial disasters [99].

Drones can take three-dimensional images to plan the most harmful places and draw
roads and maps for firefighting personnel in rugged and far from satellite coverage and
under different weather conditions at a lower cost and without major losses. The vision
devices on board the UAVs enjoy their flexibility and speed of discovery, taking pictures
and analyzing them through the existing sensors and ground stations to control them.

Finally, virtual reality technology was applied to visualize fires by default, enabling
them to collect the required data without causing losses, allowing the user to navigate the
fires and identify the places of danger and the most affected. In addition, augmented reality
technology provides virtual information about fires in their real environment, which works
to confront unexpected developments or perceptions [100].

The application of virtual reality has helped several systems, including the geographic
information system in which UAVs are used, which helped humans to know the changes
that affect humanity in the present and compare them with the past. UAVs collect images
that are not clear and of poor quality [101]. Virtual reality technology helps visualize space
in a virtual world that can predict cosmic events without the need for expensive efforts and
early planning for them to face cosmic changes. To improve these technologies, the digital
terrain model was created with the data we obtained from UAVs to improve roads and
geographical surveys, avoiding natural, industrial disasters and others.

Unmanned aerial vehicles are used in military life and the army to monitor, secure state
borders, collect information about the enemy, and clear minefields [102]. Unmanned aerial
vehicles collect information about the ground and the enemy’s fortifications. VR simulates
real things in a virtual world to confront these fortifications and train them to avoid losses
in troops and equipment. In addition, the AR worked on visualizing emergency variables
by creating a virtual environment in our world, greatly reducing losses and costs in carrying
out these works. It is used to monitor open coal mines and volcanoes and to follow up
on emerging variables. The goal of using modern technologies is to convert aerial images
captured by UAVs into a model that is easy to use in virtual reality theory.

Augmented and virtual reality has helped in agricultural operations, monitoring pro-
duction and diseases that cause damage to crops and avoiding them [103].
Accurate follow-up, education, construction, and the discovery of natural and indus-
trial disasters are difficult to reach. The crews of workers have actual training in how to
deal with disasters using modern technologies.
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The use of unmanned aerial vehicles in various means of entertainment supports
modern technologies, such as virtual reality and augmented reality, and in various fields
such as science, civilization history, trade and in the fields of military sciences [104].
They are also used in the fields of entertainment and art in more than one application,
including music. They are used as a human player in front of the masses in more than one
scene, the circus, in art, in acting, in interactions with humans, and in drone dancing.

The use of UAVs has greatly supported the fields of augmented and virtual real-
ity, allowing video games to become real and enabling the user to control them with
mobile devices, such as smartphones, cellular networks and Wi-Fi [105]. It is used in
filming their various sports activities and could be a way to practice sports in all its forms.
Developed from the uses of virtual and augmented reality in racing and games in general,
these allow the user to live the truth in a virtual world by using modern tools, such as
wireless video glasses.

We use UAVs as means of collecting data and information, mapping, architectural
construction, building engineering, aerial photography, route planning, freight services,
air transport, military, in rapid air surveys and smart tourist environments because they
produce 3D models of historical and urban buildings with high accuracy [106]. It requires
operators of UAVs to stand or sit in a position that achieves the line of visual sight with
UAVs, so it causes fatigue and exhaustion and is difficult to control in dangerous places and
stand next to them. In addition, all international organizations have prohibited their use in
places of equipment and construction, and above people, to maintain the safety of citizens.

Researchers have worked to apply modern technologies that help train operators of
UAVs using virtual reality technology to create a virtual environment that is parallel to the
real environment to reduce the mental and physical workload and pressures they face when
operating drones [107]. The use of modern devices in facilitating the work and application
of virtual reality with UAVs has increased many other opportunities, including devices
to change the heart rate, the interval between pulses, respiratory rate and many other
devices that have spread because of the development in the use of modern technologies.
Augmented reality is the process of creating a three-dimensional virtual environment in our
real world. It helps reconstruct old historical buildings and make them more interesting in
using mobile devices, smart glasses, and other devices. Nevertheless, another dimension
to using AR with the historical, cultural heritage is using UAVs, called remote AR [108].
The goal of its use is to increase 3D video images using modern tracking technologies and
modern cameras. In addition, modern tracking methods integrate images captured by
unmanned aerial vehicles with three-dimensional images generated by a computer, such as
the global positioning system and monocular scene tracking method.

Augmented reality has increased people’s awareness of their landmarks in a new
way and the transfer of historical heritage to future generations, which increases histor-
ical knowledge and the community’s awareness of their ancient landmarks and ancient
historical structures subjected to earthquakes, wars and natural disasters [109].

6.3. UAVs-Based Framework to Assist uRLL Applications

This subsection introduces the recently developed systems that consider deploying
UAVs for uRLL applications. In [110], unmanned aerial vehicles were used in firefighting,
prevention, monitoring and control, solving problems facing firefighters, and guiding
robots used to fight fires in hard-to-reach places. Therefore, the authors suggested using
augmented and virtual reality technology in training and guiding UAVs and facilitating
firefighters’ work by making a simulation model for the development of rescue opera-
tions. In this work, we study the problems and challenges facing firefighters in modern
technological solutions and the challenges facing robotic technologies and UAVs in this way.

In [111], the authors used unmanned aerial vehicles to analyze terrain and geographi-
cal visualization to relieve very high altitudes and monitor minefields. The developed work
uses virtual reality technology in first-person view mode (FPV), allowing more realistic
real-time exploration. VR also takes part in converting low-level aerial images captured



Information 2022, 13, 430 11 of 18

by unmanned aerial vehicles to a digital terrain model (DTM), using head-mounted de-
vices. In addition, in verifying the accuracy of the 3D model with the results of GNSS RTK
(real-time kinematic) measurements, the location is determined in real time.

In [112], the authors provided a framework to use UAVs in various forms of enter-
tainment such as music, art, games, augmented and virtual reality technology, and in the
field of live shows. The developed framework uses augmented and virtual realities for
video games. They are used to display historical images of the surrounding environment
everywhere, which becomes a distinctive way to show tourist attractions by exploring
virtual places and making them real in front of users before visiting them.

In [113], the authors deployed unmanned aerial vehicles to assist in the construction of
modern projects. This causes danger to workers in the sites and violates the operating rules
and safety regulations that exist in all laws. In addition, it causes fatigue, exhaustion and
tension for users of unmanned aerial vehicles. Therefore, researchers in this work had to
increase the reliability of the use of UAVs in all work, and the use of physiological measures
to measure performance, and reduce stress and mental workload (MWL). In addition,
modern technologies, such as virtual reality and machine learning (ML) models, solve these
challenges and difficulties facing users of UAVs.

In [114], unmanned aerial vehicles were used to collect 3D data on urban buildings,
smart cultural heritage, and dangerous places that are difficult to access. The 3D data were
difficult to obtain and it was a complex matter, consuming a long time and very high cost.
In this work, we focus on the role of modern technologies, such as augmented, virtual and
mixed reality, in providing three-dimensional models of urban places. The development in
the use of modern technologies has helped the role of UAVs in the possibility of low-cost
photogrammetry in modern tourism, simulating historical buildings and three-dimensional
cultural heritage.

In [115], unmanned aerial vehicles have taken the augmented reality technology used
to reconstruct the ancient buildings of cultural heritage sites to the extreme after using smart
glasses, mobile phones and other modern technologies that are used to show the ancient
tourist attractions only. In this work, the researchers had to present a new dimension: the
remote augmented reality using UAVs to increase the data captured with 3D technology.
They also added modern technologies to the tracking process, namely the GPS-based
tracking of UAVs and vision-based scene tracking, to increase the accuracy of the work of
unmanned aerial vehicles.

7. Distributed Edge Computing for uRLLC

The main requirements of modern communication networks make it difficult to de-
pend on the traditional centralized cloud in computing and control operations. Therefore,
they require the use of modern technologies that keep pace with this huge progress and
rapid development in the use of the internet, such as unmanned aerial vehicles, the in-
ternet of things, machine learning and other modern technologies that keep pace with
change [116].

With the increase in the volume of internet use, traditional cloud still cannot create,
store and process a large amount of data due to its limited capabilities, limited communica-
tion resources and limited storage capacity. Thus, it requires the creation of large mobile
computing that helps keep pace with the progress in information technology and the mas-
sive use of the Internet by transferring computing to the edge of the network, e.g., radio
access network (RAN), which reduces the network congestion and the communication
latency and increases the network availability and reliability [117].

The novel paradigm is referred to as distributed edge computing, which is available in
two main forms; fog computing and mobile edge computing (MEC) [118]. Fog computing
was first introduced to move cloud computing from the kernel to the edge of the network
to reduce bottlenecks in the network, but there were also some challenges. Fog nodes are
small distributed servers that provide limited computing resources near end devices [119].
Figure 2 presents the main benefits of fog computing.
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Figure 2. Main benefits of deploying fog computing for uRLLC applications.

Due to the limitations of fog nodes, MEC was developed mainly for cellular networks
and has been modified to fit other networks. The main idea of MEC is to move cloud
computing to the edge of the network near the users, which facilitates the rapid deployment
of smart devices, speed in data volume, increased bandwidth, low latency, and increased
requirements of the quality of the service [120]. Figure 3 summarizes the main benefits of
MEC technology. Applications of the previous mobile generations, i.e., 3G and 4G, were not
fast enough to be marketed; thus, it was required of the mobile phone operators (MNOS)
to develop the mobile computing process to be near the users to provide the application
latency and be at high speed [121].

Figure 3. Main benefits of deploying MEC computing for uRLLC applications.

The emergence of MEC helped in the emergence of various groups of uRLL applica-
tions, including IIoT, vehicle-to-everything communication, vehicle-to-vehicle communica-
tion, VR, and AR [122].
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MEC can be operated independently from the rest of the network. The MEC server is
placed close to the users at the network’s edge to reduce the time in collecting and analyzing
data. It reduces the communication latency, making it widely used in 5G applications. MEC
improves the network, relieves stress on the network, and reduces network bottlenecks due
to moving computing to the edge of the network [123]. In addition, MEC improves delays,
availability, flexibility, security, data offloading tolerance, network congestion, and spectral
efficiency. Due to such benefits, it represents a promising solution to enable uRLLC.

8. Conclusions

uRLL communications are the main applications run over 5G/6G systems.
Such applications introduce many constraints on the communication network design
due to the required ultra-low latency and ultra-high data reliability. This makes tradi-
tional networks inappropriate for such applications and pushes toward introducing novel
technologies to communication networks. The work reviewed the main features, speci-
fications, and requirements of uRLLC. Moreover, the key enabling technologies used to
achieve uRLLC applications are presented. This includes UAVs, distributed edge com-
puting technologies, and the current proposals considering deploying them for different
uRLLC applications. A use case of AR/VR is considered.
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Review on Immersive Virtual Reality Interventions for Colonoscopy-Induced Anxiety and Pain. J. Clin. Med. 2022, 11, 1670.
[CrossRef]

75. Cassidy, D.J.; Coe, T.M.; Jogerst, K.M.; McKinley, S.K.; Sell, N.M.; Sampson, M.; Park, Y.S.; Petrusa, E.; Goldstone, R.N.; Hashimoto,
D.A.; et al. Transfer of virtual reality endoscopy training to live animal colonoscopy: A randomized control trial of proficiency vs.
repetition-based training. Surg. Endosc. 2022, 36, 1–10. [CrossRef]

76. Oliveira, J.; Gamito, P.; Souto, T.; Conde, R.; Ferreira, M.; Corotnean, T.; Fernandes, A.; Silva, H.; Neto, T. Virtual Reality-Based
Cognitive Stimulation on People with Mild to Moderate Dementia due to Alzheimer’s Disease: A Pilot Randomized Controlled
Trial. Int. J. Environ. Res. Public Health 2021, 18, 5290. [CrossRef]

77. Hemphill, S.; Nguyen, A.; Kwong, J.; Rodriguez, S.T.; Wang, E.; Caruso, T.J. Virtual reality facilitates engagement in physical
therapy in the pediatric CVICU. Pediatr. Phys. Ther. 2021, 33, E7–E9. [CrossRef]

78. Zhan, T.; Yin, K.; Xiong, J.; He, Z.; Wu, S.T. Augmented reality and virtual reality displays: Perspectives and challenges. iScience
2020, 23, 101397. [CrossRef]

79. Ateya, A.; Al-Bahri, M.; Muthanna, A.; Koucheryavy, A. End-to-end system structure for latency sensitive applications of 5G.
Elektrosvyaz 2018, 6, 56–61.

80. Muthanna, M.S.A.; Wang, P.; Wei, M.; Ateya, A.A.; Muthanna, A. Toward an ultra-low latency and energy efficient LoRaWAN. In
Internet of Things, Smart Spaces, and Next Generation Networks and Systems; Springer: Cham, Switzerland, 2019; pp. 233–242.

81. Giaretta, A. Security and Privacy in Virtual Reality–A Literature Survey. arXiv 2022, arXiv:2205.00208.
82. Rossi, S.; Viola, I.; Toni, L.; Cesar, P. From 3-DoF to 6-DoF: New Metrics to Analyse Users Behaviour in Immersive Applications.

arXiv 2021, arXiv:2112.09402.
83. Cheng, Q.; Shan, H.; Zhuang, W.; Yu, L.; Zhang, Z.; Quek, T.Q. Design and Analysis of MEC-and Proactive Caching-Based 360◦

Mobile VR Video Streaming. IEEE Trans. Multimed. 2021, 24, 1529–1544. [CrossRef]
84. Vlahovic, S.; Suznjevic, M.; Skorin-Kapov, L. A survey of challenges and methods for Quality of Experience assessment of

interactive VR applications. J. Multimodal User Interfaces 2022, 16, 1–35. [CrossRef]
85. Dills, P.; Gabardi, K.; Zinn, M. Stability and Rendering Limitations of High-Performance Admittance Based Haptic Interfaces. In

Proceedings of the 2022 IEEE Haptics Symposium (HAPTICS), Santa Barbara, CA, USA, 21–24 March 2022; pp. 1–8.
86. Sahu, C.K.; Young, C.; Rai, R. Artificial intelligence (AI) in augmented reality (AR)-assisted manufacturing applications: A review.

Int. J. Prod. Res. 2021, 59, 4903–4959. [CrossRef]
87. Muthanna, A.; Ateya, A.A.; Al Balushi, M.; Kirichek, R. D2D enabled communication system structure based on software

defined networking for 5G network. In Proceedings of the 2018 International Symposium on Consumer Technologies (ISCT),
St-Petersburg, Russia, 11–12 May 2018, pp. 41–44.

88. Zhang, L.; Chakareski, J. UAV-Assisted Edge Computing and Streaming for Wireless Virtual Reality: Analysis, Algorithm Design,
and Performance Guarantees. IEEE Trans. Veh. Technol. 2022, 71, 3267–3275. [CrossRef]

89. Wang, Y.; Yu, T.; Sakaguchi, K. Context-Based MEC Platform for Augmented-Reality Services in 5G Networks. In Proceedings of
the 2021 IEEE 94th Vehicular Technology Conference (VTC2021-Fall), Online, 27 September–28 October 2021; pp. 1–5.

90. Ravuri, H.K.; Vega, M.T.; Wauters, T.; Da, B.; Clemm, A.; De Turck, F. An experimental evaluation of flow setup latency in
distributed software defined networks. In Proceedings of the 2019 IEEE Conference on Network Softwarization (NetSoft), Paris,
France, 24–28 June 2019; pp. 432–437.

91. Ge, X.; Pan, L.; Li, Q.; Mao, G.; Tu, S. Multipath cooperative communications networks for augmented and virtual reality
transmission. IEEE Trans. Multimed. 2017, 19, 2345–2358. [CrossRef]

92. Devagiri, J.S.; Paheding, S.; Niyaz, Q.; Yang, X.; Smith, S. Augmented Reality and Artificial Intelligence in industry: Trends, tools,
and future challenges. Expert Syst. Appl. 2022, 207, 118002. [CrossRef]

93. Mohsan, S.A.H.; Khan, M.A.; Noor, F.; Ullah, I.; Alsharif, M.H. Towards the Unmanned Aerial Vehicles (UAVs): A Comprehensive
Review. Drones 2022, 6, 147. [CrossRef]

94. Li, Y.; Huynh, D.V.; Do-Duy, T.; Garcia-Palacios, E.; Duong, T.Q. Unmanned aerial vehicle-aided edge networks with ultra-reliable
low-latency communications: A digital twin approach. IET Signal Process. 2022. [CrossRef]

http://dx.doi.org/10.1002/cae.22393
http://dx.doi.org/10.2147/AMEP.S321885
http://dx.doi.org/10.1016/j.cag.2021.07.009
http://dx.doi.org/10.1016/j.actaastro.2018.02.034
http://dx.doi.org/10.1007/s11916-020-00917-0
http://dx.doi.org/10.1016/j.xcrm.2021.100348
http://dx.doi.org/10.3390/jcm11061670
http://dx.doi.org/10.1007/s00464-021-08958-1
http://dx.doi.org/10.3390/ijerph18105290
http://dx.doi.org/10.1097/PEP.0000000000000769
http://dx.doi.org/10.1016/j.isci.2020.101397
http://dx.doi.org/10.1109/TMM.2021.3067205
http://dx.doi.org/10.1007/s12193-022-00388-0
http://dx.doi.org/10.1080/00207543.2020.1859636
http://dx.doi.org/10.1109/TVT.2022.3142169
http://dx.doi.org/10.1109/TMM.2017.2733461
http://dx.doi.org/10.1016/j.eswa.2022.118002
http://dx.doi.org/10.3390/drones6060147
http://dx.doi.org/10.1049/sil2.12128


Information 2022, 13, 430 17 of 18

95. Su, Z.; Feng, W.; Tang, J.; Chen, Z.; Fu, Y.; Zhao, N.; Wong, K.K. Energy efficiency optimization for D2D communications
underlaying UAV-assisted industrial iot networks with SWIPT. IEEE Internet Things J. 2022. [CrossRef]

96. Rachmawati, T.S.N.; Kim, S. Unmanned Aerial Vehicles (UAV) Integration with Digital Technologies toward Construction 4.0: A
Systematic Literature Review. Sustainability 2022, 14, 5708. [CrossRef]

97. Liao, Y.H.; Juang, J.G. Real-Time UAV Trash Monitoring System. Appl. Sci. 2022, 12, 1838. [CrossRef]
98. Nguyen, L.M.D.; Vo, V.N.; So-In, C.; Dang, V.H. Throughput analysis and optimization for NOMA Multi-UAV assisted disaster

communication using CMA-ES. Wirel. Netw. 2021, 27, 4889–4902. [CrossRef]
99. Mohan, M.; Richardson, G.; Gopan, G.; Aghai, M.M.; Bajaj, S.; Galgamuwa, G.P.; Vastaranta, M.; Arachchige, P.S.P.; Amorós, L.;

Corte, A.P.D.; et al. UAV-supported forest regeneration: Current trends, challenges and implications. Remote. Sens. 2021, 13, 2596.
[CrossRef]

100. Shang, Y.; Liu, B.; Tian, Y.; Wang, X.; Cai, Z. Virtual Reality Oriented Modeling and Simulation of Amphibious Aircraft Forest
Fire Extinguishing Mission Scene. In Proceedings of the 2021 5th International Conference on Artificial Intelligence and Virtual
Reality (AIVR), Kumamoto, Japan, 23–25 July 2021; pp. 9–14.

101. Filkin, T.; Sliusar, N.; Ritzkowski, M.; Huber-Humer, M. Unmanned Aerial Vehicles for Operational Monitoring of Landfills.
Drones 2021, 5, 125. [CrossRef]

102. Gargalakos, M. The role of unmanned aerial vehicles in military communications: Application scenarios, current trends, and
beyond. J. Def. Model. Simul. 2021. [CrossRef]

103. Tang, Y.; Dananjayan, S.; Hou, C.; Guo, Q.; Luo, S.; He, Y. A survey on the 5G network and its impact on agriculture: Challenges
and opportunities. Comput. Electron. Agric. 2021, 180, 105895. [CrossRef]

104. Hayat, S.; Yanmaz, E.; Muzaffar, R. Survey on unmanned aerial vehicle networks for civil applications: A communications
viewpoint. IEEE Commun. Surv. Tutor. 2016, 18, 2624–2661. [CrossRef]

105. Ai, Z.; Livingston, M.A.; Moskowitz, I.S. Real-time unmanned aerial vehicle 3D environment exploration in a mixed reality
environment. In Proceedings of the 2016 International Conference on Unmanned Aircraft Systems (ICUAS), Arlington, VA, USA,
7–10 June 2016; pp. 664–670.

106. Mozaffari, M.; Saad, W.; Bennis, M.; Nam, Y.H.; Debbah, M. A tutorial on UAVs for wireless networks: Applications, challenges,
and open problems. IEEE Commun. Surv. Tutor. 2019, 21, 2334–2360. [CrossRef]

107. Khalaf, A.S.; Pianpak, P.; Alharthi, S.A.; NaminiMianji, Z.; Torres, R.; Tran, S.; Dolgov, I.; Toups, Z.O. An architecture for
simulating drones in mixed reality games to explore future search and rescue scenarios. In Proceedings of the International
ISCRAM Conference, Rochester, NY, USA, 20–23 May 2018.

108. Sestras, P.; Ros, ca, S.; Bilas, co, S, .; Nas, , S.; Buru, S.M.; Kovacs, L.; Spalević, V.; Sestras, A.F. Feasibility assessments using unmanned
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