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Abstract: Recently, Deep Neural Networks (DNNs) have become a central subject of discussion in
computer vision for a broad range of applications, including image classification and face recognition.
Compared to existing conventional machine learning methods, deep learning algorithms have
shown prominent performance with high accuracy and speed. However, they always require a
large amount of data to achieve adequate robustness. Furthermore, additional samples are time-
consuming and expensive to collect. In this paper, we propose an approach that combines generative
methods and basic manipulations for image data augmentations and the FaceNet model with Support
Vector Machine (SVM) for face recognition. To do so, the images were first preprocessed by a Deep
Convolutional Generative Adversarial Net (DCGAN) to generate samples having realistic properties
inseparable from those of the original datasets. Second, basic manipulations were applied on the
images produced by DCGAN in order to increase the amount of training data. Finally, FaceNet was
employed as a face recognition model. FaceNet detects faces using MTCNN, 128-D face embedding
is computed to quantify each face, and an SVM was used on top of the embeddings for classification.
Experiments carried out on the LFW and VGG image databases and ChokePoint video database
demonstrate that the combination of basic and generative methods for augmentation boosted face
recognition performance, leading to better recognition results.

Keywords: generative methods; basic manipulations; data augmentation; FaceNet; SVM; face
recognition; DCGAN

1. Introduction

Despite the exceptional efficiency of 2D and 3D recognition, face recognition based
on DNNs has faced several challenges, such as the difficulty of collecting enough training
images, because DNNs often require a large amount of data for effective learning. Generally,
a large volume of data is useful to achieve high recognition accuracy. Because DNNs have
powerful learning ability, they need various views of the face for each subject. However,
obtaining such a dataset for a one class is not only impractical, it is very time-consuming.
An insufficient amount of samples leads to over-parameterization and over-fitting issues,
resulting in an obvious decline in the effectiveness of the learning outcomes. Moreover, it
is often necessary to train samples of faces in different conditions of illumination, facial
expressions, poses, and occlusion. To deal with the issue of scarcity or insufficiency of
samples, an efficient solution is to use data augmentation techniques. The main purpose of
data augmentation is to expand the diversity and size of the training database and expose
the model to various aspects of data in order to guarantee that the model is evaluated
on images that are not seen twice during training, achieving greater robustness, higher
accuracy, and stable classification performance. However, there is a gap in the literature
concerning research on the methodological and theoretical augmentation techniques for
face recognition. Furthermore, there is a lack of studies on how to increase the size of small
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datasets using augmentation. As a result, in the current work we focus on filling this gap.
We propose a new data augmentation method and compare the effect of using various data
augmentation techniques on face recognition accuracy. Specifically, we consider geometric
transformations, image brightness changes, and application of different filter operations, as
well as using DCGAN to generate new images from the original dataset to augment the
amount of training samples.

A number of studies using deep learning methods have claimed high performance
in a significant number of tasks. These include image classification [1], natural language
processing [2], and text classification [3]. These models use the Softmax function in the
classification layer. However, there have been studies [4,5] conducted that consider SVM
as an alternative to the Softmax function for classification. These studies have asserted
that the use of SVM in an artificial neural network (ANN) instead of the Softmax function
may improve recognition accuracy. In our work, the augmented training data are sent to
FaceNet to extract the embedding and then classified using an SVM.

The present work is an extension of our preliminary work published at the ISVC
conference in 2020 [6]. The main contributions of this paper can be summarized as follows:

• We propose a novel data augmentation technique in which DCGAN and basic manip-
ulations are combined. We use the Wasserstein loss to replace the standard DCGAN
cross-entropy loss to solve the problem of DCGAN training instability. We show that
our model improves face recognition performance by considering the LFW dataset [7],
VGGFace2 dataset [8], and ChokePoint video database [9].

• We demonstrate the benefits of the proposed augmentation strategy for face recogni-
tion by comparing our approach with approaches using only basic manipulations and
only a generative approach.

• We show that the use of SVM instead of the Softmax function with a FaceNet model
may improve face recognition accuracy compared to the other tested techniques.

The rest of the paper is organized as follows: in Section 2, we review the literature in the
area of data augmentation and face recognition; Section 3 presents the proposed approach in
detail; Section 4 discusses the qualitative and quantitative results of our proposed method;
and finally, Section 5 contains our conclusions and future research directions.

2. Related Works
2.1. Image Data Augmentation Techniques

Image augmentations are generally categorized as traditional or generative augmen-
tation methods. Traditional data augmentation methods involve geometric transforma-
tions, random cropping, kernel filters, color space augmentation, and noise injection [10].
Ben Fredj et al. [11] proposed a data augmentation technique with challenging facial ap-
pearance conditions and random information perturbation. This method is based on face
representation using an adaptive fusion of center loss and softmax loss from data with
occluded and extensive noisy faces. Noh et al. [12] suggested utilizing noise as a reg-
ularizing method in a DNN, particularly for dropout. This method defines stochastic
hidden units as deterministic hidden ones with injected noise. The principal focus of
this technique is to achieve lower bounds when increasing the number of samples in a
stochastic gradient descent iteration. Noise injection has proven to be very powerful for
learning robust features by adding random noise in each of the previously ranked input
variables according to its relevance level, as demonstrated by Moreno-Barea et al. [13].
Xu et al. [14] applied flipping and cropping to generate more training data, even integrating
the original image of the face and its mirror sample to boost face recognition performance.
Zhong et al. [15] introduced Random Erasing, in which the pixels of the randomly selected
region of the image are erased with random values. This technique can complement com-
monly employed data augmentation technologies, including random flipping and cropping.
It can synthesize new samples with different levels of occlusion to mitigate the issue of
overfitting and increase robustness under occlusion. Wu et al. [1] introduced a number
of data augmentation techniques, such as vignetting, lens distortion, and color casting,
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which can improve the sensitivity of CNNs to colors that are caused by scene illuminants.
Mohammadzade and Hatzinakos [16] proposed projecting a face image with an arbitrary
expression into the expression subspace to create new expressions in images for each per-
son. This procedure yields significantly accurate estimation of within-subject variability.
The “PatchShuffle” technique developed by Kang et al. [17] generates new images by ran-
domly swapping pixel values in an n × n sliding window in each mini-batch. Lv et al. [18]
proposed five data augmentation techniques for face recognition, covering four syn-
thesis landmarks (illuminations, hairstyles, poses, glasses) and landmark perturbation.
Li et al. [19] introduced a data augmentation technique, dubbed Moment Exchange (MoEx),
that encourages the model to use the moment information of latent features. More precisely,
the moments of the learned features of one training image are exchanged for those of
another. This approach effectively improves classification accuracy and robustness across
several datasets, model architectures, and prediction tasks. Despite the easy implementa-
tion of these methods, they remain the subject of research due to the increased training
time and higher memory use they require.

Generative models are able to generate new training data, resulting in better perfor-
mance by classification models. Generative approaches include methods such as Neural
Style Transfer (NST) and Generative Adversarial Networks (GAN). NST [20] synthesizes
a new image by manipulating the sequential representations across a CNN such that the
style of one image can be transferred onto another while maintaining its original content.
While this facilitates the transfer of textures, color temperatures, and lighting conditions,
it can lead to bias in the data. Furthermore, NST algorithms [21] are slow. GANs create
samples similar to images from the original dataset. Data augmentation based on GANs
can enhance model performance even though the generated images do not appear hy-
perrealistic. However, at present the training of GANs faces many challenges, such as
their instability and need for massive amounts of training data. Bowles et al. [22] used
GANs as a way to unlock additional information from a dataset. Yi et al. [23] used a condi-
tional generative adversarial network (cGAN) to expand the training dataset by generating
emotional face images. In addition to GANs, there are many other generative models;
however, GANs lead the way dramatically in terms of both the quality of their results and
their computation speed. Variational auto-encoding [24] is one of the techniques utilized
in augmentation that can improve the quality of samples produced by GAN. Variational
auto-encoders are able to learn a low-dimensional representation of the data with regard to
feature space augmentation.

In our earlier work [6], we proposed a data augmentation technique based on DCGAN
to expand the training data by generating synthetic images. We demonstrate that DCGAN
presents a strategy for using convolutional layers in the GAN framework to produce
higher resolution images and improve the face recognition accuracy. In this work, we
propose to extend our previous work [6] by combining generative models and basic
image manipulation for data augmentation. We compare the use of only basic image
manipulations methods, only generative methods, and the combination of these two
techniques. As a generative approach, we used a DCGAN to generate synthetic image
data. This is a generative approach that shows remarkable performance in generating
different face attributes such as glasses, different colors of hair, and smiles. The main idea
behind our proposed data augmentation method is to integrate strategies. We applied
traditional manipulations (filtering, brightness changes, and geometric transformations) to
images produced by the generative approach (DCGAN) in order to simulate the changes
that can occur with a face. We then added these images to the original training dataset as
augmented data. Sometimes, only a small amount of samples is required to train a CNN;
however, with more images, the CNN has better performance.
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2.2. Face Recognition Techniques
2.2.1. Conventional Methods

Face recognition is one of the most interesting biometric techniques. Technologies
have been rapidly developed that allow for significant improvement in the precision of
face recognition. There are many methods for recognizing faces in many applications, such
as identity verification, face identification, security, surveillance, access control, and more.
Ammar et al. [25] proposed a review of the different local and global approaches used for re-
identification of people. They highlighted the fusion of local and global characteristics such
as shape, color, and texture features combined with soft biometric characteristics including
face shape, hair color, skin tone, eye shape, and eye color in re-identifying people through
their faces. Moreover, Ammar et al. [26] provided an up-to-date review of face recognition
approaches, covering earlier works as well as more recent advances. Anzar et al. [27]
introduced a new algorithm based on Wavelet-SIFT descriptors for partial face recognition.
Bi-orthogonal wavelet was applied to obtain the Discrete Wavelet Transform of the images.
The scale-invariant feature transform (SIFT) algorithm was then used on high–high (HH)
and low–low (LL) sub-bands of the images. The results showed a significant boost in
recognition accuracy and a reduction in error rates. Ghorbel et al. [28] extracted features
from face images using the VLC and Eigenfaces techniques, and used the chi-square
distance for face matching. Haar cascade classifiers have demonstrated better performance
than LBP classifiers in face detection, as presented by Johannes and Armin [29]. They
demonstrated that the Eigenfaces technique is better than Fisher faces technique and LBP
histogram technique for face recognition. In 2016, Khoi et al. [30] proposed to evaluate two
variants of LBP, namely, Rotation-Invariant Local Binary Pattern (RILBP) and Pyramid of
Local Binary Pattern (PLBP), for face retrieval. They split the facial image into small regions
using the Grid LBP technique then constructed a histogram of spatially enhanced features
based on the LBP feature vectors. Their system was robust against increases in the size
of the dataset, with no sudden fall in mean average precision (MAP). A local appearance-
based method called LBP network (LBPNet) has been proposed in [31] which effectively
contributes to the extraction of hierarchical data representations. Laure et al. [32] used
robust LBP to extract facial features to address the problem of large variations in lighting,
expressions, and poses. KNN was applied for classification. Kumar et al. [33] proposed a
dense local graph structure (D-LGS) descriptor using a bilinear interpolation to increase
the pixel density when producing the graphic picture. The Histogram of Oriented Gradient
(HOG) descriptor is widely used in face recognition applications. A Most Similar Region
Selection algorithm (MSRS) was proposed by Karaaba et al. [34] to cope with misalignment
by selecting similar regions of two face images. A multi-HOG model was first used to
construct a distance descriptor, then mean of minimum distances (MMD) and multilayer
perceptron-based distance (MLPD) functions were employed for face recognition. In
Arigbabu et al. [35], face images were pre-processed using noise removal and a bicubic
interpolation resampling technique. The shape of the face image was described locally
using both Laplacian edge detection and the Pyramid HOG (PHOG) descriptor for human
gender recognition. Based on the idea of the effectiveness of correlation filters under
both controlled and uncontrolled environments, Napoléan and Alfalou [36] adopted a
method based on the VLC correlator and Local Binary Patterns (LBP) technique to optimize
the efficiency of face identification under illumination variations. In order to filter face
images and extract the edges, they used a specific Gaussian function in the VanderLugt
correlator and then applied an adapted LBP-VLC method. Face Recognition based on
tensor methods has become very popular recently. Lu et al. [37] used Tensor Robust
Principal Component Analysis (TRPCA), which aims to recover a low tubal rank tensor
and a sparse tensor from the sum. They demonstrated that exact recovery can be achieved
by solving a tractable convex program which does not have any free parameters. They used
these tensor analysis tools to recover face images (of the same person) with random noise
as well as for face image denoising. TRPCA, proposed by Cai et al. [38], aims to recover
the low-rank and sparse components both efficiently and accurately in order to handle
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high multi-dimensional data. The authors developed a t-Gamma tensor quasi-norm as a
non-convex regularization to approximate the low-rank component. This configuration
better captures the tensor rank while simplifying the process. In [39], the author compares
TRPCA with other state-of-the-art low-rank factorization techniques for semi-supervised
and supervised face classification tasks.

2.2.2. Deep Learning Methods

Today, deep learning methods have superseded traditional face recognition methods.
Research interests have mainly focused on face classification and recognition with DNNs.
CNNs are a form of DNN that have achieved remarkable success in these areas. Unlike
traditional face recognition algorithms [40], CNN is considered a data-driven method.
Furthermore, CNNs combine both feature extraction and classification into one frame-
work [11,41]. Song et al. [42] introduced a pairwise differential Siamese network to find
correspondences between occluded facial blocks and corrupted feature elements for DCNN
models, resulting in a face recognition model that is robust against occlusions. FaceNet,
suggested by Schroff et al. [43], learns how to map from a face image to a Euclidean
space embedding, in which distances between the embeddings directly correspond to a
measure of face similarity. FaceNet directly trains 128-D compact embeddings using a loss
function based on LMNN [44] as an online triplet mining method. The triplets incorporate
two matching face thumbnails and a non-matching face thumbnail. The goal of the loss
is to separate the positive pair from the negative by a distance margin. Hard-positive
extraction techniques have been considered to support spherical clusters for the encod-
ings of one person. FaceNet allows for much more prominent representational efficiency.
Sphereface [45] presents an angular margin penalty to simultaneously impose extra intra-
class compactness and inter-class separability. An additive Angular Margin Loss function
has been proposed by Deng et al. [46], which can significantly increase the discriminating
power of feature embeddings learned through CNNs. CNNs trained on 2D facial sam-
ples can be used successfully for 3D face recognition by refining the CNN with 3D facial
scans, which allows for invariance to lightening/make-up/camouflage situations. In
Tornincasa et al. [47], several linear quantities were employed as measures and relevant
discriminant features were extracted from the query faces based on a differential geometry.
Meanwhile, Dagnes et al. [48] presented an automatic method to calculate minimum
optimized marker layouts to be used for capturing face motion. In 2015, DeepID3 net-
works [49] were proposed for face recognition; these were reconstructed from VGG stacked
convolutions and the GoogLeNet inception layers. DeepID3 shows high performance
on both face identification and verification. For face images captured under arbitrary
illumination and pose conditions, Zhu et al. [50] proposed to use a deep network to re-
cover the canonical frontal view. Each face was categorized as corresponding to a known
identity by training a CNN. PCA was used with SVM on the network output for face
verification. Taigman et al. [51] proposed to train a multi-class network on about four
thousand identities in order to recognize faces. They employed a Siamese network to
optimize the L1 distance between two face features. Their high accuracy obtained on LFW
dataset [7] was the result of an ensemble of three networks using various color channels
and alignments. The VGGNet-16 network presented by Simonyan et al. [52] achieved an ac-
curacy of 98.95% using 2.6 million samples. Compared to DeepFace [51], which employs a
single large CNN to learn features, Sun et al. [53] built their DeepID model for face represen-
tation to learn features from multiple CNNs using the network fusion technique. DeepID
extracts features from images with various facial poses. Then, Sun et al. [54] developed
DeepID2, which is an extension of DeepID. They employed a set of 25 nets, each taking
a particular face patch as input. Then, 50 responses were combined to assess their perfor-
mance under the LFW dataset [7]. A Joint Bayesian model [55] that usefully corresponds to
a linear transformation in the embedding space has been proposed as well. To train the
networks, the verification and classification losses are combined. The verification loss has
the same concept as the triplet loss [44], as it aims to decrease the L2-distance between pairs
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of faces belonging to the same identity and enlarge the distance between faces of various
identities. The verification loss is similar to that applied in Wang et al. [56], in the sense
that it compares only pairs of images in order to categorize images through semantic and
visual similarity, while the triplet loss requires a relative distance constraint. In addition,
deep learning-based approaches have addressed face recognition using GAN to extract
more expressive features. Duan et al. [57] proposed a boosting GAN network in which
unoccluded face images were generated from input occluded images for refined face recog-
nition. The adversarial generator aims to obtain de-occlusion, coarse frontalization, and to
preserve identity when both occlusions and pose variations exist simultaneously. However,
this method is not generalized because it excludes certain types of occlusions, such as
sunglasses, scarves, and masks. The main benefit of Deep Learning techniques is that they
can be traine using massive amounts of samples in order to learn the high-level features for
data representation, which can help to improve face recognition performance. However,
the construction of such large datasets is beyond the capabilities of most academic groups.

In this paper, we chose FaceNet as a face recognition model. We applied FaceNet
to images obtained by a combination of DCGAN and typical manipulations. As in other
recent works that used deep networks [51,53], our method is a completely data-driven
approach, which allows the representation to be learned directly from the face pixels.

3. Proposed Approach

Compared to our previous work [6], our proposed approach here is based on the
combination of DCGAN and basic image manipulations for data augmentation to tackle
the problem of scarce image data. Therefore, we decided to add synthetic images to the
original face data. The face recognition system used here consists of several components,
including fast and accurate face detection, face processing and cropping by computing
facial landmarks using a Multi-task Cascaded Convolutional Neural Network (MTCNN),
data augmentation by combining generative models and basic manipulations, face repre-
sentation extraction, FaceNet training, and finally, applying SVM to classify and recognize
faces in images and video streams, all of which is shown in the block diagram in Figure 1.
Our proposed approach is carried out in the following steps: (1) MTCNN is applied for
face detection; (2) the result of MTCNN is used as the input of the DCGAN to generate
synthetic images; (3) basic manipulations are applied to the images created by the DCGAN;
(4) images are added to the original data; and (5) FaceNet and SVM are applied for feature
extraction and face recognition.

Figure 1. Overall architecture of the proposed approach.
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3.1. Face Detection Using MTCNN

As a first step, we performed the same preprocessing on all training and testing
samples. We detected the location and extracted the canonical coordinates of the face from
the input image or video frame using the MTCNN model [58]. MTCNN tries to perform a
canonical face alignment by identifying the geometric structure of faces based on rotation,
translation and scale. MTCNN is based on carrying out several tasks at the same time:
(1) bounding box regression; (2) probability prediction that the face sample predicted by
the MTCNN is a real face; and (3) facial landmark localization (location of eyes, mouth
corners, and nose tip). MTCNN has several networks in a cascade: (1) P-Net processes
the image at multiple resolutions and produces candidate face bounding boxes quickly;
(2) R-Net refines the predictions and works as filter for selecting the high-accuracy candidate
box; (3) O-Net further refines the predictions and generates the final bounding boxes. To
remove overlapping bounding boxes, a Non-Maximum Suppression algorithm is applied.
The network outputs the positions of the key features of the face. All input face images are
cropped and further resized to 112 × 112 pixels according to the five facial points detected
by MTCNN. A similar transformation is made depending on the position of the located
keypoints, ensuring that all faces are cropped into images of a certain dimensions.

3.2. Data Augmentation Using DCGAN Combined with Basic Manipulations

After applying face alignment and cropping, the extracted faces were passed through a
DCGAN to synthesize new images. Basic manipulations are characterized by their simplic-
ity and ease of implementation, however, they cannot reveal realistic face variations. While
the generative approach can generate significant realistic face variations, it uses additional
resources. To alleviate this issue, we trained the DCGAN [59] using the images from each
class of the original dataset in order to learn the features of the faces and then artificially
synthesize more facial images. We exploited the capacity of the DCGAN generator to
synthesize more faces similar to the original faces in the training dataset, the idea being to
simultaneously train two adversarial neural networks: the discriminator tries to discern
whether the sample comes from the actual data distribution, while the generator aims to
trick the discriminator by generating better samples. In the DCGAN training process, the
discriminator aims to differentiate real samples from G(z), i.e., log(D(x)) + log(1 − D(z))
should be maximized. Here, G(z) represents the generator, which takes as input a random
noise z sampled from a uniform distribution, while D(.) represents the discriminator, which
takes x as input, such as images, from the selected database or the output of G(z). At the
same time, the generator aims to trick the discriminator by minimizing log(1 − D(z)). A
stable point in training is achieved when, after multiple steps, the discriminator is unable
to differentiate between x and G(z). The generator takes a random noise vector as input
sampled from a uniform distribution between (−1, 1), followed by a fully connected layer
containing 8192 neurons and resized to the dimension of 4 × 4 × 1024, then four transposed
convolutional layers with a stride of 2 and padding, which results in channel reduction
and an upsampling of the features by factor of two. The final output images have a of size
64 × 64 × 3. The discriminator, D(x), is the inverse of the generator. The input image with
dimensions 64 × 64 × 3 is transmitted through four consecutive convolutional layers with
final output dimensions 4 × 4 × 512. A Softmax function is implemented to convert output
real logits from the last fully connected layer into the final class probabilities. A learning
rate of 0.0002 is used when training with the Adam optimizer, with a momentum term
of β1 = 0.5. The batch size is fixed at 128 and the weights are initialized from the normal
distribution with a standard deviation of 0.02. Finally, a Nash equilibrium is achieved
when the output of the discriminator is 0.5. That is to say, the discriminator D can no longer
judge whether the input is from real data or from generated data. However, DCGANs have
multiple problems, such as unstable training and unconvergent generator loss function.
In this work, to solve the problem of mode collapse and vanishing gradient we propose
using the Wasserstein distance [60] to evaluate the distance between generated samples
and actual samples. The benefit of the Wasserstein distance is that it can measure the
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distance between two non-coincident parts and further enhance the stability of training
compared with the original DCGAN. The use of Wasserstein loss allowed the DCGAN to
generate high-resolution synthetic faces with a high level of detail. Next, we applied basic
manipulations, including geometric transformations (rotation and translation), brightness
change, and filter operations (Gaussian filter, median filter, mean filter, and bilateral filter)
to the DCGAN-generated images in order to enlarge the training data in a more efficient
way. FaceNet was used to extract face embeddings, which were later classified using
SVM model.

3.3. Face Recognition Using FaceNet Combined with SVM

Our face recognition system integrates FaceNet with SVM for facial embedding fea-
ture extraction and classification, respectively. FaceNet [43] was used to obtain facial
features and determine whether there was any matching between the input faces and a
non-matching face with triplet-based loss function [54]. Figure 2 shows the structure of the
FaceNet model, in which the face image is inserted into a DCNN which learns the features
directly from the face image pixels, followed by an L2 normalization layer to finally obtain
a 128-byte vector which results in the face image represented by the face embedding. Using
an input face image, this model extracts 128-D vectors as face representations, which are
then used to cluster faces in an efficient way. Unlike other face representation models, this
embedding technique has the advantage that a larger distance between two face repre-
sentations means that the faces are probably of different people. Training of the network
requires a face triplet, a face image of the target person, a test face image of the target
person, and a face image of a different person. This advantage facilitates the detection of
similarities, grouping, and classification compared to other face recognition methods in
which the Euclidean distance between features is not important. The network is trained in
such a manner that the squared L2 distances between two embeddings correspond to face
similarity. Faces of the “same” person have close distances and faces of different people
have great distances. After this encoding has been generated, the distance between the two
encodings is thresholded for face verification. To obtain the face embedding, FaceNet [43]
generally uses two architectures based on CNNs. The first category adds 1 × 1 × d con-
volutional layers between the standard convolutional layers of the Zeiler and Fergus [61]
architecture, then obtains a 22-layers NN1 model. The second category consists of an
Inception model based on GoogLeNet [62]. Figure 3 represents the network structure of an
Inception module. It contains four branches, from left to right. It employs convolution with
1 × 1 filters as well as 3 × 3 and 5 × 5 filters and a 3 × 3 max pooling layer. Each branch
employs a 1 × 1 convolution to decrease time complexity. Finally, FaceNet employs the
triplet loss function to train the model, which is used to minimize the distance between an
anchor and a positive sample of the same person and to maximize the distance between
the anchor and a negative sample.

Figure 2. FaceNet model architecture: FaceNet consists of a batch input layer and a deep CNN
(DCNN) followed by L2 normalization, which provides face embedding. Finally, the triplet loss is
calculated during training.
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Figure 3. Inception module.

In this work, we propose to modify the original FaceNet networkby using SVM
instead of the last fully connected layer, followed by L2 normalization. We propose to
remove the last fully connected layer in a CNN and replace it with an SVM. As SVM is an
efficient supervised learning algorithm for classification, this alteration creates a combined
architecture with SVM for the facial recognition task. SVM is a very fast machine learning
algorithm for multiclass classification, and it can be used for large data sets. Althought he
FaceNet model can be used as part of the classifier itself, in our work we used the FaceNet
model to pre-process a face in order to create a face embedding that could be employed
as input in our classifier model. This latter approach was favoured because the FaceNet
model is both large and slow to generate a face embedding.

4. Results and Discussions

In this paper, we propose to combine DCGANs and basic image manipulations as
data augmentation techniques for our face recognition approach based on FaceNet + SVM.
We evaluated the proposed method on two face image datasets, the LFW dataset [7] and
VGGFace2 dataset [8], as well as on a video face dataset, the ChokePoint dataset [9]. We
proposed to add 100, 250 and 500 generated images per one class. We compared our
proposed approach with three popular face recognition algorithms: Principal Component
Analysis (PCA), Tensor Robust Principal Component Analysis (TRPCA) [38], and Local
Binary Pattern Histograms (LBPH). PCA is often employed for dimensionality reduction.
It keeps only the values which contribute the most to variance in order to compress the
dataset. It decomposes the covariance matrix to obtain the principal components (i.e., the
eigenvectors) of the data and their corresponding eigenvalues. TRPCA [38] plays a critical
role in handling high multi-dimensional datasets, aiming to recover the low-ranked and
sparse components both accurately and efficiently. The LBPH method is based on the
LBP, which is considered a texture description method. Using a face image, the histogram
features are extracted from the occurrences of the LBP codes for texture categorization. Then,
classification is carried out by finding the similarity between histograms. Additionally,
we compared our approach with the work of Pei et al. [63], which was based on standard
data augmentation techniques, including filtering, geometric transformations (rotation,
translation, . . . ), and brightness changes along with a VGG-16 network for face classification.
Furthermore, we compared our work with our own previous work [6] based on DCGANs
for data augmentation and FaceNet + SVM for face recognition. In our experiments, we
began by identifying faces in images, then moved on to identifying faces in videos.
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4.1. Datasets
4.1.1. Labeled Faces in the Wild (LFW) Dataset

The LFW dataset is the standard dataset for face verification and recognition. This
dataset contains 13,233 facial images of 5749 subjects. It includes several challenges, such
as varying face poses, expressions, and illumination conditions as well as partial occlusion.
In this dataset, only 1680 subjects out of a total of 5749 identities have more than one facial
image. A subset of the database containing 3137 pictures obtained from 62 identities was
employed in our experiments by choosing only those subjects with 20 or more images [7].

4.1.2. VGGFace2 Dataset

The VGGFace2 dataset contains 9000 identities. The distribution of faces for different
subjects is varied, from 87 to 843, with a mean of 362 images for each subject. We did not
perform experiments on the entire dataset for time reasons. We selected a subset of the
dataset by randomly choosing 20 identities to assess the performance of our method. The
selected subset consisted of eight women and twelve men, with a total of 7746 samples [8].

4.1.3. ChokePoint Dataset

The ChokePoint video dataset was designed for the identification of people acquired in
real-world surveillance environments. The faces contained in the database have variations
in terms of their pose, sharpness, and lighting, as well as misalignment due to the automatic
detection/localization of faces. The Chokepoint video dataset consists of 25 identities
(nineteen men and six women) in Portal 1 and 29 identities (twenty-three men and six
women) in Portal 2. We used Portal 1 for our experiments [9].

4.2. Evaluation
4.2.1. Quality of Generated Images

In this paper, we trained a DCGAN model on two facial datasets, the LFW dataset [7]
and VGGFace2 dataset [8]. Figures 4 and 5 show samples of images generated by the
DCGAN. As expected, the images appear realistic, although with occasional artifacts. More
realistic images can be generated by increasing the number of epochs. In this experiment,
the DCGAN produces images which are difficult to assess subjectively against real images.
These augmented samples are very similar to the original images. The quality of the
generated images improved over the course of 40 epochs. DCGANs represent a very
effective tool to modify attributes of real faces such as gender, age, skin, and hair color, and
allow for surprisingly realistic results. DCGAN-generated samples cannot be distinguished
by the CNN discriminator in terms of whether they are real or not. Thus, we assumed
that DCGAN-generated samples would have similar CNN features, function as similar
images, and help to create a limited dataset. Then, we applied basic manipulations on
the synthetic images produced by the DCGAN. Figure 6 shows an example of the basic
image manipulations applied to images generated by DCGAN. We added 100, 250, and
500 synthetic images per class to the LFW dataset [7] and VGGFace2 dataset [8]. Our
proposed method demonstrates the ability to synthesize realistic faces with DCGANs and
basic manipulations, which can be used to improve face recognition tasks.

Figure 4. Generated images using DCGAN on LFW dataset [7] after 50 epochs.
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Figure 5. Generated images using DCGAN on VGGFace2 dataset [8] after 50 epochs.

Figure 6. Example of basic manipulations applied on images from LFW dataset [7].

4.2.2. Results

As shown in Table 1, the more training samples are added, the higher the accuracy of
the model is. The results show that our face recognition approach achieves an accuracy
of 64% and 61% with the LFW dataset [7] and VGGFace2 dataset [8], respectively. After
a period of collecting more samples, the accuracy increases to 90% and 88%, respectively.
Furthermore, when adding 500 samples per class, we achieve 94.5% accuracy on the LFW
dataset [7] and 92.2% on the VGGFace2 dataset [8]. Table 2 shows that face recognition
accuracy increases by 1.7% when adding only 100 images per class using ChokePoint
dataset [9]. As expected, the face recognition accuracy increases as the amount of training
samples increases.

Table 1. Face recognition accuracy with data augmentation using the proposed method.

Number of Augmented Samples per Class

+0 +100 +250 +500
LFW [7] 0.64 0.79 0.90 0.945
VGG [8] 0.61 0.83 0.88 0.922

Table 2. Face recognition accuracy with data augmentation using the proposed method.

+0 +100
ChokePoint dataset [9] 94.71% 96.4%

Tables 3 and 4 show the results of the experiments using 62 classes from the LFW
dataset [7] and 20 classes from the VGGFace2 dataset [8]. These experimental results demon-
strate that our approach outperforms the traditional face recognition methods, namely,
PCA, LBPH, and TRPCA. The results presented in Table 5, obtained with ChokePoint
dataset [9], confirm the effectiveness of our approach. Our proposed method based on
DCGAN and basic manipulations for data augmentation and FaceNet + SVM for face
recognition has more advantages than the PCA, TRPCA and LBPH methods, which use a
smaller number of samples.
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Table 3. Recognition performance with different methods using 62 classes from LFW dataset [7].

PCA method 50%
Tensor RPCA [38] 60.5%

LBPH method 37%
CNN with filter operation augmentation

method [63] 65.4%

CNN with geometric transformations and
brightness augmentation method [63] 83.6%

FaceNet + SVM with filter operation
augmentation method 78.40%

FaceNet + SVM with geometric
transformations and brightness

augmentation method
85.23%

FaceNet + SVM with DCGANs
augmentation method [6] 92.12%

Proposed approach (FaceNet + SVM +
DCGANs + filter operation) 93.4%

Proposed approach (FaceNet + SVM +
DCGANs + geometric

transformations + brightness)
94.5%

Table 4. Recognition performance with different methods using 20 classes from VGGFace2 dataset [8].

PCA method 40%
Tensor RPCA [38] 41.5%

LBPH method 32%
CNN with filter operation augmentation

method [63] 64.85%

CNN with geometric transformations and
brightness augmentation method [63] 74.21%

FaceNet + SVM with filter operation
augmentation method 79.6%

FaceNet + SVM with geometric
transformations and brightness

augmentation method
78.94%

FaceNet + SVM with DCGANs
augmentation method [6] 91.83%

Proposed approach (FaceNet + SVM +
DCGANs + filter operation) 91.97%

Proposed approach (FaceNet + SVM +
DCGANs + geometric

transformations + brightness)
92.21%

Table 5. Recognition performance with different methods using portal 1 from ChokePoint dataset [9].

Number of Augmented Samples per Class

PCA method 50.4%
Tensor RPCA method [38] 61.2

LBPH method 34.09%
CNN with filter operation augmentation method [63] 69.83%

CNN with geometric transformations and brightness augmentation method [63] 74.66%
FaceNet + SVM with filter operation augmentation method 81.26%

FaceNet + SVM with geometric transformations and brightness
augmentation method

83.18%

FaceNet + SVM with DCGANs augmentation method [6] 95.18%
Proposed approach (FaceNet + SVM + DCGANs + filter operation) 95.8%

Proposed approach (FaceNet + SVM + DCGANs +
geometric transformations + brightness)

96.4%
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Moreover, we can observe that our proposed approach achieves better results than
the work of Pei et al. [63], which was based on only basic data augmentation techniques
(geometric transformations, brightness change, filtering and CNN for face recognition);
see Tables 3 and 4. The number of augmented images did not change, at 500 images per
face. The results shown in Table 5 confirm the effectiveness of our proposed approach on
the ChokePoint dataset [9]. Again, the number of augmented images did not change, at
100 images per face.

Additionally, the experimental evaluation demonstrates that a significant increase
in accuracy can be obtained by combining DCGANs and basic manipulations for data
augmentation and FaceNet + SVM for face recognition compared to only basic manipula-
tions (geometric transformations, brightness change, filtering . . . ) as a data augmentation
technique (see Tables 3–5). The obtained results show that our proposed approach using a
DCGAN with a filter operation for data augmentation achieves higher accuracy than our
previous work [6] based on only DCGANs, with a difference of 1.28% and 0.04%, respec-
tively, for the LFW dataset [7] and VGGFace2 dataset [8] and 0.62% for the ChokePoint
dataset [9]. Moreover, the results show improvement with our proposed approach using
DCGAN and basic manipulations (geometric transformations, brightness change) as a data
augmentation method, with a difference of 2.38% and 0.38% over our previous proposed
method [6] for the LFW dataset [7] and VGGFace2 dataset [8], respectively, and 1.22%
for the ChokePoint dataset [9]. These results show that augmentations can, in general,
considerably improve the quality of face recognition systems, and that the combination of
generative and basic manipulations performs better than the other tested techniques.

Figure 7 shows that the face Andre_Agassi from the LFW dataset [7] is recognized
with 72.32% accuracy. However, the confidence is higher with data augmentation based on
the combination of DCGAN and basic transformations, achieving 77.08%. In Figure 8a, we
can see that the face prediction has only 50.71% confidence when using the ChokePoint
dataset [9]; however, this confidence is higher when applying data augmentation with
DCGAN and basic manipulations, achieving 91.63%, as shown in Figure 8b. The same is
the case in Figure 8c,d with an increase of 1.8% when adding more samples per class. The
results with the LFW database [7], VGG database [8], and ChokePoint database [9] show
that the proposed approach can improve face recognition performance and lead to better
recognition results.

(a) Without data augmentation (b) With data augmentation

Figure 7. Face confidence using LFW dataset [7].
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(a) Without data augmentation (b) With data augmentation

(c) Without data augmentation (d) With data augmentation

Figure 8. Face confidence using ChokePoint dataset [9].

5. Conclusions

Researchers use data augmentation to increase the size of the datasets used to train
deep learning models. In this paper, we demonstrate that the combination of DCGAN and
basic manipulations can generate data that approximate real face images, thereby both
providing a larger data set for the training of large neural networks and improving the
generalization ability of recognition models. Based on the augmented human face dataset,
facial features were extracted using FaceNet and then classified using SVM. The effective-
ness of the proposed method was demonstrated by various experiments and comparisons
with frequently used data augmentation and face recognition methods. The proposed data
augmentation method generates images realistic enough to boost the performance of face
recognition systems.

Although the combination of approaches used here for augmentation demonstrates a
good increase in accuracy, the basic approach is not far behind in terms of performance
while requiring less time and hardware resources. Improving the quality of DCGAN-
generated samples and evaluating their effectiveness on a broad range of datasets is a very
important area for future work. DCGANs can be optimized by adjusting parameters such
as batch size, momentum, and learning rate in order to generate more realistic and diverse
face samples, which could further improve the accuracy of the results. Future work could
include the use of Wasserstein loss with a gradient penalty to improve the quality of the
generated images.
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