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Abstract: The number of received citations and more complex bibliographic measures calculated
based on them, such as the h-index, remain the most widely used indicators for measuring research
impact in an objective and easy-to-compute way. However, using the number of received citations as
a research impact measure has its shortcomings, some intrinsic (stemming from the doubt whether a
citation is actually a confirmation of the cited paper’s impact), some extrinsic (stemming from the
ease of manipulating this measure by deliberately inserting multiple unmerited references). While
the first can only be addressed by a careful interpretation of the measure with consideration of its
limitations, the latter can be reduced to much extent by replacing simple citation counting with a
more sophisticated procedure constraining the impact that a single publication may have on the
others. One such solution is ArticleRank, which has, however, several disadvantages limiting its
practical use. In this paper, we propose another solution to this problem, the Transitive Research
Impact Score (TRIS), which is free of these disadvantages, and validate it on a sample dataset.
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1. Introduction

Comparing the research impact of scientific works, especially those written on different
topics, is a very difficult task. There are a number of reasons, though, for which it has
to be done, such as identifying seminal works in a given area, analyzing the growth and
decline of certain research topics within a discipline, verifying outputs of research grants,
or selecting the best candidates for tenure or scientific awards.

One way of measuring research impact is by expert review [1]. This is, however, a
costly and time-consuming procedure that cannot be applied on a large scale. Moreover, it
is flawed by the subjectivity of experts, who may favor works closer to their own research
agenda or give unreliable opinions on works far from their own research agenda that they
do not comprehend but would not admit for the fear of losing the trust in their overall
competence and/or the expert position.

In scientometrics, the basic measure of research impact is the number of citations re-
ceived by the paper or author under evaluation (see [2] and works cited therein). Thanks to
the availability of large bibliographic databases, it is easy to obtain (provided the measure-
ment is limited to a given bibliographic database) and objective (i.e., not directly affected by
any expert’s subjective opinion). Nonetheless, there are a few problems with this measure.
First of all, there are different types of citations (see [3] and works cited therein); so, as
aptly put by Ross, “counting citations seems like collecting coins in your wallet without
distinguishing between quarters, nickels and dimes” [4]. Moreover, as shown by Bornmann
and Daniel, publications are cited not only to acknowledge their influence, but also for
other, including non-scientific, reasons [5].

Since the number of citations is used to evaluate the impact of researchers and journals,
there is a growing problem of adding irrelevant and superfluous citations in a deliberate
attempt to artificially inflate the measure value of the target works (and thus their authors
and publication venues) [6]. Different pathologies of this kind have been observed [6],
such as excessive self-citations, bi-directional mutual citations, chains, triangles, mesh, and
even citation cartels, which perform manipulation on a large scale. Despite the ongoing

Information 2022, 13, 319. https://doi.org/10.3390/info13070319 https://www.mdpi.com/journal/information

https://doi.org/10.3390/info13070319
https://doi.org/10.3390/info13070319
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/information
https://www.mdpi.com
https://orcid.org/0000-0002-2214-6989
https://doi.org/10.3390/info13070319
https://www.mdpi.com/journal/information
https://www.mdpi.com/article/10.3390/info13070319?type=check_update&version=2


Information 2022, 13, 319 2 of 12

research effort in revealing citation manipulation, it can never be fully effective, as the
same symptoms may result from completely legit reasons and fair intentions: one author’s
research on a single topic continued for a long term will inevitably lead to multiple self-
citations, a scientific discourse between two researchers will end up with multiple bi-
directional mutual citations, and a research community centered around a narrow problem
area will result in dense citation networks of a larger degree.

The main reason making the citation number prone to manipulation is the combination
of two facts: (1) adding one more reference to a scientific paper costs nothing, and (2) every
citation, merited or not, counts as one. While we cannot do anything with the former, the
latter can be countered through:

• making the measure transitive, so that publications receiving more attention themselves
would impact the measures of its references more than those receiving little attention;

• constraining the total impact a single publication has on the measures of its references.

The first of the above can be obtained by making the impact score a publication passes
on to its references proportional to the impact score it receives. The second of the above
can be attained by following the simple rule: the more references one paper has, the less it
adds to their respective scores. Note that this does not differentiate merited and unmerited
citations; however, there is a valid reason for reducing the measured impact of publications
having a long list of references, even if they are legit: after all, the average impact of an
individual publication from such a long list could not be large.

In 2009, Li and Willett proposed ArticleRank [7], a metric alternative to the citation
number, which, to some extent (we shall elaborate on that in the following section), ad-
dressed the two issues described above. Based on the PageRank algorithm, it performs the
calculation in an iterative way, performing several passes over the dataset. Additionally,
ArticleRank can only be compared among publications from one dataset. In this paper, we
propose a novel measure also thought of as an alternative for the citation number, which is
free from these drawbacks, while still being both transitive and constraining the impact of
a single publication.

The new measure, called the Transitive Research Impact Score (TRIS), will be described
in full detail in Section 3, after which we perform its validation using a sample dataset and
then conclude with the main outcomes. Before that, in the following section, we present
the related work on research impact measures.

2. Related Work

In 2005, Hirsch identified the following weaknesses of the citation number as a measure
of an author’s research impact: being hard to find (if one wants to consider all works of
a given author rather than only those covered by some source); being prone to inflation
by a small number of “big hits”, which may not be representative of the individual if they
are one of its many coauthors; and giving undue weight to highly cited review articles
versus original research contributions [8]. As a solution, he proposed index h, defined as
the number of papers with citation number ≥h. The h-index has currently become the
primary measure of scientists’ research impact, and is also used to measure the research
impact of publication venues.

Several authors have proposed improvements to the h-index, which, in spite of their
merits, have not yet managed to gain similar popularity. In 2006, Egghe introduced the
g-index aimed to measure the global citation performance of a set of articles; having the
set ranked descendingly by the number of received citations, the g-index is the largest
number such that the top g articles together received at least g2 citations [9]. The same year,
Kosmulski introduced the h(2)-index, defined as the highest natural number such that an
author’s h(2) most-cited papers each received at least h(2)2 citations [10]. Compared to the
g-index, it thus gives less favor to authors publishing few papers with a high number of
citations per paper. In 2007, the indices R and AR were proposed: the R-index is defined as
the square root of the sum of citations received by the publications included in the h-index
(to give a more precise measurement of one’s impact), and its modification, the AR-index,
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divides the number of citations of each publication by their age before summing them up, in
an attempt to measure the current rather than historical impact of a researcher [11]. In 2009,
the weighted h-index (or w-index) was proposed, in which only the first and corresponding
authors receive the full impact score from a publication, whereas the score of the remaining
authors decreases linearly with their increasing rank in the list of authors [12].

Both the h-index and its improvements are based on the number of citations of re-
spective publications as their input, so they are, similarly to the citation number, prone
to manipulation, as described in Section 1. They can also only be applied to measure the
impact of a set of publications (e.g., written by one author or published at a single venue),
not of an individual publication.

In contrast, the Φ measure proposed by Aragón can be applied to individual publica-
tions as well. Instead of counting citations, it counts the number of unique first authors
of papers citing a given work [13]. While solving many deficiencies of using the citation
number as a research impact measure, it introduces some of its own, such as considering
only the first author and ignoring, in the calculation of the measure, multiple works from
the same first author, no matter how important they could be for the field.

Another measure that can also be applied to individual publications is ArticleRank [7].
It is defined by the following formula (originally given in [7] (p. 4); here, we follow the
variable naming of the only known publicly available implementation of ArticleRank in
Neo4j Graph Data Science [14]):

ArticleRanki(v) = (1− d) + d ∑
w∈Nin(v)

ArticleRanki−1(w)

|Nout(w)|+ Nout
(1)

where:

• ArticleRanki(v) denotes the ArticleRank score of a paper v in iteration i;
• d is a damping factor (by default set to 0.85, alike PageRank [15]);
• Nin(v) is the set of papers having references to v in the citation network;
• |Nout(w)| is the number of papers referenced by w;
• Nout is the mean references number averaged over all papers in the network.

Note that the damping factor defines how fast the impact score of a paper spreads to
the works it references, the inclusion of |Nout(w)| in the denominator makes the impact
score passed by a paper decreasing with the number of the works it references, and the
inclusion of the mean value of Nout in the denominator reduces the impact score passed by
papers having only a few references.

As can be observed in Formula (1), in a single pass, the impact score is only passed to
the direct neighbors of the citing paper. For this reason, the calculation of ArticleRank is
iterative, with the calculations being repeated multiple times over the same dataset. For
instance, in the case of a small sample dataset containing merely 354 papers (including only
195 that had been cited at least once) and 752 citation linkages, it took 40 iterations before
the measure values stabilized [7] (p. 6). This means it depends on the size and structure of
the citation graph under measurement, and it cannot be known in advance, so the default
value of 20 iterations used in Neo4j Graph Data Science [14] does not define a standard
of reference, but is merely based on an assumption that 20 iterations are enough for the
measure values to stabilize, which is often not enough (as exemplified by [7]).

Additionally, the value of the damping factor is not actually fixed, as, according to [14],
it should be adjusted to help counteract known issues with applying the ArticleRank
algorithm: spider traps (when there are no references going out from a group of papers),
rank sinks (when a network forms an infinite cycle), and dead-ends (when individual
papers have no references).

Results obtained using a different number of iterations or damping factor values
cannot be compared, but even if these parameters are set to the same values, ArticleRank
values cannot still be compared across various datasets due to the inclusion of the mean
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number of references (Nout) in Formula (1). We consider this comparability limitation the
main drawback of ArticleRank.

The next section introduces a new measure, called the Transitive Research Impact
Score, providing advantages over the citation number similar to ArticleRank but free of the
disadvantages of the latter.

3. Transitive Research Impact Score

The Transitive Research Impact Score (TRIS) is conceived as a measure of research
impact alternative to the citation number. It aims to (1) link the measured impact a publica-
tion has on its references with the impact it has received itself, as well as to (2) constrain
a publication’s total impact so that it would not grow proportionally to the number of its
references, as is the case with the citation number.

Moreover, TRIS is non-iterative. In order to explain how this is accomplished, one
should observe that, as a rule, a citation is a one-directional link from a paper published
later to another paper published earlier. Therefore, although to meet Design Aim 1, the
value of TRIS of the citing paper has to be known in advance to calculate the value of TRIS
of the cited paper, if we start calculating the measure from the latest papers in a dataset,
continuing in the order of decreasing time of publication, then it could be calculated for
every paper in the dataset.

In the real world, unfortunately, the rule mentioned above is not always preserved, as,
sometimes, papers published earlier cite ones published later. There are several possible
reasons for this, e.g.:

• the cited paper was known to the author of the citing paper already at the moment
of writing the latter (e.g., as a preprint or through private correspondence), who also
knew where it was scheduled for publication and thus could provide a future reference;

• the cited paper was actually published before the citing paper, but either the publisher
of the former specified the publication year of X-1 instead of X for some reason (e.g., a
delayed publication, which is a problem in many journals) or the publisher of the latter
specified the publication year of X+1 instead of X for some reason (e.g., marketing,
which applies to many book publishers who can thus advertise a book as new for a
whole year longer).

Situations like the above described could lead to citation cycles (in the simplest case,
Publication A citing Publication B, and Publication B citing Publication A as well), which
would make the proposed non-iterative way of calculating the measure infeasible. For the
sake of avoiding this, we propose a simple solution by dividing every paper’s impact passed
to its references into two parts, of which one is fixed, and the other variable, dependent
on the impact the paper received itself. Both parts contribute to the impact score of the
referenced works only if they were published before the referencing paper; otherwise, only
the fixed part is considered. This way, no cycles may happen, and the only drawback is
reducing the relative impact of future references. Yet, such situations are rare; therefore, on
average, the effect on the calculated measure is negligible. Moreover, it could be argued that
the relative impact of references to future work should indeed be smaller than that to past
work (especially since, in practice, many future references merely announce a forthcoming
publication on the same topic rather than give credit to it), which would make this trait an
advantage rather than a drawback. This is even more of an advantage if we consider that it
reduces the impact of self-citations on one’s own recent or future works.

The implementation problem to solve is same-year references. Most of them are
ordinary references to already-published work (e.g., a paper published in August cites
one published in January); however, they may also include future references, so cycles
are possible. If we could sort the papers depending on the exact date of their publication,
this problem could be solved as in the general case; however, in practice, such precise
information is usually available only for a small part of publications. Therefore, to solve this
problem, publications are processed and arranged using the following three sorting keys:
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• year of publication, descendingly;
• number of citations from the same year, ascendingly;
• total number of citations, ascendingly.

By using the number of citations from the same year as the second key, the publications
that could only cite other same-year publications are processed before those that could
probably be also cited by other same-year publications, and among the latter, those less
probable to be cited by other same-year publications are processed before those more
probable. To resolve such drawbacks, the total number of citations is used as the third
sorting key. If all three sorting keys are equal, the order of the original dataset is kept;
such a situation was found to be very rare, so it does not give reasons for complicating the
sorting by including even more keys.

Consequently, the procedure for calculating TRIS can be specified as follows:

1. For each paper p in the dataset, we set its initial received impact score to 0, both in its
fixed (fi(p)) and variable (vi(p)) parts; we also zero its citation count and same-year
citation count.

2. For each paper p in the dataset:

2.1. We obtain its impact score transition divisor td(p), which is double the number
of paper p’s references cr(p) if cr(p) is larger than 9, or the sum of 9 and
cr(p) otherwise.

2.2. For each paper r referenced by paper p:

2.2.1. We increase the referenced paper’s fixed score fi(r) by the reciprocal
of td(p);

2.2.2. We increase the referenced paper’s citation count by 1;
2.2.3. If the publication year of paper p is equal to the publication year of

paper r:

2.2.3.1. We increase the referenced paper’s same-year citation count
by 1.

3. We sort the papers using three keys: (year of publication (in descending order),
number of citations from the same year (in ascending order), total number of citations
(in ascending order)).

4. For each paper p in the dataset, following the sorted order:

4.1. For each paper r referenced by paper p:

4.1.1. We increase the referenced paper’s variable score vi(r) by the impact
score received so far by paper p (i.e., the sum of fi(p) and vi(p)) divided
by td(p).

5. For each paper p in the dataset, TRIS(p) = fi(p) + vi(p).

The number 9 (Point 2 of the procedure) is used to curb the impact score passed from
papers with just a few references. Thanks to this, a paper having only one reference will
pass only 10% of the impact score it itself received. This way, unlike ArticleRank [7], TRIS
does not depend on the mean number of references in the considered dataset, making
it comparable across different datasets. See Table 1 for the comparison of this and other
aspects among the three measures.
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Table 1. Comparison of the key traits of Citation Number, ArticleRank, and TRIS.

Trait Citation Number ArticleRank TRIS

Comparable across datasets Yes No Yes
Requires multiple iterations to calculate No Yes No
Passes received impact to its references No Yes Yes
Passing of the impact is limited in range N/A By the number of iterations No

Limits the total impact of one paper No Yes Yes
Gives value 0 to non-cited papers Yes No Yes

Reduces the impact of future references No No Yes

Also note the distinction between increasing the fixed part of the impact score (for
which the citing paper’s impact score is irrelevant, Point 2.2.1 of the procedure) and the
variable one (which depends on the citing paper’s impact score, Point 4.1.1 of the procedure).
Considering that, TRIS can be defined using the following formula:

TRIS(p) = ∑
c∈C(p)

1 + δ(p, c)·TRIS(c)
cr(c) + max(9, cr(c))

, (2)

where:

• TRIS(p) denotes the TRIS score of a paper p;
• C(p) denotes the set of papers having references to p;
• δ(p,c) denotes the estimated time difference between papers p and c; it equals 1 if paper

p has been published before paper c, and 0 otherwise (which means that, in such a
case, the value of TRIS(c) is irrelevant); the estimation is based on the value of three
sorting keys (year of publication (in descending order), number of citations from the
same year (in ascending order), total number of citations (in ascending order));

• cr(c) denotes the number of references of paper c.

4. Validation

In order to validate TRIS, we have implemented it in Python programming language;
the full source code used to calculate TRIS is available at https://github.com/jakubsw/tris
(accessed on 29 June 2022). The presented implementation expects the input citation graph
data in JSON format generated by the 3dSciLi web tool [16].

The preliminary validation was aimed at checking whether TRIS gives expectable
values in basic situations. For this purpose, three rudimentary citation graphs were pre-
pared. They are listed in Table 2, together with measured values of the citation number,
ArticleRank, and TRIS.

https://github.com/jakubsw/tris
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Table 2. Comparison of measurements on artificial graphs.

Citation Graph Node Citation Number ArticleRank TRIS

A→B→C A 0 0.15 0.00
(B precedes A in time, B 1 0.24 0.10
C precedes B in time) C 1 0.29 0.20

A→B A 1 0.30 0.2111
↑ ↓ B 1 0.30 0.2000
D←C C 1 0.30 0.2100

(A, B, C, D from the same year) D 1 0.30 0.2110

A1 . . . A10→C A 0 0.15 0.00
B11 . . . B13→D1→ B 0 0.15 0.00

...
...

... ↓ C 10 0.92 1.00

B21 . . . B23→D3→E D 3 0.38 0.30
...

...
... ↑ E 5 1.14 2.00

B51 . . . B53→D5→
Legend: A, B, C, . . . —considered publications; A→B—the citation of publication B by publication A.

The first of the citation graphs in Table 2 is the simplest one; it illustrates passing the
impact node B received from Node A to its reference, Node C by both ArticleRank and TRIS,
in contrast to the citation number, in the case of which the values for B and C are equal.
Compared to ArticleRank, TRIS passes a noticeably larger share of the received impact;
note though that it is relatively so high due to both A and B having just one reference,
which would be very rare in citation graphs based on real-world data.

The second of the citation graphs in Table 2 presents a loop, which, as explained
in the previous section, and unlike the other measures, cannot be handled as such by
TRIS’ calculation algorithm, and is therefore broken (at Element A, making Element B the
beginning of the chain of references). As we can observe, the effect of TRIS’ limitation on
the measurement is very small (the precision of decimal numbers was increased here to
precisely show the differences between the respective nodes).

The third of the citation graphs in Table 2 compares the measurements between
Node C, receiving 10 citations from nodes that were not cited themselves, and Node E,
receiving only 5 citations but from nodes that were cited 3 times each. While Citation
Number measures the impact of C to be twice as high as of Node E, both ArticleRank and
TRIS suggest a reverse ranking, with the latter giving much more weight to the impact of
the citing works. This observation confirms TRIS to be an effective tool for diminishing the
impact of a large number of papers, which have received little to no impact themselves.

The goal of the main validation was to check whether TRIS provides discriminating
ability not worse than Citation Number. Discriminating ability is the key feature of any
research impact measure, as it denotes the measure’s ability to identify a difference between
any two compared papers. Poor discriminating ability hampers the use of a measure for
its primary purpose, i.e., to construct rankings; an extreme example of this would be a
measure returning the same fixed number for each of the considered papers: all of them
would then have to be assigned the same rank.

The main validation has been performed on an exemplary real-world dataset con-
taining the first 2000 results of a query on “citation metric” obtained from the Scopus
bibliographic data platform [17] with default search settings (i.e., title/abstract/keywords).
The obtained dataset contained 1973 works considered unique and 2962 citations within
the dataset. For a glimpse of its complexity, Figure 1 shows the central part of its citation
graph visualized with the 3dSciLi web tool [16]; publications are depicted as circles whose
size is proportional to the number of received citations, whereas color denotes the age
of publication (from blue—the oldest, to red—the latest) and links between circles depict
citations. We consider the size and complexity of the exemplary dataset as sufficient for the
purposes of the validation.
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In Figure 2, we compare the alternative measures for each paper of the exemplary
dataset receiving at least one citation; for non-cited papers, both TRIS and the citation
number equal 0 (and ArticleRank equals 0.15), so there was no point in including them in
the chart. Note that both axes are on the logarithmic scale, albeit of different bases: 2 in
the case of the citation number, and 10 in the case of TRIS and ArticleRank. Also note that
the points denoting ArticleRank were painted after the points denoting TRIS, so they may
conceal some of them.
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Information 2022, 13, 319 9 of 12

As can be observed in Figure 2, as expected the three measures are visibly correlated,
as the growth of the citation number is, in general, parallel with the growth of TRIS (this
is also confirmed by the average TRIS values growing with the number of citations, see
below) and ArticleRank.

However, TRIS measurements form a noticeably different pattern compared to the
citation number. The most evident is the difference for publications having a low citation
number, based on which multiple publications are placed at the same positions with
regard to the horizontal axis, whereas their TRIS value is spread over a considerable range;
for instance:

• 259 publications having a citation number of 1 were assigned 74 distinct TRIS values
(ranging from 0.013 to 1.837; 0.148 on average);

• 130 publications having a citation number of 2 were assigned 104 distinct TRIS values
(ranging from 0.044 to 3.652; 0.325 on average);

• 26 publications having a citation number of 5 were all assigned distinct TRIS values
(ranging from 0.459 to 9.565; 1.414 on average);

• 9 publications having a citation number of 10 were all assigned distinct TRIS values
(ranging from 1.155 to 5.250; 2.408 on average);

• 4 publications having a citation number of 20 were all assigned distinct TRIS values
(ranging from 3.035 to 14.480; 6.220 on average).

We thus conclude that TRIS has much superior discriminating ability than the citation
number, as not only almost all papers having at least a moderate number of citations are
assigned a unique TRIS value, but even the lowly cited papers share their TRIS value
usually with just a few other papers rather than tens or even hundreds of them.

The discriminating ability of TRIS is also superior to ArticleRank, as clearly indicated
in Figure 2 by much larger value ranges, especially evident for papers having a citation
number of less than 4.

The presented ranges of TRIS values assigned to papers having the same citation
number also confirm that the intended mechanism of passing impact score acquired by
a paper to its references works, and results in papers having fewer citations yet from
high-impact sources receiving much higher TRIS values than papers cited by more yet
low-impact papers. We can also confirm that the mechanism capping the impact one paper
may have on other works as well, as the TRIS values of papers having just a few citations
yet from high-impact papers, although high relative to those receiving also few citations
yet from low-impact papers, are still much smaller than the TRIS values of the high-impact
papers citing them.

Regarding the simplification introduced to the procedure in order to avoid having
to perform multiple passes over the data, among the 2962 references in the exemplary
dataset, there was not a single obvious future reference (i.e., having the cited publication
year higher than the citing publication year) and 146 same-year references (4.9%). We have
also established the maximum number of same-year references of one publication, which
was 5 in the exemplary dataset (for 66% of papers having same-year references, it was 1).
This means that, in realistic cases, thanks to the sorting procedure based on three keys, the
effect of the introduced simplification on the score of high-impact publications (which are
of primary interest, as most analyses focus on top-ranked papers) is negligible.

5. Discussion

The deficiencies in measuring the research impact with the number of received citations
gave rise to a number of alternative measures. There is a growing trend for consideration
of metrics alternative to citations, known as altmetrics [18], counting actions performed on
articles, such as views, mentions, or recommendations. Altmetrics, however, have their
own issues, such as source data volatility [19], gender and regional biases [20], or being
prone to manipulation by web bots [20], and, most of all, they try to measure the research
impact on society in general rather than scientific community [21].
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A more conservative approach is to calculate synthetic measures based on the citation
number, which are free from some of its disadvantages, such as the h-index [8] and its
modifications [9–12]. As they all involve some kind of data aggregation, these indexes can
only be applied to measure the research impact of authors or journals, but not of individual
publications. One proposal aimed at measuring also the impact of individual publications
(the Φ measure [13]) uses just a small subset of available data (the first author of citing
publications), vastly limiting its discriminating ability.

Another proposal in this vein is ArticleRank [7], based on the PageRank algorithm [15],
whose effectiveness has been well proven by web search engines. Its key advantage is
weighting the value of received citations depending on the research impact of the citing
paper. ArticleRank, though, is limited in its comparability, as the obtained values depend
on the properties of the dataset, in which the measurement is made, and the number of
iterations, which, in turn, depends on the size and structure of a particular citation graph.

Publication citations are not, however, web links. Whereas it is common for several
web pages devoted to similar topics to have links to each other, research papers generally
cite only papers published earlier. This observation suggests that there is no need to
perform multiple iterations, as in ArticleRank, to obtain a transitive measure, which would
consider the citing papers’ research impact in assessing the research impact of publications
they reference; it is only needed to perform the calculation on papers in the dataset in the
order of their respective publication time.

This concept has been implemented in the proposed TRIS measure. It retains the key
virtues of ArticleRank (being transitive and constraining the total impact a single publi-
cation may have on the papers it cites), but is free of its shortcomings (requiring multiple
iterations to calculate and not enabling measurement comparisons across different datasets).
As presented in the previous section, TRIS also excels ArticleRank in discriminating ability,
greatly reducing the number of papers receiving the same impact score.

The main limitation of TRIS regards the way it handles future references, which do
not receive any part of the impact received by a citing paper. Although this could be
considered even as an advantage, the actual problem is that for most real-world datasets,
it is impossible to determine the exact publication date, hence identifying a same-year
reference as a future one. To overcome this, TRIS estimates the publication order of same-
year publications with the number of same-year citations and the total number of citations,
which solves the problem in most practical situations, but not all of them. Nonetheless, we
consider the risk of notably affecting the impact score due to this reason as negligible in
real-world datasets.

TRIS, to a great extent, weakens the effect of manipulating the citation number by
including multiple references in low-impact works. For this reason, we envisage its use as a
measure complementary to the citation number, capable of verifying the quality of citations
indicated by a high citation number. We do not see TRIS as a replacement for the citation
number for several reasons, primarily the latter being natural, simpler, and widespread.

What can be seen as another limitation is that TRIS is a measure of the actual research
impact, not an estimator of potential research impact. For example, a newly published
breakthrough paper will have little of the former, but a lot of the latter. Estimating the latter
is, however, a non-trivial problem, and there is a long ongoing debate on how to solve it.
A good introduction to this vein of research is provided by Wang et al., who both review
prior literature on the topic and also describe a solution exploiting simultaneously citations,
authors, journals, and time information [22].

A limitation that TRIS shares with all measures based on bibliographic data is being
prone to data quality issues typical for such data. These include not only common editing
errors, but also problems with distinguishing authors having the same names, or a single
author using various names or name forms. Nine types of such issues were identified by
Azeroual and Lewoniewski [23].
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6. Conclusions

In this paper, we introduced the Transitive Research Impact Score (TRIS), a measure of
the research impact of scientific publications alternative to the number of citations. The
measure is less prone to manipulation by unmerited citations, as it values citations from
high-impact publications much higher than from low-impact publications, and it constrains
the impact that a single publication may have on the others.

Compared to another measure having similar advantages, ArticleRank, it allows
measurement comparisons across different datasets and has superior discriminating ability,
allowing one to distinguish the impact scores of tens of papers having the same number of
citations. It is also much easier to compute, as it does not require multiple passes over the
data. This is possible thanks to a simplification of the measure calculation procedure, at the
cost of reducing the impact score generated by future references. The results obtained on an
exemplary dataset show that the effect of this simplification is negligible for typical cases.

Our future work will be to compare the results based on the citation number, TRIS, and
possibly other measures obtained on various large datasets. This could reveal the extent to
which TRIS is capable of identifying truly important research works more than the citation
number, as well as indicating manipulation of the citation number by unmerited references.
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