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Abstract

:

The experimental wave paddle signal is unknown to the numerical modellers in many cases. This makes it quite challenging to numerically reproduce the time history of free surface elevation for irregular waves. In the present work, a numerical investigation is performed using a computational fluid dynamics (CFD) based model to validate and investigate a non-iterative free surface reconstruction technique for irregular waves. In the current approach, the free surface is reconstructed by spectrally composing the irregular wave train as a summation of the harmonic components coupled with the Dirichlet inlet boundary condition. The verification is performed by comparing the numerically reconstructed free surface elevation with theoretical input waves. The applicability of the present approach to generate irregular waves by reconstructing the free surface is investigated for different coastal and marine engineering problems. A numerical analysis is performed to validate the free surface reconstruction approach to generate breaking irregular waves over a submerged bar. The wave amplitudes, wave frequencies and wave phases are modelled with good accuracy in the time-domain during the higher-order energy transfers and complex processes like wave shoaling, wave breaking and wave decomposition. The present approach to generate irregular waves is also employed to model steep irregular waves in deep water. The free surface reconstruction method is able to simulate the irregular free surface profiles in deep water with low root mean square errors and high correlation coefficients. Furthermore, the irregular wave forces on a monopile are investigated in the time-domain. The amplitudes and phases of the force signal under irregular waves generated by using the current technique are modelled accurately in the time-domain. The proposed approach to numerically reproduce the free surface elevation in the time-domain provides promising and accurate results for all the benchmark cases.
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1. Introduction


The real sea state is highly random and stochastic in nature. The most common external force responsible for generating the ocean surface waves is wind. The frequency range associated with wind is quite wide which causes a broad range of wavelengths, amplitudes, phases and periods in the ocean surface. This makes the study of the real sea state quite complex. The frequency-domain investigation provides information to understand the wave energy distribution at various frequencies. The time-domain analysis is equally important because parameters such as surface elevation, orbital velocities, instantaneous response forces, and higher-order effects can be computed from the time-series of a given quantity. The auto- and cross-correlation functions are determined from the measured wave records [1]. These functions can be further used to perform the harmonic analysis of the time-series data. The recent developments in the efficiency of computational resources and development of several numerical techniques have led to an increased application of numerical models in solving coastal and marine wave problems. Numerical models have been found to be reliable, cost effective and time saving tools [2,3,4,5]. However, a good validation with experiments is required in order to employ the numerical model for real-world applications with confidence. In the absence of experimental wavemaker kinematics information, numerical models usually employ random phases to generate irregular wave groups or focused wave groups, which then makes the wave phases in numerical signals to differ from the experimental signals. The calibration of the numerical waves in frequency-domain is the only solution in such conditions. Generally, the numerical models require experimental wavemaker input for reproducing the irregular wave signals in the time-domain. The wavemaker kinematics information is not available to numerical modellers in many cases. The phase and amplitude information of each individual wave component is required in order to reproduce the experimental free surface elevation time-series in the numerical models. Some researchers have made notable efforts in the past to investigate the free surface elevation in the time-domain using the stream functions, the wavelet approach and Fast Fourier Transform (FFT) technique [6,7,8].



Dean [9] suggested an analytical stream function method to represent the nonlinear ocean waves in the time-domain from either a measured wave form or specified gross wave characteristics (wave height, wave period, water depth). Tromans et al. [10] developed a new model to predict the kinematics of large ocean waves. They proposed a linear broad-banded wave theory in which the component wavelets are assigned amplitudes and phases. The wavelet approach was further utilised to post-process the time series and to detect a complex variability in both time and frequency domains for various applications including non-stationary deep water waves, waves breaking at the tropical coral reefs and mechanically generated waves in the wave flume [11]. Many studies have applied spectral decomposition methods in both space and time domains for resolving the large scale disturbances to their individual wave components [12,13,14,15]. They used the assumption of ergodic processes for the wind waves and performed the spectral, cross-spectral and bi-spectral analyses [16]. The spectral decomposition method for harmonic components can provide useful information about individual wave amplitudes, wave phases and wave frequencies for irregular waves. The computed wave parameters can be further utilized to reconstruct the irregular ocean wave surface with an assumption that the irregular sea state can be represented by the superposition of individual regular wave components [17]. This approach to replicate the experimental free surface elevation without any information about the experimental wavemaker inputs could be of great interest for the numerical modelling.



Many researchers in the past have applied CFD (Computational Fluid Dynamics) based numerical models to study different types of non-breaking and breaking waves [18,19,20,21,22]. The CFD models have been validated for irregular waves generated using the random phases in the frequency-domain [23,24,25,26]. Few researchers have made attempts to reconstruct the experimental non-breaking and breaking irregular waves in the time-domain without experimental wavemaker inputs. Panchang et al. [27,28] and Bredmose and Jacobsen [29], Bredmose et al. [30] applied the free surface reconstruction approach for different applications including the investigation of nonlinear and breaking wave loads on offshore wind turbine substructures with regular, irregular and focused wave groups and ideal flip-through impact on the vertical face of breakwater or seawall, respectively. They used an iterative method to reconstruct the target wave field by employing the linear approach initially given by Goda and Suzuki [31] and Mansard and Funke [32] for the reflection analysis. The complex wave amplitudes for the incident and reflected wave components were computed at different frequencies by using the linear least squares method. The computed linear wave field was imposed as a boundary condition. In the next step, an iterative ad hoc procedure was performed until the computed wave field matched the target wave field within a first-order of accuracy. They compared the reconstructed numerical and experimental results for free surface and wave forces in the time-domain. The numerical results with their wave reconstruction technique illustrated promising results. However, some differences in the peak wave crests and wave phases were observed in cases of steep irregular and focused waves. Buldakov et al. [33] utilised the harmonics separation technique for the iterative focusing of a linearised amplitude spectrum rather than to a full nonlinear spectrum for focused wave groups.



The objective of the present work is to investigate the applicability of the proposed non-iterative free surface reconstruction approach for different coastal and marine engineering nonlinear wave problems. The numerical analysis is performed with the open-source hydrodynamics model REEF3D [34]. The numerical model has been successfully used to study various coastal and marine engineering problems [22,24,35,36,37]. The present approach to reconstruct the irregular free surface elevation is based on the coupling of the Dirichlet inlet boundary condition with the irregular wave characteristics. First, the wave amplitudes, wave phases and frequencies of the individual wave components of the target irregular wave train are computed. Next, the irregular waves are generated using the linear superposition concept. The proposed methodology to numerically reconstruct the experimental free surface signal at any location in the time-domain is non-iterative. The current approach requires the information of the experimental free surface elevation signal at only one wave gauge location. The sampling interval is chosen sufficiently small so that most of the wave components are correctly captured in the time-domain. The frequency range to discretize the wave spectrum is selected such that the harmonic components in the higher-frequency range are also captured and the wave nonlinearity can be represented. The generated phase accurate irregular wave train then propagates in the CFD based numerical wave tank simulating the wave transformation and wave propagation including the higher-order affects like wave shoaling, wave breaking and wave decomposition and associated super- and sub-harmonics. The non-iterative nature of the present approach makes it more time-efficient and quite practical from the numerical modelling point of view.



At first, a grid refinement study is performed for two offshore wave steepness cases in the numerical wave tank with a constant water depth in order to test and verify the irregular wave generation and propagation with the waves generated by using the free surface reconstruction technique (Section 3.1). Furthermore, breaking irregular waves over a submerged bar are modelled. The reconstructed numerical wave signal at different positions is compared with the experimental wave signal in the time-domain [38]. The numerical waves generated using the free surface reconstruction method are able to simulate the complex wave transformation process including wave shoaling, wave breaking and wave decomposition with a good accuracy, which indicates the capability of this technique to replicate the experimental waves in the time-domain without experimental wavemaker input (Section 3.2). Section 3.3 presents the study of the free surface reconstruction method to model the irregular waves with large spectral steepness in deep water. The numerical and experimental free surface signals are compared for this case [39]. Section 3.4 presents the applicability of the wave reconstruction technique to model irregular wave forces. The numerical free surface and force signals are compared with the experiments by Pákozdi et al. [40] in the time-domain and the resulting errors are computed. The capability of the present free surface reconstruction approach to model higher-order components with accurate phases and amplitudes in the free surface elevation signals and force signals is highlighted in this section by an investigation in both time and frequency domains.




2. CFD Model


2.1. Overview of the Numerical Schemes


The open-source hydrodynamics model REEF3D is based on the governing equations of fluid dynamics: continuity equation and the Reynolds Averaged Navier–Stokes equations (RANS) with the assumption of an incompressible fluid given as:


    ∂  u i    ∂  x i    = 0 ,  



(1)






    ∂  u i    ∂ t   +  u j    ∂  u i    ∂  x j    = −  1 ρ    ∂ p   ∂  x i    +  ∂  ∂  x j      ( ν +  ν t  )     ∂  u i    ∂  x j    +   ∂  u j    ∂  x i      +  g i  ,  



(2)




where u is the velocity averaged over time t,  ρ  is the fluid density, p is the pressure,  ν  is the kinematic viscosity,   ν t   is the eddy viscosity, i and j denote the indices in the x- and y-direction, respectively and   g i   is the acceleration due to gravity.



The numerical model uses a fifth-order finite difference Weighted Essentially Non-Oscillatory (WENO) scheme in multi-space dimensions for the spatial discretization [41]. The third-order TVD Runge–Kutta scheme is used for the time discretization [42]. An adaptive time stepping scheme is used in the numerical model [43]. The present study uses the   k − ω   model used to calculate the eddy-viscosity by solving for the turbulent kinetic energy k and the specific turbulent dissipation  ω  [44]:


    ∂ k   ∂ t   +  u j    ∂ k   ∂  x j    =  ∂  ∂  x j      ν +   ν t   σ k      ∂ k   ∂  x j     +  P k  −  β k  k ω ,  



(3)






    ∂ ω   ∂ t   +  u j    ∂ ω   ∂  x j    =  ∂  ∂  x j      ν +   ν t   σ ω      ∂ ω   ∂  x j     +  ω k  α  P k  − β  ω 2  ,  



(4)




where   P k   is the turbulent production rate and is defined as follows:


   P k  =  ν t    ∂  u i    ∂  x j     [   ∂  u i    ∂  x j    +   ∂  u j    ∂  x i    ]  .  



(5)







The other closure coefficients are   α =  5 9   ,    β k  =  9 100   ,   β =  3 40   ,    σ ω  = 2  ,    σ k  = 2  . The over-production of the turbulence in highly strained flow associated with the oscillatory fluid motion under waves outside the boundary layer is prevented by limiting the eddy-viscosity [45] as follows:


   ν t  = min  (  k ω  ,   2 3    k S  )  ,  



(6)




where S is the mean rate of strain.



The level set method is used to capture the free surface [46]. The level set function defines the free surface as:


  ϕ  (  x →  , t )       > 0 ,     i f   x →   i s  i n  p h a s e  1 ,       = 0 ,     i f   x →   i s  a t  t h e  i n t e r f a c e ,       < 0 ,     i f   x →   i s  i n  p h a s e  2 .       



(7)







A three-dimensional ghost cell immersed boundary method (GCIBM) [47] is adapted to model complex geometries. Parallel computation is employed in the numerical model which is based on the domain decomposition method and MPI (message passing interface). The detailed information about the numerical model can be obtained in [34] and Bihs and Kamath [48]. In the present work, the waves are generated by employing the Dirichlet inlet boundary condition, and they are dissipated with the active wave absorption method at the outlet boundary [49]. This combination of the wave generation and absorption methods allows the use of relatively shorter numerical domains.



For the wave force calculation, the computed pressure and normal viscous stresses around the cylinder is integrated over the surface  Γ  for calculating the force, which can be given as:


  F =  ∫ Γ   ( − n p + n . τ )  d Γ ,  



(8)




where p represents the pressure and  τ  is the normal component of the stress tensor. The numerical model has been used in the past for a wide range of marine applications such as wave-structure interaction [50,51], breaking wave forces [35], floating body dynamics [48], sloshing [52], irregular wave analysis [24,37,53] and sediment transport [54].




2.2. Free Surface Reconstruction


The present approach to reconstruct the free surface elevation is based on the spectral decomposition technique for the harmonic components. The Fourier analysis differentiates the variability of the time–series into components at the frequencies of each harmonic and approximates a function as a summation of the sine and cosine terms. The irregular wave signal in experimental wave flumes measured at a target location consists of incident and reflected signals:


  x  ( t )  =  x  i n    ( t )  +  x r   ( t )  ,  



(9)




where    x  i n    ( t )    is the incident wave signal and    x r   ( t )    is the reflected wave signal.



Furthermore, the irregular wave signal can be decomposed to multiple harmonic components using FFT which can be represented as (Hoffmann [55]):


  x  ( t )  =   a 0  2  +  ∑  i = 1  ∞   (  a i  cos   2 π i t  T  +  b i  cos   2 π i t  T  )  ,  



(10)




where   a 0  ,   a i   and   b i   are Fourier coefficients, T is the period.



The frequency of the 0th and ith   ( i ≥ 1 )   harmonic are given as:


   ω 0  =   2 π  T  ,  



(11)






   ω i  =   2 π i  T  .  



(12)







The amplitudes   A i   and phases   Φ i   can be computed from the Fourier coefficients by using:


   A i  =    a i 2  +  b i 2    .  



(13)






   Φ i  = arctan   b i   a i   .  



(14)







The irregular free surface signal can be further written in terms of the Fourier amplitudes and phases:


  x  ( t )  =   A 0  2  +  ∑  i = 1  ∞   A i  cos  ( i  ω 0  t +  Φ i  )  .  



(15)







The computed Fourier components are re-tested by computing the autocorrelation function and the cross-spectral density. The autocorrelation function for a random process   x ( t )   is defined as the average value of the product   x ( t ) x ( t + τ )  . With the assumption of a stationary process, the value of   E [ x ( t ) x ( t + τ ) ]   is dependent only on the time separation  τ . The autocorrelation function    R x   ( τ )    can be related to the spectral density (Newland [56]):


   R x   ( τ )  =  ∫  − ∞  ∞   S x   ( ω )   e  j ω τ   d ω ,  



(16)




where j is the square root of negative unity.



In the next step, the crosscorrelation functions of the input    R  x y    ( τ )    and output signals; i.e.,   y ( t )  ,    R  y x    ( τ )    are linked in terms of the cross-spectral densities using the inverse FFT:


   S  x y    ( ω )  =  S  y x  ∗   ( ω )  ,  



(17)




where   S  x y    is the cross-spectral density and   S  y x  ∗   is the complex conjugate of the cross-spectral density.



After the cross-spectral densities of both the input and output signals are computed, the computed wave amplitudes   (  A i  )  , angular frequencies   (  ω i  )   and the phase angles   (  Φ i  )   from Equations (7)–(10) are used as inputs for the numerical model. The irregular wave signal is generated by the superposition of the linear regular wave components in the next step with the Dirichlet inlet boundary condition as [57]:


  η =  ∑  i = 1  N   A i  cos  (  k i  x −  ω i  t +  Φ i  )  ,  



(18)






   ω i 2  = g  k i  tanh  k i  d .  



(19)







Similarly, the horizontal velocity u and the vertical velocity w are also reconstructed by superposition of the individual velocity components:


  u =  ∑  i = 1  N   ω i   A i    cosh ( |  k i  |  ( z + d )  )   sinh ( |  k i  | d )   cos  (  k i  x −  ω i  t +  Φ i  )  ,  



(20)






  w =  ∑  i = 1  N   ω i   A i    sinh ( |  k i  |  ( z + d )  )   sinh ( |  k i  | d )   sin  (  k i  x −  ω i  t +  Φ i  )  ,  



(21)




where   k i   is the wave number, N is total number of components, d is water depth, and z is height of the point of interest from the free surface. This way, the target experimental or theoretical irregular wave signal is generated at the inlet boundary.





3. Results with the Free Surface Reconstruction Method


3.1. Grid Refinement Study with the Theoretical Input


In this section, the numerical simulations are performed for the verification of the free surface reconstruction method for irregular waves. The tests are conducted for two different wave steepness cases to verify the applicability of the reconstruction technique for four different grid sizes listed in Table 1. The spectral wave steepness s for the irregular waves is defined as:


  s =   2 π  H s    g  T p 2    ,  



(22)




where   H s   is the significant wave height and   T p   is the peak period.



A two-dimensional numerical wave tank (NWT) with a flat bed is employed for carrying out the simulations. The NWT is 15 m long and 1 m deep and the still water level is set to be d = 0.5 m. The setup of the NWT with the wave gauge locations is shown in Figure 1. The input theoretical irregular waves are generated using the JONSWAP spectrum with   H s   = 0.04 m and   T p   = 1.2 s (case A). All simulations are run for t = 200 s with the number of waves N = 499. The Courant—Friedrichs—Lewy (CFL) number is kept to be 0.1 for all the simulations, which has shown to give accurate results under all wave conditions [34].



The procedure to test the wave generation for the theoretical input with the free surface reconstruction method is summarised with the following steps:




	
Simulation 1: Irregular waves are numerically simulated with a given significant wave height   H s   and peak period   T p   in the numerical model using the random wave phases with the JONSWAP spectrum. The numerical free surface elevation is measured at the different wave gauge locations along the NWT (x = 0 m and 11 m).



	
Simulation 1: Free surface reconstruction algorithm is applied in this step to compute the wave amplitudes   A i  , wave phases   ϕ i   and wave frequencies   ω i   for the free surface elevation measured at x = 0 m using Equations (7)–(10).



	
Simulation 2: The computed   A i  ,   ϕ i   and   ω i   from simulation 1 are used as inputs to reproduce the waves in step 1 using Equations (14)–(17).



	
Simulation 2: Finally, the waves generated using the free surface reconstruction method (simulation 2) are compared with the waves generated using the wave spectrum in the time-domain (simulation 1).








The numerical simulations are conducted for four different grid sizes   d x   = 0.10 m (case A1), 0.05 m (case A2), 0.01 m (case A3) and 0.005 m (case A4) for the grid refinement study. Figure 2 presents the comparison of the numerically reconstructed and theoretical irregular wave free surface elevation versus time for the grid sizes   d x   = 0.10 m, 0.05 m, 0.01 m and 0.005 m for case A. The results are shown for two wave gauges located at x = 0 m and x = 11 m to verify the wave generation and wave propagation along the NWT. For the wave gauge located at x = 0 m, the numerical model is able to reconstruct the input theoretical signal with a good accuracy at all grid sizes   d x   (Figure 2a). When waves propagate along the NWT, the numerical results with coarser grids   d x   = 0.10 m and 0.05 m are unable to represent the waves accurately at x = 11 m. The lack of a sufficient number of cells per wavelength lead to such numerical wave attenuation. The wave amplitude is damped out and the wave phases are not correctly captured with the coarser grid sizes. With finer grid sizes   d x   = 0.01 m and 0.005 m, the numerical irregular wave surface elevation is described at x = 11 m with a good accuracy. The wave amplitudes, wave frequencies and wave phases are precisely reproduced and a good comparison with the theoretical wave signals is observed.



Furthermore, the capability of the wave reconstruction for case B with larger spectral steepness is investigated. The number of individual wave components in the irregular wave train with larger individual steepness increases indicating larger wave nonlinearity. In order to test this technique for steeper waves, the simulations are performed for case B. The numerical tests are performed for waves with   H s   = 0.08 m and   T p   = 1.2 s at three different grid sizes   d x   = 0.10 m (case B1), 0.05 m (case B2), 0.01 m (case B3) and 0.005 m (case B4). Figure 3 presents the comparison of the numerically reconstructed and theoretical irregular wave free surface elevation versus time with grid sizes   d x   = 0.10 m, 0.05 m, 0.01 m and 0.005 m for case B. The numerical results at x = 0 m indicate that the theoretical wave is reproduced with an acceptable accuracy, irrespective of the grid size (  d x  ) (Figure 3a). However, at x = 11 m, the waves generated with the coarser grid sizes   d x   = 0.10 m and 0.05 m do not show a good comparison with theory. The wave amplitudes and wave phases are not correctly computed in the numerical model at these grid sizes. For   d x   = 0.10 m, significant differences are observed between the numerical results and theory, when wave propagates along the NWT. The numerical results with grid sizes   d x   = 0.01 m and 0.005 m are in a good agreement with theory; the numerical model is able to reproduce the irregular wave train with steep wave components at x = 11 m. The results do not significantly change between   d x   = 0.01 m and   d x   = 0.005 m. This demonstrates that the numerical solution is converged at   d x   = 0.01 m. Therefore, the grid size   d x   = 0.01 m is used for the further simulations in the present study.



Furthermore, an error analysis is performed in order to quantify the differences between the reconstructed and the target free surface elevation. The root-mean-square error (RMSE) for the wave phases is computed and a correlation coefficient (R) is also determined to estimate the accuracy of the numerical free surface elevation. The value of   R = 1   means exact match between two wave signals. It can be defined as:


  ρ  (  η  i   r e   ,  η  i   t a   )  =   (  η  i   r e   ,  η  i   t a   )    σ  η  i   r e     σ  η  i   t a      ,  



(23)




where   η  i   t a    is the target (theoretical or experimental) irregular free surface elevation and   η  i   r e    is the numerically reconstructed free surface elevation,   σ  η  i   r e     and   σ  η  i   r e     are the standard deviations for   η  i   t a    and   η  i   t a   , respectively. The correlation coefficient matrix of two random variables is the matrix of correlation coefficients for each pairwise variable combination:


  R =      ρ (  η  i   r e   ,  η  i   r e   )     ρ (  η  i   r e   ,  η  i   t a   )       ρ (  η  i   t a   ,  η  i   r e   )     ρ (  η  i   t a   ,  η  i   t a   )      .  








  η  i   r e    and   η  i   t a    are always directly correlated to themselves, that is:


  R =     1    ρ (  η  i   r e   ,  η  i   t a   )       ρ (  η  i   t a   ,  η  i   r e   )    1     .  











Figure 4 presents the RMSE (computed for wave phases) and correlation coefficient (R) between the numerical reconstructed and theoretical wave free surface elevation versus grid size for cases A and B. The differences between the errors for different   d x   are very small for the wave measured at x = 0 m. The numerical model is able to generate reasonably accurate waves at all grid sizes   d x  . The errors observed are almost negligible for both cases. At x = 11 m, the numerical error is significantly reduced and the correlation coefficient R also becomes closer to 1 by refining the mesh from   d x   = 0.10 m to   d x   = 0.01 m (Figure 4a,b). For case B with larger spectral steepness, the observed error is larger than for waves with lower spectral steepness (case A) at   d x   = 0.10 m (Figure 4c). This is due to the insufficient cells per wave component to account for the wave nonlinearity. The numerical results at coarser grid sizes are unable to model these wave components, which lead to higher errors in the free surface elevation. The numerical error is reduced by 140 times and the value of R becomes very close to 1 on reducing   d x   to 0.01 m from   d x   = 0.10 m (Figure 4d). However, further improvement in the numerical results on refining the grid size   d x   to 0.005 m is almost negligible because the numerical solution converges at   d x   = 0.01 m. The highly nonlinear wave components evolve during the propagation of the irregular wave group with the large spectral steepness. For further larger wave steepness cases, the increase in the accuracy of the results on refining   d x   could be relatively more due to the presence of wave components with further larger individual wave height and wavelength in the irregular wave train.




3.2. Breaking Irregular Waves over a Submerged Bar


Wave transformation takes place when waves propagate from deep to shallow water due to the change in water depth. In case of irregular waves, the higher harmonics emerged during nonlinear wave–wave interaction throughout the shoaling and breaking processes interact with the incident individual wave components. Therefore, the capability of the proposed free surface reconstruction method to model the wave transformation process and resulting wave amplitudes and wave phases in the time-domain without a prior information of wavemaker kinematics is tested. In order to validate the present approach, the numerically reconstructed irregular wave signal at different wave gauge locations is compared with the experiments performed by Beji and Battjes [38] in the time-domain for breaking irregular waves in shallow water. The data for breaking regular waves and non-breaking irregular waves from the same experiment has also been used in previous studies [3,5,58,59]. The numerical simulations are performed in a two-dimensional NWT that is 27 m long and 0.8 m high. The water depth (d) is 0.4 m. The numerical setup is similar to the experimental setup. Six wave gauges are positioned to measure the free surface elevation at different wave gauge locations along the length of the wave flume. The numerical setup is demonstrated in Figure 5.



The experiments were performed for irregular waves with   H s   = 0.054 m and   T p   = 2.5 s using the JONSWAP spectrum. The wave gauge at x = 6 m measures the free surface elevation before the submerged bar. In order to compute the experimental wave phases, wave amplitudes and frequencies at x = 0 m, the linear dispersion relationship is assumed (   ω i  =   g  k i  tanh  k i  d    ) for the wave propagation as follows:




	
The wave amplitudes (  A i  ), wave phases (  ϕ i  6 m   ) and wave frequencies (  ω i  ) are computed from the experimental free surface elevation at x = 6 m.



	
With an assumption of linear dispersion between x = 0 m and 6 m (from the wave generation until the waves interact with the bar), the wave phases at x = 0 m (  ϕ i  0 m   ) are computed by using the equation:    ϕ i  0 m   =  ϕ i  6 m   −  k i  x  , where x = −6 m.



	
The computed wave phases   ϕ i  0 m   , wave amplitudes (  A i  ) and wave frequencies (  ω i  ) are used as inputs to the numerical model for the wave generation.



	
The numerical free surface elevation is compared with the experimental free surface elevation at different wave gauge locations along the wave tank.








Figure 6 presents the comparison of the numerically reconstructed and the experimental free surface elevation versus time at six different wave gauge locations. The numerical tests are conducted for the grid size   d x   = 0.01 m. The wave gauge at x = 6 m (W1) measures the free surface elevation before the depth induced wave transformation (before the bar) (Figure 6a). The wave amplitudes, frequencies and wave phases are reproduced reasonably well in the numerical model. When the waves propagate over the bar, the water depth reduces which leads to wave shoaling. The shoaling process leads to an increase in the wave heights. Due to this, the wave profile becomes nonlinear and the wave crests become sharp, indicating the presence of higher-order components in the irregular wave train (Figure 6b). The water depth reduces further and the irregular wave train experiences more shoaling until they reach the flat part of the bar. The contribution of the higher-harmonics becomes pronounced as illustrated by the nonlinear and sharper wave crests (Figure 6c). The water depth is reduced by 75% at the flat part of the bar, the wave crests of few waves in the wave train become steep and the front faces become nearly vertical as noticed in Figure 7b and collapses forward due to the instability induced in the wave crest leading to wave breaking (Figure 7c). The wave breaking process tends to dissipate the wave energy. In addition, many short wave components are generated during this process (Figure 7d). This is seen from the wave signals at x = 12 m and 13 m, that the steep wave components break resulting in the dissipation of wave energy (Figure 6d,e). The present numerical technique models the breaking process in the time-domain with reasonably accurate phases, frequencies and amplitudes. After the waves propagate over the flat bed of the bar, the water depth increases and wave deshoaling occurs. The waves are further decomposed into multiple frequencies (secondary and tertiary components) and a significant amount of wave energy is transferred towards higher-harmonics. Some small phase differences are observed between the numerical and experimental irregular wave signal at x = 16 m, but are well within the range of reasonable accuracy. It can be inferred that the present wave reconstruction approach employed in the numerical model is able to represent the complex wave transformation processes including wave shoaling, wave breaking, wave deshoaling and wave decomposition for breaking irregular waves propagating over a submerged bar.



In order to further investigate the errors between the numerically reconstructed and the experimental wave signal, the RMSE and the correlation coefficient R for the free surface elevation at each wave gauge location is estimated. Figure 8 presents the RMSE and the correlation coefficient R between the numerically reconstructed and experimental wave free surface elevation for the submerged bar case. It is clearly noticed that the computed errors at all wave gauge locations are quite small and the value of R is close to 1. However, the relative magnitude of errors grows gradually which is also noticed by a decrease in the value of R. The errors computed until the wave gauge located at x = 13 m (W4) are negligible, and the increase of error compared to the preceding wave gauge is low. This highlights the fact that the wave components generated using the present wave reconstruction approach are able to represent wave shoaling with a very good accuracy. Most of the waves in the irregular wave train break at the wave gauge located at x = 14 m indicating increased nonlinear components and multiple frequencies in the post-breaking region. The increase in the computed error and the reduction in R value at this wave gauge is relatively higher than the preceding wave gauges owing to the complex wave breaking process. In addition to that, the main wave components undergo a wave decomposition process during the propagation over the lee side of the bar due to increased water depth and wave deshoaling process.




3.3. Irregular Waves with Large Spectral Steepness in Deep Water


The higher-order nonlinear interactions play important roles in the evolutions of gravity waves in deep water. They can transfer energy among the Fourier modes and excite chaotic mode evolutions. Their role in influencing the maximum wave height   H  m a x    and kurtosis is also significant. They can lead to a larger wave height in deep water compared to the Rayleigh theory predictions [60]. This makes the study of irregular waves with large spectral steepness in deep water highly relevant. In this part, the applicability of the present free surface reconstruction approach to reproduce the irregular waves with large spectral steepness in deep water is demonstrated. The numerical results are compared with the experiments by Pákozdi et al. [39]. In the experiments, the steep irregular waves with   H s   = 0.345 m and   T p   = 2.6 s were generated using the Torsethaugen spectrum [61]. The numerical investigation is performed in a two-dimensional NWT, which is 40 m long and 15 m deep with a flat bed. The still water level is taken at d = 10 m (Figure 9). The wave propagation of irregular waves with large spectral steepness in deep water can be seen in Figure 10. The wave gauges are positioned at x = 1.4 m (W1), 15.0 m (W2) and 34.74 m (W3) to measure the free surface elevation at different wave gauge locations along the NWT. The wave phases and amplitudes at x = 0 m, which are used as inputs to the numerical model, are computed following the same steps as explained in Section 3.2 from the experimental free surface elevation at x = 1.4 m.



Figure 11 presents the comparison between the numerically reconstructed and experimental wave free surface elevation versus time at different wave gauge locations. The numerical model is able to generate the time-history of the irregular wave train with highly nonlinear wave components in deep water using the wave reconstruction technique. This is noticed by a reasonable comparison of the free surface at the wave gauge located next to the wavemaker (W1) (Figure 11a). This is also highlighted by the low RMSE and high R (close to 1) values at this wave gauge location as shown in Figure 12. When the waves propagate further along the NWT, they experience higher-order wave–wave interactions leading to a highly nonlinear irregular wave train. The Torsethaugen spectrum also contains swell waves indicating the role of longer waves influencing sea waves. The swell-sea wave interaction leads to the generation of several wave components with steeper wave crests during the wave propagation (Figure 11b). The present numerical approach simulates the whole process of higher-order wave–wave interaction with a good accuracy (Figure 11c). The RMSE computed at the wave gauge locations farther from the wave generation are very low (Figure 12a) and the value of R is quite close to 1. However, a small increment in the errors is observed. This is due to the nonlinear interaction of swell with sea waves. Overall, the numerical results illustrate a good comparison with the experimental results for all wave gauge locations with low errors.




3.4. Irregular Wave Forces on a Monopile


The present approach to reconstruct the free surface elevation can also be applied for numerically simulating experimental irregular wave forces in the time-domain. In order to exactly model the experimental irregular wave force signal in the time-domain with the correct phases, the numerically reconstructed irregular free surface elevation before interacting with a structure should be consistent with its experimental counterpart. The numerical results are compared with the experiments performed on a model scale of 1:40 at SINTEF Ocean [40]. A monopile with a diameter of D = 0.175 m was used in the experimental setup. The numerical tests are performed in a three-dimensional NWT with a modified fluid domain in order to reduce the computational costs. The NWT of 13 m length, 1 m width and 2 m height with the still water level at d = 0.75 m is utilized in this study. Three wave gauges are installed at x = 0 m (W1), 2.5 m (W2) and 5.0 m (W3) along the NWT to study the changes in the free surface elevation during the wave-cylinder interaction process (Figure 13). Figure 14 presents snapshots of the numerically reconstructed free surface during the interaction of the irregular wave crest with the cylinder. The waves experience reflections from the cylinder, which is noticed by a narrow water jet towards the incident wave direction, when the wave crest is besides the cylinder (Figure 14d).



Figure 15 presents the numerically reconstructed and experimental wave free surface elevation at different wave gauge locations along the NWT in both the time and frequency domains. The wave gauge at x = 0 m (W1) measures the free surface elevation at the wave generation (located far from the cylinder) (Figure 15a). The numerical waves are in good agreement with the experimental waves at W1. The spectral peaks and the wave energy distribution at all frequencies are well reproduced (Figure 15b). The primary peak in the wave spectral density corresponds to the peak frequency of the irregular wave train. There are some irregularities in the wave spectra which are most likely due to the size of the sampling interval used for smoothening of the wave spectra. The observed RMSE for wave phases computed at W1 is almost negligible and value of R is almost 1 illustrating the reasonable accuracy of the phases, amplitudes and frequencies of numerically generated irregular waves (Figure 16). When waves propagate further towards the cylinder, they experience reflections from the cylinder. These reflected waves interact with the incident waves and further influence their phases, amplitudes and frequencies. Some small differences in wave phases are observed in the numerical free surface elevation computed for the wave gauge located at W2 (Figure 15c), but, overall, the present free surface reconstruction method is able to model the irregular wave train at W2 with reasonable accuracy in both the time and frequency domains. The computed RMSE computed at x = 2.5 m (W2) is relatively higher compared to the one at W1. The increase in the error is due to the nonlinear interaction of reflected waves with the incident waves. A primary peak in the wave spectrum at peak frequency f = 1.08 Hz is observed for both experimental and numerical wave spectra (Figure 15d). The contribution of the longer waves in the wave spectral density increases at this wave gauge location as observed by the highlighted secondary peak at f = 0.95 Hz. The wave gauge located at x = 5 m (W3, Figure 15e) computes the free surface elevation during the interaction of irregular waves with the cylinder. The numerically reconstructed waves also reproduce the modified irregular wave surface elevation in the vicinity of the cylinder (during the wave–cylinder interaction) correctly. The computed RMSE at this wave gauge location is low and the value of R is satisfactory. It is noticed from the experimental and numerical wave spectra that the spectral peaks are shifted towards lower frequencies and the secondary peaks become more evident due to the nonlinear wave-structure interaction (Figure 15f). In addition, the value of the peak spectral density is reduced compared to the peak spectral density at W1 due to the wave energy dissipation in the form of turbulence and heat.



Figure 17 presents the numerically reconstructed and experimental irregular wave force on the cylinder versus time. The structural response was also measured in the experiments due to the observed ringing phenomenon. The structural response values are taken out from the experimental force data in the frequency-domain by removing the force values at the ringing frequency in order to compare the wave forces. The force peaks and the phases in the experimental force signal are simulated reasonably with the present approach (Figure 17a). The computed free surface elevation at W3 (located besides the cylinder) is composed of the incident and reflected waves. These phenomena in the free surface elevation induce nonlinearities in the force signal. It is evident in Figure 17b that the higher-harmonics in the free surface elevation induce multiple peaks in the force spectrum. The primary peak at f = 1.08 Hz corresponds to the dominant frequency in the irregular wave train. The secondary and tertiary peaks in the lower and higher frequencies are generated due to the nonlinear wave-structure interaction. The secondary and tertiary peaks in the force spectra are relatively low in magnitude but can play a very important role in influencing the structural response. The present numerical approach computes the nonlinear irregular wave forces with accurate force peaks, frequencies and phases. Overall, the current approach to reconstruct the phase accurate irregular free surface elevation in the time-domain without the information of experimental wavemaker kinematics can be applied to three-dimensional problems. However, despite of good numerical results, it should be kept in mind that the classical eddy-viscosity based models developed for wall-bounded high-Reynolds number turbulence have limitations in accurately modeling the complex physics involved in the vortex interactions and the effects of pressure fluctuations on the interface [62,63]. The use of eddy-viscosity based two-equation models introduces a level of discrepancy due to the inability of such models to capture complex interactions arising due to turbulence anisotropy and eigenvector misalignment [64,65]. However, most CFD investigations for the free-surface simulations still rely on such models by precedent [66]. The present study is conducted with this precedent and rely on two-equation eddy-viscosity turbulence models to replicate the results that would be observed in an industrial application.





4. Conclusions


An approach to reconstruct the phase accurate irregular free surface elevation coupled with Dirichlet inlet boundary condition is presented. A two-phase CFD model is used to generate irregular waves with the proposed method. First, a grid refinement study is performed to verify the present approach to generate phase accurate irregular waves with different grid sizes in order to choose the optimal grid size. This is achieved by comparing the numerically reconstructed free surface elevation with the theory at different wave gauge locations. The simulations with multiple grid sizes are conducted for two different wave steepnesses. The RMSE and R values are computed at different grid sizes to further quantify the differences between the numerical and experimental results. Next, the current technique is utilized to model breaking irregular waves over a submerged bar. The numerical irregular free surface elevations during the wave transformation process are in good agreement with the experimental data with low RMSE and high R. The phases of higher-order harmonics evolved during wave shoaling, wave breaking and wave deshoaling processes are captured with reasonable accuracy. The nonlinear energy transfers to the Fourier nodes and higher-order wave–wave interaction become quite important for the investigation of deep water waves. The performance of the numerical free surface reconstruction for the deep water benchmark case appears to be quite satisfactory; this is demonstrated by the accurate wave phases (low RMSE) and high R in the numerically reconstructed free surface elevation.



Furthermore, this approach is applied for the modelling of a three-dimensional wave tank problem to estimate the irregular wave forces on a cylinder. The irregular wave train at the locations away from the cylinder and in the proximity of the cylinder is correctly represented by the numerical model in the time-domain. The interaction of the reflected waves from the cylinder with the incident waves is well simulated indicated by a good agreement of the experimental and numerical wave spectral densities. The secondary peak in the wave spectral density is pronounced at the cylinder due to the nonlinear wave–cylinder interaction in the irregular wave train. The numerical and experimental force signals are further compared in the frequency domain to investigate the capability of this approach to simulate the wave forces at all frequencies and a good agreement with the experiments is observed. The pronounced secondary peaks in the wave spectral density at the cylinder contribute to the higher-order force harmonics. Overall, all the benchmark cases demonstrate the capability of the proposed approach to generate phase accurate irregular waves for different applications: breaking irregular waves, deep water irregular waves with larger spectral steepness and irregular wave forces.
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Figure 1. Numerical wave tank setup for the grid refinement study (coloured with the velocity contours). 
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Figure 2. Comparison of the theoretical input and reconstructed irregular wave signal for case A (a) W1 (x = 0 m); (b) W2 (x = 11 m). 
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Figure 3. Comparison of the theoretical input and reconstructed irregular wave signal for case B (a) W1 (x = 0 m); (b) W2 (x = 11 m). 
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Figure 4. Comparison of accuracy between the numerical and experimental wave signal with different grid sizes   d x   for (a) case A (RMSE for wave phases); (b) case A (R); (c) case B (RMSE for wave phases); (d) case B (R). 
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Figure 5. Numerical wave tank setup for simulating the experiments performed by Beji and Battjes [38]. 
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Figure 6. Comparison of the experimental and reconstructed irregular wave signal for breaking irregular waves (a) W1 (x = 6 m); (b) W2 (x = 11 m); (c) W3 (x = 12 m); (d) W4 (x = 13 m); (e) W5 (x = 14 m); (f) W6 (x = 16 m). 
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Figure 7. Numerically reconstructed irregular wave free surface over a submerged bar (zoomed around the free surface) at   t /  T p    = (a) 19.14 s; (b) 19.32; (c) 19.58; (d) 19.85. 
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Figure 8. Comparison of accuracy between the numerical and experimental wave signal at different wave gauge positions by (a) RMSE for wave phases; (b) R. 
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Figure 9. Numerical wave tank setup for simulating the experiments performed by Pákozdi et al. [39] (side-view). 
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Figure 10. Snapshots of numerically reconstructed steep irregular wave propagating in deep water in side view at (a) t = 38.37 s; (b) t = 38.37 s (zoomed around the free surface); (c) t = 38.69 s (zoomed around the free surface). 
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Figure 11. Comparison of the numerically reconstructed and experimental irregular wave signal for steep irregular waves in deep water at (a) W1 (x = 1.4 m); (b) W2 (x = 15 m); (c) W3 (x = 34.74 m). 
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Figure 12. Comparison of accuracy between the numerical and experimental wave signal at different wave gauge positions by (a) RMSE for wave phases; (b) R. 
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Figure 13. Numerical wave tank setup for simulating the experiments performed at SINTEF Ocean [40] (top-view). 
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Figure 14. Snapshots of numerically reconstructed irregular wave crest interacting with the cylinder (a), t = 30.42 s, in three-dimensional view; (b) before the cylinder, t = 30.42 s (top-view); (c) next to the cylinder, t = 31.15 s (top-view); (d) besides the cylinder, t = 31.58 s (top-view). 
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Figure 15. Comparison of the numerically reconstructed and experimental irregular wave signal in time and frequency domains for irregular waves impacting the cylinder at (a) W1 (time-domain); (b) W1 (frequency-domain); (c) W2 (time-domain); (d) W2 (frequency-domain); (e) W3 (time-domain); (f) W3 (frequency-domain). 
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Figure 16. Comparison of accuracy between the numerical and experimental wave signal at different wave gauge positions by (a) RMSE for wave phases; (b) R. 
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Figure 17. Comparison of the numerically reconstructed and experimental irregular wave force on the cylinder in (a) time-domain; (b) frequency-domain. 
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Table 1. List of simulation cases for theoretical inputs.
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Case

	
Sim. No.

	
Significant Wave Height   H s   (m)

	
Peak Period   T p   (s)

	
Steepness s

	
Grid Size  d x  (m)






	
A

	
1

	
0.04

	
1.2

	
0.0178

	
0.10




	
2

	
0.05




	
3

	
0.01




	
4

	
0.005




	
B

	
1

	
0.08

	
1.2

	
0.0356

	
0.10




	
2

	
0.05




	
3

	
0.01




	
4

	
0.005
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