
Journal of

Marine Science 
and Engineering

Article

How Well Do AR5 Sea Surface-Height Model
Projections Match Observational Rates of Sea-Level
Rise at the Regional Scale?

Phil J. Watson ID

School of Civil and Environmental Engineering, The University of New South Wales, Sydney, NSW 2052,
Australia; philwatson.slr@gmail.com

Received: 26 November 2017; Accepted: 24 January 2018; Published: 1 February 2018

Abstract: The reliance upon and importance of climate models continues to grow in line with
strengthening evidence of a changing climate system and the necessity to provide credible projections
for risk assessment to guide policy development, mitigation and adaptation responses. The utility
of the models to project regional rates of sea-level rise over the course of the 21st century is reliant
on evaluating model outputs against global observational data (principally altimetry products).
This study compares rates of sea-level rise from observational data records (tide gauges) against
the ensemble mean of the model-projection products used in AR5 at 19 sites around the world over
the decade of common data coverage (2007–2016) using enhanced time-series analysis techniques.
Although it could be concluded that the observational and model-projected average velocity agree
(95% confidence level (CL)), error margins are comparatively wide, masking the fact that the mean
velocity for the model-projection products exceed observational records for nearly all stations
and Representative Concentration Pathway (RCP) experiments, and are likely in the range of
1.6–2.5 mm/year. The analysis might provide an early warning sign that the evaluation of ocean
model components with respect to projected mean sea level could be relevantly improved.
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1. Introduction

Climate models are key tools in assisting in understanding and planning for the predicted impacts
of a changing climate system. These models form central elements of the Assessment Reports of the
Intergovernmental Panel on Climate Change (IPCC) [1,2] with great reliance placed on projection
outputs to facilitate appropriate policy, adaptation and mitigation responses. By coordinating the
design and distribution of global climate model simulations of the past, present, and future climate,
the Coupled Model Intercomparison Project (CMIP) has become one of the foundational elements of
climate science [3].

CMIP—Phase 5 (or CMIP5), provided an ensemble of climate models to support the IPCC’s
Assessment Report 5 (AR5) [2], each of which are required to meet established protocols including
adherence to fundamental laws of nature and large-scale observational constraints across a range of
physical parameters [4]. The relative sea surface-height (SSH) projection products used in AR5 [5]
include the following 10 geophysical sources that drive long-term changes in relative SSH [6]:

• 5 ice components (Greenland dynamic ice and surface-mass balance, Antarctic dynamic ice and
surface-mass balance, and glaciers);

• 3 ocean-related components, all of which are derived from CMIP5 models (dynamic SSH, global
thermosteric SSH anomaly, and the inverse barometer effect from the atmosphere);

• land water storage (also called terrestrial water); and
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• glacial isostatic adjustment (GIA, as a change in sea level “relative” to land).

The next-generation models forming part of CMIP6 [3] have been under development since
about 2012 to support the IPCC’s Assessment Report 6 (AR6) [7], seeking amongst other things to
capitalize on improving knowledge of complex integrated components of the climate system, enhanced
computing power and outputs at increasingly finer resolution (or more localized scale).

In addition to advances in understanding and integrating key physical processes at an increasingly
finer scale, improved projection outcomes from climate models are also critically reliant on better
evaluation of modelling components against observational data. Recent literature has focused upon
improving the regional resolution of SSH from CMIP5 by accounting for additional elements of the
sea-level budget using improved offline modelled components and observation-based contributions [8].
Slangen et al. (2017) [9] provided an extensive evaluation of model simulations of 20th century
sea level rise at the global scale compared to observational data from tide gauges and satellite
altimetry spanning 1900–2015. This work made provision for sea-level contributions associated
with groundwater depletion, reservoir storage, and dynamic ice-sheet mass changes that are not
simulated by climate models.

A companion paper [10], provided a detailed evaluation of model performance at the regional
scale by comparing these enhanced ensemble climate model outputs of SSH to tide gauge data
(spanning the same period) at 27 sites around the world. The analysis concluded that for most of
the tide gauge records, climate models tend to underestimate the observed twentieth-century trends.
The analysis concluded the average difference between observed and modeled sea-level trends of the
order of 0.27 ± 0.77 mm/year (90% confidence level (CL)) with discrepancies potentially explained by
an underestimation in the uncertainty in Glacial Isostatic Adjustment (GIA).

These results are encouraging, suggesting agreement in sea-level trends between climate models
and observational records at a regional level on a quasi-centennial timescale. This current analysis
augments these previous works, taking a step further by comparing the AR5 SSH ensemble model
projection products against a global network of tide gauges (refer Figure 1) for the period of overlapping
coverage (2007–2016).
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The analysis is also enhanced by several key features that attempt to overcome ubiquitous
issues associated with sea-level trend analysis. Firstly, the application of improved time-series
analysis techniques, using singular spectrum analysis (SSA) enables separation of the inter-annual
to multi-decadal variability from the external (or greenhouse-gas induced) forcing for both the SSH
projection model ensembles and tide gauge records. The scale of internal climate-mode signals can
substantially bias or contaminate a mean sea-level trend estimate, particularly when the quantum of
externally forced sea-level rise (of primary interest) is only around a couple of millimetres per year
over both the historical and near-term forecasts.

Secondly, isolating or accommodating the encumbrance of vertical land motion (VLM) embedded
within tide gauge records has been addressed as a sensitivity analysis by looking at both the “relative”
and “geocentric” rates of sea-level rise at each of the sites considered.

Having removed the influence of internal climate modes (and other contaminating signals),
the results would suggest that although the rate of rise in both the AR5 projection modelling and
observational SSH data tend to agree (95% CL), the mean rates from the ensemble modelling products
over the period of common coverage would appear biased on the high side at this point in time.

2. Data and Methods

The selection of sites used in this study were based on the existence of tide-gauge records which
maximized length and quality (limited gaps and absence of known datum problems) whilst providing
regional representativeness and global spatial coverage. Nineteen sites were selected that met these
criteria (refer to Figure 1 and Table 1 for more details). Each site has notionally been assigned a station
ID commencing with Honolulu (1) in the Central Pacific, progressing west to east to Auckland (19).
By graphically representing characteristics associated with records based on the station ID, spatially
dominant patterns are more readily apparent.

Annual average time-series data from the public archives of the Permanent Service for Mean Sea
Level (PSMSL) [11,12] have been used in the analysis. Extended datasets from the extensive composite
time series work by Hogarth (2014) [13] using near-neighbour tide gauge records have been used to
augment the PSMSL records. Where possible, every effort has been made to source data up to and
including 2016 (refer to Acknowledgements).

AR5 data [5] have been used to extract model ensemble outputs for total projected relative sea-level
rise at each site. These data are publicly available in netCDF format from the Integrated Climate Data
Center (ICDC) [6] with yearly outputs spanning the period 2007 to 2100 on a spatial resolution grid of
1◦ × 1◦ for the Representative Concentration Pathway (RCP) 2.6, 4.5 and 8.5 experiments. The CMIP5
multi-model ensemble contains only 16 models for the RCP2.6 experiment; however, the RCP4.5
and 8.5 experiments are based on all 21 models (Dr. Mark Carson, Institute of Oceanography, ICDC,
University of Hamburg, 2017, pers.comm., 19 June). Time series data for each of the respective RCP
experiments have been extracted at the nearest grid point to the respective tide-gauge record, for which
there is complete ensemble model coverage (refer Table 1 for details).

Satellite altimeter products by Ssalto/Duacs distributed by Archiving, Validation and
Interpretation of Satellite Oceanographic (AVISO), with support from the Centre National d’Etudes
Spatiales (CNES) [14] have been used to extract time series of SSH. These data have been made
available for this research in netCDF format from the Integrated Climate Data Center (ICDC) [15] with
daily outputs spanning the period 1 January 1997 to 6 January 2017 on a spatial resolution grid of
0.25◦ × 0.25◦ (Cartesian). Daily outputs have been converted into annual time series at the nearest grid
point to the respective tide gauge record (refer to Table 1 for details) and compared with the tide-gauge
record to provide one of the estimates of VLM used in the study.

However, the key initial step in the process is to estimate the externally forced (or climate-change)
component by removing the internal climate mode and other higher frequency signals from both the
tide-gauge and ensemble projection-model time series. SSA has proven an optimal analytic for this task
in sea-level studies [16] as a powerful data adaptive technique capable of decomposing a time series into
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the sum of interpretable components with no a priori information about the time-series structure [17,18].
Specifically, SSA can efficiently decompose an original record into a series of components of slowly
varying trend, oscillatory components with variable amplitude, and a structureless noise [19].

Following sensitivity testing of parameterisation and visual inspection of individual components
from the SSA decomposition across a range of station records and projection-model outputs, the internal
climate mode and other higher frequency signals are effectively removed using 1-dimensional
SSA, a default-embedding dimension of half the time series length and frequency-thresholding
techniques [20] aggregating only components in which the relative contribution in the lowest frequency
bin (0 to 0.02 cycles per year) is set above a threshold of ≈0.80. Figure 2 highlights the efficiency of
these parameter settings in isolating the externally forced component at Fremantle, Australia which
was one of the sensitivity-testing sites used for this purpose.
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Figure 2. Optimization of singular spectrum analysis (SSA) to isolate the external forced component of both
the tide-gauge records and projection-model ensemble. The example from Fremantle, Australia, shows
the decomposition of the tide-gauge record in the top panel and all 21 representative concentration
pathway (RCP) 8.5 projection-model outputs in the bottom panel. Each time series has been notionally
offset vertically in the bottom panel by 200 mm for clarity.
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Table 1. Summary of tide-gauge, AR5 model-projection and altimetry data used in this study.

Station ID 1 Tide Gauge
Record 2

Start
(year) 2

End
(year) 2

AR5 Lat
(◦ N) 5

AR5 Long
(◦ E) 5

Altimetry Lat
(◦ N) 6

Altimetry Lat
(◦ E) 6

1 Honolulu 3 1891 2016 21.5 202.5 21.125 202.125
2 Prince Rupert 3 1903 2016 52.5 229.5 54.125 228.875
3 Seattle 1899 2016 47.5 233.5 47.375 235.125
4 San Francisco 3 1855 2016 37.5 236.5 37.625 237.375
5 Key West 1913 2016 24.5 277.5 24.375 278.125
6 Balboa 1908 2016 6.5 279.5 8.875 280.625
7 New York 3 1853 2016 39.5 287.5 40.375 286.125
8 Buenos Aires 3,4 1905 2016 −36.5 304.5 −34.625 301.625
9 Brest 1807 2016 48.5 354.5 48.125 355.375
10 North Shields 3 1895 2016 55.5 0.5 54.875 358.875
11 Karachi 1868 2014 23.5 66.5 24.625 66.875
12 Mumbai 1878 2012 18.5 71.5 18.875 72.675
13 Ko Taphao Noi 1940 2016 7.5 96.5 7.625 98.375
14 Fremantle 1897 2016 −32.5 114.5 −32.125 115.625
15 Hosojima 1930 2016 31.5 133.5 32.375 131.875
16 Aburatsubo 1930 2016 33.5 139.5 31.625 131.625
17 Sydney 1886 2016 −33.5 153.5 −33.875 151.375
18 Dunedin 3 1900 2016 −45.5 172.5 −46.125 170.375
19 Auckland 1899 2016 −35.5 176.5 −36.675 174.875

1 Station ID ordered moving west to east commencing at Honolulu, HI, USA (refer Figure 1). 2 Permanent Service
for Mean Sea Level (PSMSL) annual average data used in this study [11,12]. 3 PSMSL data has been further extended
by Hogarth (2014) [13]. 4 2015 and 2016 data added to Hogarth (2014) [13] by filling from comparison with nearby
Palermo station record which dates back to 1960. 5 Nearest projection-model output to tide-gauge record with
complete ensemble coverage. 6 Nearest satellite altimetry grid point to tide-gauge record with complete coverage.
Altimeter products by Ssalto/Duacs distributed by Aviso, with support from Centre National d’Etudes Spatiales
(CNES) [14].

All analysis and graphical outputs have been developed by the author from customized scripting
code within the framework of the R Project for Statistical Computing [21] and are available upon
request. The applied methodology can be appropriately partitioned into analysis of the historical
tide-gauge record and that of the AR5 ensemble projection-model outputs. The selection and
application of SSA and other key steps in the analysis are broadly underpinned by unprecedented
time-series research, development, and analysis of ocean water-level data [16,22–26].

2.1. Historical Tide-Gauge Analysis

The methodology applied in analysing the observational tide gauge records can be broadly
summarised in the following 5 steps:

Step 1: Gap-filling of time series. This is a necessity in order to decompose the time series using
SSA. Whilst the longest and most complete tide-gauge records have been used for analysis, missing
data persists in several records. Where required, records have been filled using an iterative SSA
procedure [27] in the first instance, which has an (assumed) advantage in preserving the principal
spectral structures of the complete portions of the original data set in filling the gaps. Station records
filled using this procedure included Prince Rupert, Key West, Balboa, North Shields, Mumbai,
Ko Taphao Noi, Hosojima, Aburatsubo, Sydney and Auckland. Visual inspection confirmed the
suitability of the gap-filled sections. Where this method provided visually unreliable results, gaps
were filled using the comparatively simpler Stineman’s interpolation [28]. This procedure was suitably
applied to the Brest, Fremantle and Dunedin records.

Step 2: Estimation of “relative” mean sea level. Having necessarily filled time series in Step 1,
the record is decomposed using 1 dimensional SSA to isolate components of slowly varying trend
(i.e., mean sea level due to external climate forcing) from oscillatory components with variable
amplitude, and noise. As advised earlier, frequency thresholding has been used to facilitate this
step with mean sea level estimated by summing the components of the SSA decomposition in which
the relative contribution in the lowest frequency bin [0–0.02] exceeds 0.80.
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Step 3: Estimation of average “relative” mean sea-level velocity over period of common coverage
(post 2007). For all but 2 of the records considered (Karachi and Mumbai), the period of common
coverage between the tide-gauge records and the projection-model outputs extends from 2007 to 2016.
The average “relative” velocity over this period has been determined by simple linear least squares
regression of the respective portion of the time series determined in Step 2.

Step 4: Estimation of errors. This process initially involves fitting an autoregressive time-series
model to remove the serial correlation in the residuals between the SSA derived trend (Step 2) and the
gap-filled time series (Step 1). The estimation of error in the average “relative” mean sea-level velocity
is then based on bootstrapping techniques where the uncorrelated residuals are randomly recycled
and the process in steps 2 and 3 is repeated 1000 times. From the extensive pool of outputted relative
velocities, standard deviations are readily calculated to derive robust confidence intervals.

Step 5: Correction to estimate “geocentric” velocity. The correction from “relative” to “geocentric”
velocity has been undertaken using 3 separate estimates for VLM as a form of sensitivity analysis given
the general uncertainty with this parameter. The first method (referred to hereafter as “Type 1”) uses
VLM estimates provided by Systeme d’Observation Du Niveau Des Eaux Littorales (SONEL) based
on continuous global-positioning system (GPS) measurements of the land mass in the vicinity of the
tide gauge [29,30]. However, “Type 1” VLM rates are only available for 12 of the 19 tide gauge records.
The second method estimates VLM considering the difference between the tide-gauge record and that
of the nearest gridded data time series from satellite altimetry using the approach of Ostanciaux et al.
(2012) [31]. This second method (referred to hereafter as “Type 2”) estimates VLM from the linear
regression of the difference in the annualised time series of both data sets providing a VLM estimate
for every station record considered. A third method (referred to hereafter as “Type 3”) proposed by
Pfeffer and Allemand (2016) [32], estimates VLM via a similar approach to Ostanciaux et al. (2012) [31]
with some further advancements to the time-series analysis procedure, providing a VLM estimate for
15 of the 19 station record considered. VLM rates applied in this study are summarised in Table 2.
Error margins in quantifying “geocentric” velocity are calculated in quadrature by combining the error
in the VLM rates with those determined in Step 4.

2.2. AR5 Sea Surface-Height (SSH) Projection-Model Output Analysis

The following methodology has been applied to the AR5 projection modelling SSH data products
for RCP2.6, 4.5 and 8.5 experiments, to assimilate and compare them to the observational tide
gauge data:

Step 1: Estimation of “relative” mean sea level. The same SSA procedure advised for the tide
gauge records is then applied to the projection-model ensemble products to remove the internal
variability and other dynamic signals in order to isolate the slowly varying trend (i.e., mean sea level
due to external climate forcing). As advised previously, the SSH projection-modelling outputs used
in AR5 [5], made available by the ICDC [6], are already provided as “relative” sea-level products.
This was done by inverting an allowance for GIA and applying this “correction” to the original
“geocentric” model outputs. The GIA allowance used in AR5 for this purpose was an average of
both the Peltier (2004) [33] and Lambeck et al. (1998) [34] estimates (see Table 2 for details). With the
internal variability (and other high-frequency signals) removed, the ensemble mean has been used
to normalise projection-model outputs to each of the respective tide-gauge datums. The ensemble
model SSH output products are based on a 20-year moving average with the modelling start point set
at 1986–2005 (i.e., centred around 1995). The annual time series output products from the ICDC for
AR5 start at 2007 and have therefore been normalized to each of the respective tide-gauge records by
using the mean sea-level estimate in 1995.

Step 2: Estimation of average “relative” mean sea-level velocity over period of common coverage
(post 2007). The same process advised for the tide-gauge analysis has been applied to each of the
outputted time series from Step 1 (above), providing a pool of 16 outputted velocities over the period
of common coverage for the RCP2.6 experiment, and 21 outputted velocities for the RCP 4.5 and
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8.5 experiments at each location. The average “relative” mean sea-level velocity at each location,
for each of the respective RCP experiments, is then determined simply from the mean of each of the
outputted pool of velocities. The associated errors are also readily determined from the standard
deviation of the pool of outputted velocities.

Table 2. Summary of vertical land motion (VLM) and glacial isostatic adjustment (GIA) rates used in this study.

Station ID 1 Site Peltier GIA 3

(mm/Year)
AR5 GIA 2,4

(mm/Year)
Type 1 VLM 2,5

(mm/Year)
Type 2 VLM 2,6

(mm/Year)
Type 3 VLM 2,7

(mm/Year)

1 Honolulu −0.17 0.23 ± 0.07 −0.23 ± 0.18 −0.84 ± 0.52 0.30 ± 0.31
2 Prince Rupert 0.33 0.64 ± 0.51 NA 0.56 ± 1.17 −2.10 ± 0.93
3 Seattle −1.10 −0.99 ± 0.59 −0.99 ± 0.22 −0.27 ± 0.75 −0.99 ± 0.65
4 San Francisco −1.00 −0.73 ± 0.61 −0.04 ± 0.15 0.37 ± 0.64 0.27 ± 0.86
5 Key West −0.75 −0.65 ± 0.52 −1.76 ± 0.43 −1.23 ± 0.92 −1.18 ± 0.66
6 Balboa −0.26 0.04 ± 0.08 NA 7.55 ± 1.93 1.89 ± 1.85
7 New York −1.80 −1.39 ± 0.43 −2.12 ± 0.62 0.96 ± 1.37 −1.95 ± 0.89
8 Buenos Aires 0.70 0.29 ± 0.16 1.03 ± 0.24 0.84 ± 1.80 NA
9 Brest −0.60 −0.48 ± 0.12 0.01 ± 0.11 −0.64 ± 0.85 −1.60 ± 0.59

10 North Shields 0.11 0.10 ± 0.27 1.39 ± 0.67 0.46 ± 0.75 −0.72 ± 0.61
11 Karachi 0.33 0.06 ± 0.17 NA −2.53 ± 0.44 NA
12 Mumbai 0.31 0.14 ± 0.18 NA 0.61 ± 2.17 NA
13 Ko Taphao Noi 0.16 0.13 ± 0.10 NA −9.51 ± 2.40 −3.12 ± 1.83
14 Fremantle −0.33 0.07 ± 0.01 NA −0.30 ± 0.66 −0.76 ± 0.71
15 Hosojima 0.43 0.26 ± 0.11 NA 1.33 ± 0.59 0.59 ± 0.79
16 Aburatsubo 0.47 0.31 ± 0.10 NA −1.48 ± 1.29 −2.58 ± 0.67
17 Sydney −0.23 0.02 ± 0.06 −0.33 ± 0.25 −1.27 ± 0.98 2.12 ± 0.75
18 Dunedin −0.02 0.20 ± 0.04 −1.02 ± 0.12 −1.53 ± 0.61 0.46 ± 0.47
19 Auckland 0.03 0.17 ± 0.01 −0.62 ± 0.23 −1.24 ± 0.80 NA

1 Refer to Figure 1 and Table 1 for further details. 2 Error margins advised are standard errors (i.e., 1σ). 3 Peltier
GIA estimates [33] at tide-gauge sites available from PSMSL [12]. Aligned with VLM prediction for consistency
(i.e., positive is up, negative down). 4 AR5 GIA estimates based on average of Peltier [33] and Lambeck [34] provided
by Integrated Climate Data Center (ICDC) [6] and aligned with VLM prediction for consistency (i.e., positive is up,
negative down). Gridded error margins for the GIA estimates are also provided by ICDC. 5 Type 1 VLM estimates
are based on ULR6 global-positioning system (GPS) solutions [30] provided by Systeme d’Observation Du Niveau
Des Eaux Littorales (SONEL) [29]. 6 Type 2 VLM estimates are based on the difference between the annual time
series from satellite altimetry [14] and the tide gauge using the procedure advised in Ostanciaux et al. (2012) [31].
7 Type 3 VLM estimates are based on the procedure advised in Pfeffer and Allemand (2016) [32].

Step 3: Correction to estimate “geocentric” velocity. The correction from “relative” to “geocentric”
velocity is straightforward, requiring merely the addition of the respective gridded GIA allowance
discussed in Step 2 above to the average “relative” mean sea-level velocity determined in Step 2
(refer Table 2 for AR5 GIA estimates). Error margins in quantifying “geocentric” velocity are calculated
in quadrature by combining the error in the AR5 GIA rates with those determined in the “relative”
mean sea-level velocity in Step 2.

3. Results

The results of the analysis are graphically represented in Figures 3–6. Figure 3 summarises the
average “relative” velocity determined over the period of common coverage at each location, directly
comparing estimates derived from the observational tide-gauge record with those derived from the
model ensemble of SSH projections used in AR5 for each of the respective RCP experiments. From this
analysis, at the 95% confidence level depicted, the observational and model-projected average velocity
agree for 18 of the 19 records for all RCP experiments (excluding only Balboa, Panama). However,
owing to the comparatively large error margins, particularly for the model-ensemble products,
the mean velocity for the model-projection products are higher than the mean of the observational
records for 16 of 19 stations across all RCP experiments. For these 16 records, the average gap is in the
range of 1.6–1.8 mm/year. When all station records are considered across all RCP experiments the
average gap is slightly lower, in the range of 1.2–1.4 mm/year.

Figure 4 summarises the average “geocentric” velocity analysis using the “type 1” VLM correction
for the tide gauge records. However, it should be noted that there are only 11 tide gauge records
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where direct GPS VLM measurements are available for this analysis. Of these records, at the 95%
confidence level depicted, the observational and model-projected average velocity agree across all RCP
experiments. However, similar to the “relative” velocity analysis, the mean “geocentric” velocity for
the model-projection products are higher than the mean of the observational records for all 11 records
with Type 1 VLM corrections available, across all RCP experiments. For these 11 records, the average
gap is similarly in the range of 1.6–1.8 mm/year.J. Mar. Sci. Eng. 2018, 6, x FOR PEER REVIEW  9 of 19 
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Table 1 for station ID details.
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observational record (tide-gauge analysis) and corresponding AR5 ensemble-model projections at the
grid point of interest. Refer to Figure 1 and Table 1 for station ID details.
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Figure 5 summarises the average “geocentric” velocity analysis using the “type 2” VLM correction
for the tide-gauge records, which is estimated from the difference between the satellite altimetry and
tide-gauge record. Unlike, “type 1” VLM estimates, the “type 2” method provides consistent estimates
for all sites based on nearly 20 years of altimetry records. From this analysis, at the 95% confidence
level depicted, the observational and model-projected average velocity agree for 18 of the 19 records for
all RCP experiments (excluding only Ko Taphao Noi, Thailand where ground subsidence is prevalent).
As with the aforementioned analyses, the mean “geocentric” velocity for the model-projection products
are higher than the mean of the observational records for 16 of 19 stations across all RCP experiments.
For these 16 records, the average gap is in the range of 2.3–2.5 mm/year. When all station records are
considered across all RCP experiments the average gap reduces to around 1.5–1.8 mm/year.

Figure 6 summarises the average “geocentric” velocity analysis using the “type 3” VLM correction
for the tide-gauge records, which is estimated via the process espoused in Pfeffer and Allemand
2016 [32], although it should be noted that there are only 15 sites where “type 3” corrections are
available for analysis. From this analysis, at the 95% confidence level depicted, the observational and
model-projected average velocity agree for all stations across all RCP experiments with the exception
of only Brest, France, for the RCP 8.5 experiment whereby the observational record was lower than
the projection-model average. Similar to the other VLM sensitivity analyses, the mean “geocentric”
velocity for the model-projection products are higher than the mean of the observational records for
14 of 15 stations with “type 3” VLM corrections available, across all RCP experiments. For these
14 records, the average gap is in the range of 2.0–2.3 mm/year. When all station records are considered
across all RCP experiments the average gap is slightly lower, in the range of 1.9–2.2 mm/year.

4. Discussion

There will always be difficulties associated with comparing rates of change in SSH from
observational and projection-modelling sources for the comparatively short timeframe (2007–2016)
available. For this reason, different “relative” and “geocentric” velocity comparisons have been
undertaken to provide a sensitivity test for the results of the analysis. However, it is worthwhile
noting that the error margins associated with the respective data analyses, particularly those involving
the ensemble projection-modelling products, are comparatively large. Given that subtle emerging
trends might risk being obscured by the width of the confidence margins depicted (95%), further
analysis has been undertaken using 80% confidence intervals as a further sensitivity check. At the
narrower confidence levels, a clearer trend emerges whereby up to 6 of the 19 station records for
the “relative” velocity assessment highlight observational records that are statistically lower than the
projection-modelled products across all RCP experiments. For the “geocentric” velocity assessment
using the 11 station records with “Type 1” VLM corrections available, some 4 records indicate
observational velocities statistically lower than the projection-modelled products (80% CL).

Similarly for the “geocentric” velocity assessment using the full coverage “Type 2” VLM
corrections, 6 of the observational records are statistically different to the projection-modelling products,
with 5 being lower (80% CI). When “type 3” VLM corrections are applied, 4 observational records
exhibit a “geocentric” velocity statistically different to the projection-modelling products, with all
being lower. Across the majority of analysis types and RCP experiments at the 80% confidence level,
4 sites consistently emerge for which the projection-modelling products are statistically higher than
the observational data record over the period of common coverage: Honolulu (USA), Key West (USA),
Brest (France) and Sydney (Australia).

From the analysis undertaken, evidence suggests the AR5 projection-model outputs for SSH
appear to be rising at a faster rate than the observational (tide gauge) records over the decade
of common coverage. AR5 alluded to this possibility noting that for the global mean sea-level
analysis, the rate of rise at the start of the RCP projections was about 3.7 mm/year, slightly above the
observational (altimetry) range of 3.2 ± 0.4 mm/year for 1993–2010, surmising the simulated rate of
climate warming being greater than that observed [5]. The current analysis, benefitting from improved
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time-series analysis techniques across 19 global sites with good global spatial coverage, observes a
wider difference at site-specific (or regional) scales.

Although the overlapping period (2007–2016) of coverage of both types of data permit a decade
over which relevant comparisons can be made between observational and projection-modelling
products, one should appreciate the conclusions of the work at this point in time have particular
caveats and limitations which might include (but not be limited to):

• AR5 projection-model outputs were not designed to be necessarily rigorous at the decadal
time scale;

• an overlapping decade is a relatively small window over which to compare the characteristics of
long-term phenomena such as mean sea-level rise. Furthermore, time-series analysis techniques
are ubiquitously affected by end effects and the analysis herein is attempting to investigate and
compare the characteristics of the end of one time series (tide-gauge data to present) with the start
of another (AR5 projections from 2007);

• estimating and accommodating the ubiquity of VLM resulting from multiple origins (including
tectonics, subsidence, etc., as well as GIA) embedded within tide-gauge records. As evident in
this study, co-located GPS measurements are not available for many tide-gauge sites or are at best
quite short records (often <10 years) [29,30]. The more complete and longer VLM estimates based
on the method of Ostanciaux et al. 2012 [31] are reliant on satellite altimetry data [14] on a spatial
resolution grid of 0.25◦ × 0.25◦ and could be a maximum of ≈20 km from the tide-gauge site.
Similarly, the AR5 approach of correcting projection outputs for GIA to better approximate mean
sea-level rise “relative” to the land ignores the many other VLM origins present at tide-gauge
sites. This is highlighted clearly in Figure 7, where the GIA estimates at Balboa [ID = 6] and Ko
Taphao Noi [ID = 13] differ markedly from the actual VLM observed via differing techniques.
At both sites, the estimated GIA is <0.2 mm/year, whereas the VLM associated with the tectonic
uplift of the Panama Arc at Balboa [35] and subsidence due to groundwater and aquifer mining at
Ko Taphao Noi [36] are of the order of several mm/year;

• the highest density of long tide-gauge records are predominantly clustered around Europe and
North America in the northern hemisphere [25]. There is only a relatively small pool of records
available outside these domains with sufficient length and apparent robustness (i.e., absence of
warning flags in the PSMSL database) to consider for meaningful global coverage; and

• the postulated theory that the Mt Pinatubo eruption in the Philippines in 1991 has had the effect
of masking (or delaying) the rate of global sea-level rise [37] which would also be reflected in the
tide-gauge records.

Notwithstanding the aforementioned issues, the analysis undertaken of tide-gauge records and
projection-modelling outputs permits one to take advantage of their considerable length, enabling
the application of improved time-series techniques to isolate the trend (associated with external
climate forcing) from the contaminating dynamic influences that persist on decadal to multi-decadal
and longer cycles [38–43]. By comparison, the altimetry products used to evaluate the CMIP5 SSH
projection-model outputs [4], though having the advantage of broad ocean coverage to a fixed reference
datum, have limited utility in separating out the aforementioned type of contaminating influences on
longer timescales owing to shortness of the records at this point in time (post late 1992).



J. Mar. Sci. Eng. 2018, 6, 11 14 of 19

J. Mar. Sci. Eng. 2018, 6, x FOR PEER REVIEW  14 of 19 

 

• the postulated theory that the Mt Pinatubo eruption in the Philippines in 1991 has had the effect 
of masking (or delaying) the rate of global sea-level rise [37] which would also be reflected in 
the tide-gauge records. 

 
Figure 7. Comparison of VLM and GIA rates for each station record. GIA estimates are those used in 
AR5 [5] based on an average of Peltier [33] and Lambeck [34] provided by ICDC [6]. “Type 1” VLM 
are based on ULR6 GPS solutions [30] provided by SONEL [29]. “Type 2” VLM are based on the 
difference between the annual time series from satellite altimetry [14] and the tide gauge using the 
procedure advised in Ostanciaux et al. (2012) [31]. “Type 3” VLM are based on the procedure advised 
in Pfeffer and Allemand (2016) [32]. Error margins depicted in each panel are 95% CL. Refer to Figure 
1 and Table 1 for station ID details. 

Notwithstanding the aforementioned issues, the analysis undertaken of tide-gauge records and 
projection-modelling outputs permits one to take advantage of their considerable length, enabling 
the application of improved time-series techniques to isolate the trend (associated with external 
climate forcing) from the contaminating dynamic influences that persist on decadal to multi-decadal 
and longer cycles [38–43]. By comparison, the altimetry products used to evaluate the CMIP5 SSH 
projection-model outputs [4], though having the advantage of broad ocean coverage to a fixed 
reference datum, have limited utility in separating out the aforementioned type of contaminating 
influences on longer timescales owing to shortness of the records at this point in time (post late 1992). 

It is worthwhile appreciating differences between the current paper and the contemporary 
analysis undertaken in Meyssignac et al. (2017) [10]. This recently published work compared 20th-

Figure 7. Comparison of VLM and GIA rates for each station record. GIA estimates are those used in
AR5 [5] based on an average of Peltier [33] and Lambeck [34] provided by ICDC [6]. “Type 1” VLM are
based on ULR6 GPS solutions [30] provided by SONEL [29]. “Type 2” VLM are based on the difference
between the annual time series from satellite altimetry [14] and the tide gauge using the procedure
advised in Ostanciaux et al. (2012) [31]. “Type 3” VLM are based on the procedure advised in Pfeffer
and Allemand (2016) [32]. Error margins depicted in each panel are 95% CL. Refer to Figure 1 and
Table 1 for station ID details.

It is worthwhile appreciating differences between the current paper and the contemporary analysis
undertaken in Meyssignac et al. (2017) [10]. This recently published work compared 20th-century
regional sea-level trends between an ensemble of 12 climate-model simulations using enhanced input
on a range of sea-level contributions and that of 29 tide-gauge observations. This work concluded
a general agreement between simulated sea-level and tide-gauge records in terms of interannual
to multidecadal variability over the period 1900–2015. It is worth appreciating that this work
acknowledges that the trends determined from the tide-gauge records are potentially dominated
by decadal to multidecadal internal variability, and that the trend analysis of both types of data
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relies on simple linear regression techniques applied over the period corresponding to the available
tide-gauge record (Dr. Benoit Meyssignac, Laboratoire d’Etudes en Géophysique et Océanographie
Spatiales, 2017, pers.comm., 12 October). By comparison, this current study takes advantage of more
advanced techniques to first remove the influence associated with decadal to multidecadal internal
variability from both the tide-gauge data and AR5 projection-model ensembles of sea surface heights
before comparing the results for the decade of common coverage (2007–2016). Both studies provide
broad agreement between observational and simulated sea levels when error margins are taken into
consideration and within the limits of the respective analyses undertaken. A logical next step might be
to reapply the techniques espoused in this paper to the gridded outputs of the enhanced climate-model
simulations developed in Meyssignac et al. (2017) [10] when they are available.

5. Conclusions

The utility and importance of climate models continues to grow in line with strengthening
evidence of a changing climate system [2,44–47], in order to provide credible projections for risk
assessment (e.g., [48–50]) to guide necessary policy development, mitigation and adaptation responses.
The climate models themselves are an integral tool in understanding and interpreting the complex
science and interrelationships of Earth systems and climate.

Despite the increasing complexity and resolution of these models, their utility for future
projections will always be conditional on their ability to replicate historical and recent observational
global and regional data trends of importance (such as temperature, sea level, CO2 trends, etc.).

This paper provides a snapshot of how closely current rates of sea-level rise from observational
data records (tide gauges) are represented by the ensemble mean of the AR5 model-projection
products at the regional scale, considering 19 sites across the global ocean over the period of common
coverage (2007–2016). The application of SSA (described in Section 2) provides the means by which to
efficiently isolate the externally (or climate-change) forced signal from all other contaminating dynamic
influences (including internal climate modes) for both types of data. This represents a significant
improvement in overcoming the bias associated with trend comparisons in the presence of internal
climate mode influences.

Corrections for VLM based on the difference between the tide-gauge record and satellite altimetry
permit a more consistent approach for correcting the “relative” velocity from the tide-gauge record
to “geocentric” rates for direct comparison to the projection-model outputs. With such corrections,
it could be concluded that the observational and model-projected average velocity agree across all
RCP experiments at the 95% confidence level. However, the error margins are quite wide, masking
the fact that the mean “geocentric” velocity for the model-projection products are higher than the
mean of the observational records for nearly all stations across all RCP experiments, and are likely in
the range of 1.6–2.5 mm/year. At the 95% confidence level across all RCPs, there is no clear spatial
pattern to the larger differences between the mean velocities of projection model outputs and the
observational records.

Different VLM estimates have been considered as a sensitivity analysis in this paper with all
respective analyses confirming similar results and providing more robustness to the general findings
herein. However, significant discrepancies have been observed between various VLM estimates at
the sites under consideration in this paper. Notwithstanding this, every effort should be made to
continue investigating methodologies to make better use of the lengthening satellite altimetry records
in this regard, with benchmarking against direct GPS measurements, such as espoused in Pfeffer and
Allemand (2016) [32], which will continue to augment and improve the utility of the long tide-gauge
records available.

The analysis within this study might provide an early warning sign that the evaluation of
ocean model components with respect to projected mean sea level could be relevantly improved.
In addition to integrating more advanced oceanographic phenomena at increasingly finer resolution
into the ocean model components (e.g., [8–10]), the techniques espoused might also be considered
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part of the evolutionary process by which to improve the robustness and veracity of these critical
projection-modelling tools at increasingly finer resolution over the course of CMIP6 [3] and AR6 [7].
With the rate of sea-level rise (or velocity) a key parameter upon which to evaluate model outputs,
the lengthy tide-gauge records provide an additional level of enhanced capacity in this regard at
increasingly finer resolution.

This situation could be further improved by augmenting the available records in the global data
repository of the PSMSL through:

• searching for additional tide-gauge data records of sufficient length (at least 75–80 years) to
improve the global spatial coverage of the station records used in this paper, in particular around
important margins including the southern coasts of the African continent and along the coastlines
of China;

• investigating methods to fill long records in other key areas such as Aden, Yemen (dating back
to 1879) and Takoradi, Ghana (dating back to 1930), supplementing the critical work already
undertaken to extend PSMSL records (e.g., [13]); and

• contributing data custodians ensuring up-to-date data is supplied in a timely manner.

Supplementary Materials: The Supplementary Materials are available online at http://www.mdpi.com/2077-
1312/6/1/11/s1.
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