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Abstract: The evaluation of the coastal hazard and vulnerability caused by storm conditions
is an important issue related to coastal flooding and erosion. Although these topics have been
widely tackled by past research, they cannot be avoided, but need to be carefully managed by local
authorities in order to limit damage to coastal infrastructure, to protect human life, habitats and
sensitive species. Usually, this issue is tackled through common approaches at the regional scale.
This paper illustrates the first steps of a research project aimed at assessing coastal hazard and
vulnerability to wave-induced flooding at the national scale. In order to apply the method to the
national scale, it is necessary to select a suitable dataset. This has to be consistent with the whole
application area, concerning its spatial distribution, reliability and availability. Thus, one of the
aims of this project is to perform a comparative analysis using data available at the national and
local scale. The analysis was performed for the area of Montalto di Castro (Tyrrhenian Sea) by
using datasets with different spatial resolutions. The results revealed that the use of low resolution
data does not significantly affect the estimated nearshore wave features, while the wave runup in
underestimated by about 25%. This underestimation influences also the vulnerability and hazard
assessments. In particular, the vulnerability is conservatively assessed if low resolution data are
used. On the other hand, the hazard is conservatively assessed when low resolution data are used
only if the wave runup is amplified by considering the 25% underestimation. The results presented
herein can be extended to other sites with the same general features (i.e., microtidal and dissipative
coastal stretches).

Keywords: coastal vulnerability; coastal hazard; coastal flooding; risk and probability

1. Introduction

This paper deals with flooding related to storm events. This is a threat to life and to socioeconomic
and environmental assets. Moreover, the erosion phenomena intimately related to flooding events may
worsen the threat. Coastal managers and policy makers need to make effective and timely decisions
on the use of resources in the immediate and longer term (e.g., [1–5]). Thus, for a proper assessment
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and management of the coastal risk, the interactions of the main physical variables (i.e., coastal
geomorphology, coastal slope, shoreline evolution, mean spring tide range, wave climate) must be
analyzed at different spatial and time scales. Therefore, there is the need to integrate tools able to take
into account, at different complexity levels, the interactions between the main factors that drive coastal
hydrodynamic and sediment transport patterns (e.g., [6–8]).

Coastal risk is the result of the interaction of one (or more) hazards and one (or more) stakes
(i.e., human, economic or environmental value of the elements exposed to the hazard); while,
coastal vulnerability is considered as “the capacity of a system to sustain hazardous events based
on its fragility, taking into account both the hazard and the structural factors (the socioeconomic,
cultural, political, and institutional context)” [1]. Thus, coastal risk is related to a future situation
that has a more-or-less high probability of occurrence, then it is clearly different from dangerous
events’ management. However, it has been observed that different interpretations of the same
concepts (i.e., the vulnerability, the hazard and the related risk) may lead to different studies and
conclusions (e.g., [9,10]). FLOODsite (e.g., [11]) defines the flood risk as two alternatives. The first
one (risk = hazard × exposure × vulnerability) makes use of three elements: floods posing a hazard,
i.e., a phenomenon that potentially has destructive effects; exposure, i.e., the (value of) elements
exposed to hazard and vulnerability (of the area of interest, as well as of the society) that can be
destructed by hazard. The second definition (risk = probability × consequences) takes into account
the probability of the flood. Herein, the coastal “vulnerability” is used to classify the coastal stretch
features (i.e., geomorphology, coastal slope, mean significant wave height) according to a degree
scale (from low to very high vulnerability, [10]). On the other hand, the coastal “hazard” is defined
as the probability of occurrence of a natural phenomenon that induces coastal flooding (i.e., [10]).
Accordingly, a Coastal Vulnerability Index (e.g., [12]) and a Coastal Hazard Index were both evaluated
in the study illustrated herein. It has to be stressed that the “exposure” needed to evaluate the coastal
risk, i.e., the evaluation of elements exposed to hazards based on the analysis of the economic value of
elements at risk, is not tackled at all in the present paper. To satisfy the requirements of the Floods
Directive 2007/60/EC, which includes regulations to evaluate and manage flood risks both from rivers
and along EU coastlines, some European States have adopted methodologies at the national scale,
others at the regional scale [13,14]. In Italy, coastal vulnerability is usually evaluated by the local
authority at the regional scale, where the development of methodologies able to produce risk maps for
coastal flooding is now an urgent matter (e.g., [4]). This depends on the high frequency of storm events
that impact Italian coasts, often characterized by the presence of relevant economic and commercial
activities, of protected and/or sensitive marine-coastal habitats (sensu the Habitat Directive, e.g., [15]).

The first step for the coastal vulnerability and hazard assessment is the evaluation of the site
characteristics. In order to study all the changing patterns within a coastal system, modeling approaches
are often adopted to model waves, water levels and morphological features (e.g., [2,16–19]) applicable at
different scales. However, the development of a replicable approach applicable at the national scale
requires a suitable and homogeneous (in terms of its spatial distribution, reliability and availability)
dataset on the whole area of interest and modeling approaches whose results must be reliable for
different coastal expositions (i.e., morphological type).

Within the research described herein, significant wave heights were considered to evaluate wave
runup along the coast, by using standard empirical formulations. Indeed, wave runup is of utmost
importance to coastal engineers, land planners and environmental managers (e.g., [20]) as it plays a
crucial role in beach dynamics and in defining back lines (for different storm events) for private or
municipal planning/projects. However, there are some complications related to the application of
available formulations on sandy beaches (e.g., [21]) because the formulas were historically derived for
hard structures with steep slopes, while sandy beaches tend to have much flatter slopes and move
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freely in response to wave action (e.g., [21,22]). For this reason, in the last few decades, researchers
paid attention to the wave runup estimation also for irregular waves on natural beaches. The first
empirical formulations rely on the hypothesis of regular waves impinging the shore (e.g., [23–26]),
based on physical model tests. Afterwards, irregular wave runup was investigated in order to extend
the formulation to real-world sea states and natural beaches (e.g., [27–32]).

This paper aims to illustrate the results of the first steps of a method for evaluating the coastal
vulnerability and hazard at the national scale. The main goal of the whole research is to provide a
general method aimed at providing a preliminary fast evaluation of the vulnerability and hazard of
storm-induced flooding. Therefore, the proposed method has to use parameters related to the main
morphological features (e.g., emerged and submerged beach extension, beach slope, water depth)
and to the wave climate (e.g., offshore and nearshore wave climate, storm surge). Indeed, a series of
field data is usually available at the national scale that allows one to estimate, even if with a lower
reliability if compared to local scale data, the emerged beach features (i.e., DEM provided by national
or international institutions, e.g., [33]), along with the submerged beach features (i.e., bathymetric
data provided by national or international institutions, e.g., [34]) and wave climate (i.e., wave buoy
networks or mareographic stations networks or meteorological centers, e.g., [35,36]). In other words,
the aim of the project is to develop a uniform approach, replicable at the national scale, aimed at
evaluating the preliminary assessment of coastal vulnerability and hazard related to flooding, the first
steps for coastal risk assessment, thus useful as a decision support tool for coastal zone management.

In order to assess the reliability of the method, a comparative analysis was performed for the area of
Montalto di Castro (Tyrrhenian Sea, Italy) as a case study. By using datasets with different spatial resolutions,
the results (i.e., coastal vulnerability and hazard indexes) were compared and the reliability assessed.

The paper is structured as follows. The next section is aimed at giving the details of the employed
methods. Then, the study area and available data are described in the succeeding section. Section 4
illustrates and discusses the main results of the study. Concluding remarks and the description of the
ongoing research close the paper.

2. Methods

This paper aims to illustrate the first step of a methodology for coastal flooding risk assessment
(Figure 1). The shaded boxes in the bottom-left part of the workflow of Figure 1 highlight the issues
actually addressed in this paper. Indeed, the research aims to evaluate, at least within a preliminary
stage, the role of the reliability of wave climate and beach morphology upon the coastal vulnerability
and hazard assessments in order to provide a method to be applied at the national scale. Such a method
demands several considerations that may have an impact on the results in terms of vulnerability and
hazard assessments: the viability of the analysis at the national scale, the availability of field data,
the sensibility of the results to the wave runup estimates, etc. The present papers aims to analyze the
role of the resolution of the field data to the results of vulnerability and hazard assessments. Therefore,
the field data have to be available and homogeneous at the national scale.

The selected sources exist in European databases as the one provided within EMODnet for
bathymetry (European Marine Observation and Data Network, e.g., [34]) and by the ECMWF
(European Centre for Medium Range Weather Forecast) open database ERA-Interim for sea waves [36].
Furthermore, data provided by the Italian buoy network (managed by ISPRA) and the DEM (digital
elevation model) produced by the Italian Ministry for the Environment were used (hereinafter “national
scale data”).
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Figure 1. Workflow of risk assessment. The shaded boxes highlight the issues tackled in this work.

These data are used to set up input data and a modeling scenario to propagate sea waves toward
the coast. The results have been compared with those obtained by the same scenario built on detailed
data (hereinafter “local scale data”), only available at the local scale in some areas; in particular, LiDAR
and multibeam data were used to model the bathymetric configuration.

Then, both national-scale and local-scale data were used, and:

• nearshore wave conditions;
• wave runup;
• Coastal Vulnerability Index;
• Coastal Hazard Index

were estimated in order to evaluate the influence of the resolution of the data on the vulnerability and
hazard assessments.

2.1. Nearshore Wave Conditions

The SWAN model (Simulating WAves Nearshore, e.g., [37]) was used to propagate the off-shore
wave conditions towards the coast up to water depths equal to 20 m, 10 m and 5 m. The offshore wave
climate used to force the model at the boundary is obtained from the ECMWF ERA-Interim dataset
(grid point closest to the buoy of Civitavecchia location belonging to the National Buoy Network,
period 1979–2015). These data have been corrected by comparison with in situ data from the RONbuoy
of Civitavecchia. This was achieved by evaluating a calibration factor to solve the known problem of
the underestimation of the wave height (e.g., [38]) in the ERA-Interim database.

The data were classified in terms of significant wave height (Hm0) and the mean direction (Dm)
joint frequency table (hereinafter Hm0 −Dm JFT). Classes used in the table are identified by 0.5 m-wide
bins for the wave height and 10 deg-wide bins for the direction. Then, only one element from each class
of the table was selected to be used as the boundary condition for the SWAN model. The representative
element selected from each class is the central one (with respect to the significant wave height and
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mean direction ranges of variation within the class). In this way, the number of sea states to be
propagated towards the coast is reduced from many thousands (i.e., the whole offshore time series) to
a few hundreds. The only issue to solve is the lack of a period (i.e., the peak period Tp) to be assigned
to the Hm0 − Dm couples characterizing the representative elements of the table. The issue is solved
by analyzing the original data through a significant wave height-peak period joint frequency table
(hereinafter Hm0− Tp JFT). Then, each Hm0−Dm couple obtained from the Hm0−Dm JFT is completed
with the Tp corresponding to the most populated classes in the Hm0 − Tp JFT, corresponding to the
Hm0 value in the Hm0 − Dm couple. The Hm0 − Dm − Tp trios obtained in this way, representing the
whole wave climate in the area, have been propagated toward the coast through the SWAN model
as stationary conditions. The next step is to decompose each element in the ECMWF ERA-Interim
corrected dataset in a bilinear interpolation of classes present in the Hm0 − Dm JFT. Then, the coastal
propagation of each sea state is obtained using the same interpolation factors applied to the elements
corresponding in the transfer function to the elements of the Hm0 − Dm JFT used in the bilinear
interpolation.

2.2. Wave Runup

The seminal work carried out by Hunt [26] first addressed the influence of the Iribarren
number [28] upon the wave runup on smooth slopes, related to the wave runup on coastal structures
(e.g., [39]). The Iribarren number (ξ0, also known as the surf similarity parameter) aims to relate the
slope of the beach (or coastal structure, β) to the offshore wave steepness (= H0/L0, H0 being the
offshore wave height and L0 = g/2/πT2 the offshore wave length evaluated on the basis of wave
period T):

ξ0 =
tan β√
H0/L0

. (1)

Other definitions of the Iribarren number may be found when different wave heights (i.e., breaking
wave height) or wave periods (i.e., either the peak or mean wave period) are used.

A few years later, Guza and Thornton [40] studied extensively the statistics of swash on
natural beaches both in the laboratory and in the field. They found that the significant wave runup
(including both wave setup and runup) is linearly proportional to the significant deep-water wave
height. This was observed to be true only for low Iribarren numbers by Holman and Sallenger [41].
They analyzed a series of field data for a moderately steep beach (Duck, North Carolina), and they
found a rough linear trend between the non-dimensional setup (normalized by using the offshore
wave height) and the Iribarren number. Then, Holman [29] used the same data as Holman and
Sallenger [41] in order to get an estimate of the 2% exceedance level of wave runup. The data were
observed to be well parameterized in terms of Iribarren number. Moreover, it was observed that the
total runup is more scattered than the wave runup (i.e., the total runup but the swash component).
The research works performed by Mase and Iwagaki [42] and Mase [43] were among the first ones
aimed at experimentally investigating the runup of irregular waves on gentle slopes made of smooth
and impermeable materials. They gave a power law able to estimate some statistical measures
(i.e., maximum value, mean value, 2% exceedance level) of the non-dimensional wave runup as a
function of the Iribarren number. Later, Nielsen and Hanslow [30] performed a study on a wide range
of natural beach (i.e., from reflective to dissipative) by observing that the influence of the Iribarren
number on the wave runup is rather limited for flat beaches (i.e., for tan β f ≤ 0.10, with β f the beach
face slope). This aspect was also highlighted by Douglass [22] who reanalyzed the data of Holman [29]
by observing that the wave runup data show little dependence on the beach slope. It is worthy to
notice that the field data of Holman refer to a moderately steep beach (Duck, NC, USA) for which
tan β f ' 0.1, thereby confirming the results of Nielsen and Hanslow [30]. The low influence of beach
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slope for flat beaches was further confirmed by Ruggiero et al. [44] for dissipative beaches (Oregon).
Stockdon et al. [31] decomposed the wave runup into the wave setup, i.e., the time-average of the
water level elevation at the shoreline and the swash (both in the incident and infragravity band), i.e.,
the time-varying fluctuation of the water level about the wave setup. By analyzing a wide dataset for
beach foreshore slope β f within the range 0.01–0.11, they proposed a general relationship giving the 2%
exceedance level of wave runup (R2):

R2 = 1.1
{

0.35β f
√

H0L0 +
1
2

[
H0L0

(
0.563β2

f + 0.004
)]1/2

}
, (2)

and by confirming that for the dissipative beach (i.e., ξ0 < 0.3, with ξ0 the Iribarren number estimated
with offshore wave height and wave length), the beach slope plays a minor role:

R2 = 0.043
√

H0L0, (3)

It has to be stressed that beach slope β f in Relationship (2) was defined as the average slope over a
(vertical) region ±σ, with σ equal to the standard deviation of the continuous water level record. It has
been demonstrated that Equation (2) provides a reasonable estimation also under hurricane surge and
wave conditions and for coastal berms and dunes by adopting the runup Iribarren number and berm
reduction factor proposed by Park and Cox [45]. Further, Roberts et al. [46] analytically demonstrated
that for flat sandy beaches, the total wave runup is not a function of beach slope if bottom friction
is neglected, and they proposed a rather simple relationship for which the total wave runup equals
the significant breaking wave height based on movable experimental large-scale tests. As the beach
slope is usually hard to estimate, Mather et al. [47] proposed an empirical formulation based on the
estimation of a representative beach slope up to the 15-m offshore contour, successfully applied to a
case study along the South Africa coastline. Polidoro et al. [48] proposed to use spectral parameters
(i.e., peakedness parameter) and the Iribarren number estimated by using the spectral mean period for
a shingle beach (i.e., rather steep beaches).

It is rather clear that the wave runup has been extensively studied, and many empirical
formulations are available in the literature. In the research presented herein, the wave runup elevations
were estimated for the two considered scenarios, i.e., by using data available at the national scale
and data available only at the local scale, by means of the empirical Formulation (2) as proposed by
Stockdon et al. [31].

2.3. Coastal Vulnerability Index and Coastal Hazard Index

In order to assess the coastal vulnerability, i.e., to classify the coastal stretch in terms of its physical
features related to the proneness to coastal flooding, the Coastal Vulnerability Index (CVI) proposed
by Gornitz et al. [12] and used by several studies (e.g., [10,49–51]) has been considered. The CVI has
been modified and used for the case study described in Section 3 in order to adapt it to the intrinsic
parameters of the considered area.

In particular, factors aimed at describing the slope of the submerged beach (FS), the extension of
the area prone to be flooded (FA), the distance away from the coastline of the −10.0-m contour (FD)
and the nearshore mean significant wave height (FW) are considered:

CVI =

√
FSFAFDFw

4
. (4)

Each factor can be converted to a 1–4 scale, Class 1 being aimed at indicating low vulnerability
and Class 4 indicating very high vulnerability. With respect to other studies (e.g., [49,51]), the “very
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low” and “low” rankings of coastal vulnerability have been merged together. It could be stressed
that the results are not affected by this assumption, at least for “moderate”, “high” and “very high”
vulnerability assessments. Usually, the ranking of each factor is based on qualitative reasoning and
on the distribution of the data (i.e., the quartile range if four ranks are used) of the area of interest
(e.g., [49]). As the present work is aimed at assessing the vulnerability of a rather small study area,
the ranking of each factor has been defined on the basis of the literature review (e.g., [10,49–51]) and of
typical values of Italian coasts.

The factor FS, used to describe the slope of submerged beach, has been defined by evaluating
the mean slope of the considered cross-section spanning the vertical region from the reference depth
(i.e., 10 m) up to the coastline. The ranking of the factor FS has been defined on the basis of the
suggestions of Martínez-Grana et al. [51]: the higher the slope, the lower the coastal vulnerability
(see Table 1).

The factor FA, used to describe the extension of the flooded area, has been defined as the horizontal
distance from the coastline up to the +2.0-m contour inland. The ranking of this factor has been defined
by means of the same rationale of the definition of the ranking of factor Fs: the higher the extension of the
flooded area, i.e., the lower the emerged beach slope, the higher the coastal vulnerability (see Table 1).

Table 1. Factors ranking needed to evaluate the Coastal Vulnerability Index (CVI).

Factor Low (1) Moderate (2) High (3) Very High (4)

FS (deg) >2.3 1.1–2.3 0.6–1.1 <0.6
FA (m) <50 50–105 105–190 >190
FD (m) <250 250–500 500–1000 >1000
FW (m) <2.0 2.0–3.0 3.0–4.0 >4.0

The factor FD, used to describe the morphodynamic activity of the beach, has been defined as
the horizontal distance of the reference water depth (i.e., 10 m) from the coastline. The ranking of
this factor has been defined by observing that the higher the distance of the reference water depth,
the higher the storm surge (i.e., [52]), the higher the vulnerability.

The factor FW , aimed at describing the wave climate, has been defined as the mean value of the
annual maximum of significant wave height at the nearshore limit (i.e., at a water depth equal to 10 m).

It has to be observed that the selection of the parameters to be considered in the analysis depends
on the identification of the significant driving processes (e.g., [10]). Indeed, the number and type of
parameters to be included in the definition of CVI change as the study area changes (e.g., [12,49,51]).
In the analysis presented herein, some driving processes have been neglected as they are assumed as
insignificant or out of the scope of the analysis, such as tidal range factor and sea level factor (e.g., [51]).

The Coastal Hazard Index (CHI) is aimed at including in the analysis the hazard assessment.
It can be related to the probability that coastal flooding could actually threaten the coastal stretch.
The CHI is defined as follows:

CHI = R50, (5)

where R50 is the return level of the 2% exceedance wave runup related to a return period equal
to 50 years. The values of R50 may be estimated by means of a standard statistical inference
(by considering the generalized extreme values’ probability distribution) on the wave runup induced
by sea storms identified by Peak Over Threshold (POT) analysis (e.g., [53]). Table 2 synthesizes the
ranking of the CHI defined with the same rationale employed to define the ranking of factors involved
in the CVI definition.
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Table 2. Ranking needed to evaluate the Coastal Hazard Index (CHI).

Low (1) Moderate (2) High (3) Very High (4)

CHI (m) <1.0 1.0–1.5 1.5–2.0 >2.0

3. The Case Study of Montalto Di Castro

3.1. Site Description

Montalto di Castro’s coastal stretch is located in the central Tyrrhenian Sea (northern part of
Lazio Province, Italy) and oriented in a SE-NW direction (Figure 2). Sandy-muddy sediments, with an
increase in the muddy fraction moving southwards and offshore [54], characterize the coastal zone.
Relevant economic and commercial activities and typical Mediterranean environmental ecosystems
are present in the area. The emerged beach is limited by coastal dune formation often established by
coastal vegetation [55]. Coastal dunes are subject to periodic erosive processes in the northern part
(between Ansedonia and the Arrone River), while they tend to increase in amplitude moving towards
the south direction (between Montalto and Riva dei Tarquini), where dunes’ width reaches the mean
and highest values of about 100 m and 400 m, respectively [55]. The submerged beach is slightly
sloping and presents an irregular sea bottom with several features (such as palaeoridges covered by
recent sediments, palaeochannels and Posidonia oceanica meadows).

An in-depth analysis of the field data was performed in order to characterize typical water
level and wave conditions. Based on the analysis of the water level collected by means of the
mareographic station deployed in Civitavecchia Harbor, about 30 km to the southeast of the considered
site (geographical location 42°05′38.25′ ′ N, 11°47′22.73′ ′ E, time interval spanning from 1986 up to
2015), the Highest Astronomical Tide (HAT) and the Lowest Astronomical Tide (LAT) measured with
respect the mean water level are equal to about 20.0 cm and −18.0 cm, respectively, while the Mean
High Water Spring (MHWS) and Mean Low Water Spring (MLWS) are equal to about 16.0 cm and
−15.0 cm, and Mean Low Water Neap (MLWN) are equal to about 11.0 cm and −9.0 cm, respectively.
The characterization of the meteorological tide (i.e., storm surge) led to an estimation of about 45 cm
for frequent conditions (return period equal to two years) and about 65 cm for rare conditions (return
period equal to 200 years). As far as wave climate is concerned, based on the analysis of the data
provided by the ERA-interim research project (e.g., [36], computational point 42.0° N, 11.25° E),
the considered site is characterized by an offshore mean significant wave height equal to about 0.90 m.
The waves come mainly from the west, southwest and south sectors.

3.2. Data

The bathymetry used in the model scenario based on national scale data was obtained by
triangular interpolation with respect to EMODnet point data [34] and the model grid. A 500-m
resolution grid was first used, in order to produce proper boundary conditions for five nested grids
with a resolution of 250 m (Figure 2). In particular, results corresponding to 5-m, 10-m and 20-m
water depths were selected among all the cells in the nested grids. In this way, for each output point,
a transfer function was defined as a table that contains Hm0 and Dm corresponding to the coastal
propagation of each selected offshore condition (see Section 2.1).

One of the nested grids was also used to perform the detailed model scenario. A high resolution
topo-bathymetric dataset, for the selected case study, was obtained by merging topographic and
bathymetric LiDAR data (acquired within the LIDLAZproject, on 9 May 2009 during good weather
conditions [55]) and multibeam data (acquired from Lazio Province). LiDAR and multibeam data
were processed to obtain the topographic and bathymetric configuration on regular grids (25 × 25 m).
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Then, bathymetric data, obtained through triangular interpolation of the two merged layers, were used
in the detailed modeling scenario.

The offshore wave climate has been evaluated using half hourly measurements collected by
the directional wave buoy of Civitavecchia, about 50 km south from the Montalto di Castro coast
(40°52′0.1′ ′ N, 12°56′60.0′ ′ E), belonging to the Italian Buoys Network. The analyzed wave data cover
a 16-year period, from 1989–2005, and consist of significant wave height (Hm0), peak wave period (Tp)
and mean wave direction (Dm). Furthermore, the wave data provided by the ERA-Interim research
project were used in order to consider a wider temporal interval (spanning from 1979 up to 2015) of
the wave observation.

Figure 2. Montalto di Castro study area (Central Italy, Tyrrhenian Sea). The box in the bottom left report
the grid of the numerical simulation (the color scale refers to the bathymetry based on EMODnet data).
Both the large grid (500-m resolution) and the nested grid (250-m resolution) used for the comparison
of two modeling scenarios are depicted. The box in the top right shows topo-bathymetric data used
in the detailed model scenario (i.e., LiDAR data collected within the LIDLAZ project, Lidar Survey
of the Lazio Province coastline, and multibeam data provided by Lazio Province). Red solid circles
indicate to the points where the wave climate has been compared (the one closer to the coast refers to
the detailed model scenario).

4. Results and Discussion

As already underlined, the analysis described herein is devoted to assessing the reliability of
the results when national-scale data are used. Hence, the results obtained by using data known at
the national scale are compared to those obtained when local-scale data (and rarely available at the
national scale) are considered. Therefore, (a) nearshore wave parameters (i.e., significant wave height)
and (b) empirical estimated wave runup obtained for the two scenarios have been compared. Then,
the Coastal Vulnerability Index (CVI) and the Coastal Hazard Index (CHI) described in Section 2.3
have been estimated.
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4.1. Nearshore Wave Parameters

As an example, the significant wave heights computed at the water depth of 10 m in approximately
the middle position of the examined area were compared for the national- versus local-scale analyses
(solid circles in Figure 2). Similar results are obtained for different locations along the coastal stretch.

The mean absolute difference between the significant wave height values of the two nearshore
wave time series on the whole period is equal to 2.33 cm, while the mean difference (the differences
being positive if the significant wave height is estimated by using national-scale data (Hs−ns) is higher
than the ones obtained by using local scale data (Hs−ls) is equal to −1.74 cm. It could be useful to
know that the mean value of the nearshore significant wave height evaluated on the basis of local
scale data is equal to about 0.46 m. It has to be noticed that the mean nearshore significant wave
height is lower than the mean offshore significant wave height as some of the offshore sea states cannot
propagate toward the considered coastal stretch. Therefore, the use of national-scale data leads to
a slight underestimation of significant wave height. This is confirmed by the kurtosis (greater than
zero) and skewness (lower than zero) of the Empirical Probability Density Function (EPDF) of the
differences (lower left panel of Figure 3) and by the best fit line slope equal to 1.06 (upper left panel of
Figure 3), i.e., the significant wave heights computed by using local-scale data are about 6% higher,
on average, than those computed by using national-scale data.

The same big picture may be drawn looking at the percentiles of the maximum significant
wave height of sea storms identified by using a threshold value equal to 2.3 m within the frame of
the standard Peak Over Threshold technique (POT method, right panels of Figure 3). On average,
the percentiles estimated by using national-scale data (Hp

s−ns) are about 11% lower than the ones
estimated by using local-scale data (Hp

s−ls, upper right panel of Figure 3). The underestimation
observed when national-scale data are used is confirmed by the mean error of the difference between
the percentiles estimated by using national-scale and local-scale data equal to −3.34 cm and the
kurtosis and skewness of their EPDF (lower right panel of Figure 3). It has to be stressed that the results
described herein in terms of nearshore wave parameters, evaluated at the 10-m contour depth, can be
extended to other sites for which the beach morphodynamics can be supposed to be unimportant for
such a water depth (i.e., roughly if the depth of closure is lower than 10 m, e.g., [56,57]).

4.2. Wave Runup

The wave runup has been estimated by using Formulation (2) proposed by Stockdon et al. [31].
The application of Equation (2) needs the evaluation of the offshore wave conditions (i.e., H0 and L0)
and of the beach slope. For both national-scale and local-scale data, the beach slope has been evaluated
by considering the mean slope of the vertical region whose height is two-times the breaking depth,
considered as a measure of the standard deviation of the continuous water level record (the use of the
standard deviation is suggested by Stockdon et al. [31]). The breaking depth has been simply estimated
by means of linear theory and the 0.78-criterion (i.e., the ratio of breaking wave height to water depth
equal to 0.78, e.g., [58]); moreover, also the mean slope of the vertical region from a representative
depth up to the elevation equal to the breaking depth (emerged). The representative depth was selected
equal to 10 m, as the local-scale bathymetric data reach a depth of about 12 m. It has to be stressed that
the same methodology was proposed by Mather et al. [47] with a reference depth equal to 15 m. Hence,
four estimations of the 2% exceedance wave runup have been carried out for the whole offshore wave
time series and for 25 selected sections of the study site (distance between sections equal to 500 m).
Two of them refer to the national-scale data (i.e., R2−ns−hb and R2−ns−hr, the former being related to
the mean slope defined on the basis of breaking depth (hb) and the latter to the mean slope defined on
the basis of the representative depth (hr) and breaking depth) and two of them to the local-scale data
(R2−ls−hb and R2−ls−hr). The estimation achieved with local-scale data and by considering the mean
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slope over the vertical region defined on the basis of breaking depth (i.e., R2−ls−hb) has been taken
as the reference value. Then, the ratio R∗ of the estimated 2% exceedance wave runup (i.e., R2−ns−hb,
R2−ns−hr and R2−ls−hr) to the reference value (i.e., R2−ls−hb) has been computed for the whole offshore
time series. Figure 4 (upper panel) shows the percentiles of the EPDF of ratio R∗.
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Figure 3. Nearshore wave parameters. (Left panels) Statistical analysis of the whole time series
of nearshore significant wave height estimated by using national-scale data (Hs−ns) and local-scale
data (Hs−ls); (right panels) statistical analysis of the percentiles of the maximum significant wave
height of sea storms identified by a threshold equal to 2.3 m when national-scale data (Hp

s−ns) and
local-scale data (Hp

s−ls) are used; (upper panels) scatter plots of significant wave height (either the
whole time series or the maximum of each sea storm) estimated by using national-scale and local-scale
data; (lower panels) Empirical Probability Density Function (EPDF) of the difference of the significant
wave height (either the whole time series or the maximum of each sea storm) estimated by using
national-scale and local-scale data (synthetic information is reported in each plot).

Moreover, the percentiles of EPDF of the maximum 2% exceedance wave runup of sea storms
identified by the standard POT technique have been considered. Therefore, the ratio RP of the
percentiles of the EPDF of the estimated maximum 2% exceedance wave runup of sea storms
(i.e., RP

2−ns−hb, RP
2−ns−hr and RP

2−ls−hr) to the reference value (i.e., RP
2−ls−hb) has been computed.

Figure 4A shows the percentiles of the EPDF of ratio RP.
When the whole 2% exceedance wave runup time series is concerned (Figure 4A), the inspection of

the results reveals that the use of national-scale data leads to the underestimation of the 2% exceedance
wave runup. Nevertheless, the higher the percentile (i.e., the lower the exceedance probability),
the lower the underestimation of 2% exceedance wave runup obtained by using national-scale data.
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It should be noted that the use of reference depth to define the beach slope leads to the underestimation
of the 2% exceedance wave runup with respect to the reference values, also if local-scale data are used
(continuous line in Figure 4A). On the other hand, if the reference depth is used to define the beach
slope by using national-scale data, the estimate of 2% exceedance wave runup is almost the same as
the value estimated by using the beach slope evaluated on the basis of breaking depth. This could be
expected, as it is almost trivial to observe that only detailed surveys may provide a reliable (and high
spatial resolution) estimation of the beach slope close to the shore. From a quantitative point of view,
the underestimation of the percentiles of the EPDF of the whole 2% exceedance wave runup time
series is between 65% (low percentiles ranks) and 25% (high percentiles ranks), with a slight difference
between R2−ns−hr and R2−ns−hb.
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Figure 4. Wave runup. (A): percentiles of the EPDF of R∗ (ratio of the percentiles of the EPDFs of the
estimated whole 2% exceedance wave runup time series, i.e., R2−ns−hb, R2−ns−hr and R2−ls−hr, and the
reference value, i.e., R2−ls−hb); (B): percentiles of the EPDF of RP (ratio of the percentiles of the EPDFs
of the estimated maximum 2% exceedance wave runup of sea storms, i.e., RP

2−ns−hb, RP
2−ns−hr and

RP
2−ls−hr, and the reference value, i.e., RP

2−ls−hb). The error bars refer to the standard error.

When the maximum 2% exceedance wave runup of sea storms is concerned (Figure 4B),
the underestimation observed when national-scale data are used decreases down to about 25%
(percentiles higher than 0.8), almost constant with respect to the percentile ranks. In other words, the 2%
exceedance wave runup estimation based on national-scale data becomes more reliable for extreme
values. It has to be observed that high percentile ranks of the EPDF of maximum 2% exceedance wave
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runup of sea storms are important for hazard assessment, as they are related to rather severe storms
when coastal flooding is likely to occur.

It should be noted that the evaluation of the underestimation of wave runup is based on the
assumption that the 2% exceedance wave runup estimated by using local-scale data is equal to the
real one, at least very similar, i.e., that the formulation proposed by Stockdon et al. [31] is correct in
reproducing the reality. Other runup formulations have been applied and some numerical simulations
performed by using the swash numerical model (e.g., [59]), and almost the same big picture has been
drawn on the basis of the results. However, it has to be strongly underlined that this paper focuses on
the preliminary coastal flood risk assessment, when the reliability of empirical formulations usually
suffices. Of course, when detailed studies are needed, specific numerical simulations have to be performed.

4.3. Coastal Vulnerability Index and Coastal Hazard Index

Each factor needed to compute the Coastal Vulnerability Index expressed by Equation (4) has been
evaluated for a series of 25 cross-sections (distance between sections equal to 500 m) of the considered
area. All the factors have been calculated twice: one time by using national-scale data, one time by
using local-scale data. Figure 5 shows the values of the factors, for all 25 considered sections and for
both national-scale and local-scale data, whilst Figure 6 shows the resulting CVI.

It can be observed that the differences are rather small for FW (mean value of the annual maximum
of significant wave height at the nearshore limit), whilst higher differences for factors FS (slope of
submerged beach), FA (extension of the flooded area) and FD (horizontal distance of the reference
water depth) are observed. The small differences for FW confirm the results in terms of nearshore wave
parameters (see Section 4.1): the use of national-scale data does not significantly affect the reliability of
the results. On the other hand, the use of national-scale data does not allow one to resolve the slope of
the beach, neither in the submerged part nor in the emerged part.

In terms of CVI (Figure 6), the use of national-scale data tends to conservatively assess
the vulnerability of the cross-sections along the considered coastal stretches. Indeed, the use of
national-scale data tends to estimate a higher vulnerability than the use of local-scale data and, thus,
is deemed more conservative. The term conservative is used hereinafter in order to indicate the
safe (i.e., high) vulnerability or hazard assessments. For instance, if the analysis based on the use
of national-scale data leads to higher vulnerability ranks than the ones evaluated on the basis of
local-scale data, then the former analysis is conservative with respect to the latter. The main differences
are related to the factor aimed at describing the extension of the area prone to be flooded. Then,
Figure 7 shows the CVI evaluated on the basis of factors FS (slope of submerged beach), FD (horizontal
distance of the reference water depth) and FW (mean value of the annual maximum of significant
wave height at the nearshore limit), then excluding the factor FA (i.e., the extension of the flooded
area). It can be observed that the discrepancies between the results achieved by using national-scale
and local-scale data are less evident. The use of local-scale data leads to a moderate vulnerability
assessment along the whole coastal stretch, while the use of national-scale data leads to assessing some
proportion of the coastal stretch (about a half of the considered sections) as highly vulnerable.
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Figure 5. Factors for the Coastal Vulnerability Index (CVI) assessment. From the upper panel to the
lower panel: FS (slope of submerged beach), FA (extension of the flooded area), FD (horizontal distance
of the reference water depth, i.e., 10 m, from the coastline), FW (mean value of the annual maximum of
significant wave height at the nearshore limit) evaluated for each cross-section (the x axis reports the
section numbering; see Figures 6–8) along the considered coastal stretch. The shaded areas refer to the
vulnerability levels.
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Figure 6. Coastal Vulnerability Index (CVI) for all the considered cross-sections by using local-scale data
(upper panel) and national-scale data (lower panel). Section numbering, from 1–25, starts from north.
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Figure 7. Coastal Vulnerability Index (CVI) for all the considered cross-sections by using local-scale data
(upper panel) and national-scale data (lower panel) evaluated by excluding the factor FA (i.e., extension
of the flooded area). Section numbering, from 1–25, starts from north.

Furthermore, the CHI has been evaluated twice: one time by using national-scale data (R2−ns−hr),
one time by using local-scale data (R2−ls−hb). Figure 8 shows the results in terms of CHI for each
cross-section evaluated by using both national-scale and local-scale data. It can be observed that
the use of national-scale data tends to unconservatively assess the coastal hazard. Of course, this is



J. Mar. Sci. Eng. 2017, 5, 51 16 of 20

expected in view of the discussion related to wave runup (see Section 4.2): as the wave runup is
underestimated by using national-scale data, then the hazard is unconservatively assessed with respect
to the results obtained by using local-scale data. The CHIs are much more similar between the local and
national scale: the use of national-scale data leads to a lower CHI estimate on only three of 25 stretches.
Nevertheless, if the 2% exceedance wave runup estimated on the basis of national-scale data and
amplified by a factor equal to 1.25 (as found in Section 4.2) is used, the CHI assessment is conservative
(Figure 8, lower panel).
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Figure 8. Coastal Hazard Index (CHI) for all the considered cross-sections by using local-scale data
(upper panel) and national-scale data (middle panel). (Lower panel) The CHI evaluated by using
national-scale data and by amplifying the estimated 2% exceedance wave runup by a factor equal to
1.25. Section numbering, from 1–25, starts from north.

5. Concluding Remarks and Ongoing Research

This paper aims to illustrate the first steps of a research project for assessing coastal vulnerability to
wave-induced flooding at the national scale. One of the aims of the project is to perform a comparative
analysis related to the availability of information at the national scale. The analysis was performed for
the area of Montalto di Castro, a dissipative sandy beach (Tyrrhenian Sea, Italy), by using datasets
with different spatial resolutions.

First, the results show that the estimated nearshore wave features are not significantly influenced
by the differences of bathymetric data. If the wave runup is concerned, it was observed that it is
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underestimated by using field data available at the national scale by about 25% if sea storms are
considered. Indeed, it was shown that the method applied using low resolution datasets retains its
reliability if extreme events are considered (i.e., high energy events). Then, the results obtained by
using data available at the national scale may be of sufficient reliability for the development of criteria
for the preliminary assessment of coastal vulnerability and hazard related to flooding, thus useful as a
decision support tool for coastal zone management and to select the area where more detailed analysis
is needed. Indeed, as also the Floods Directive 2007/60/EC suggests, a national-scale preliminary
analysis should be performed in order to identify the coastal areas that deserve to be analyzed in more
detail. Then, the detailed analysis (i.e., by using local- scale data) could be performed for a limited
number of coastal areas. It has to be stressed that the results of the preliminary analysis (and fast if
compared to a detailed study) are conservative. In other words, the results of the study presented
herein show that, at least for dissipative beaches, as the coastal stretch considered herein, the use of
data available at the national scale allows one to conservatively identify areas that should undergo
detailed analysis.

The research project is still in progress with two main aims: first, to validate the fast method
described in this paper (i.e., the preliminary analyses based on the use of field data available at
the national scale) by using wave runup data measured by means of a video monitoring system;
then, the reliability of the hazard assessment could be compared to real data instead of empirical
formulations. The second aim of the ongoing research is to complete the method with the exposure
evaluation (by using both local-scale and national-scale data) in order to evaluate the coastal flooding
risk (i.e., not only vulnerability and hazard).
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