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Abstract: Automatic weight detection is an essential step in the factory production of Pleurotus eryngii.
In this study, a data set containing 1154 Pleurotus eryngii images was created, and then machine
vision technology was used to extract eight two-dimensional features from the images. Because the
fruiting bodies of Pleurotus eryngii have different shapes, these features were less correlated with
weight. This paper proposed a multidimensional feature derivation method and an Attention-Based
CNN model to solve this problem. This study aimed to realize the traditional feature screening task
by deep learning algorithms and built an estimation model. Compared with different regression
algorithms, the R2, RMSE, MAE, and MAPE of the Attention-Based CNN were 0.971, 7.77, 5.69, and
5.87%, respectively, and showed the best performance. Therefore, it can be used as an accurate,
objective, and effective method for automatic weight measurements of Pleurotus eryngii.

Keywords: Pleurotus eryngii; weight estimation; machine vision; multidimensional features; convolu-
tional neural network

1. Introduction

Pleurotus eryngii (king oyster mushroom) is an edible mushroom of excellent quality,
rich in various plant proteins, amino acids, and polysaccharides [1,2]. In the production of
Pleurotus eryngii, a variety of agricultural wastes could also be used as a culture medium,
which proved the green sustainability of Pleurotus eryngii production. As the largest
producer and consumer of edible mushrooms in the world, China still relies on the manual
weighing method to obtain the weight of Pleurotus eryngii, which cannot meet the demand
of automated production [3].

In recent years, the use of machine vision to predict the weight of agricultural products
has been frequently reported [4–8]. The research methods used in these studies and their
advantages and disadvantages are shown in Table 1. As shown in Table 1, the idea of using
machine vision technology to obtain the shape size of agricultural products and then build
a model to predict the weight was relatively mature, but there was still blank research
on the weight prediction of mushrooms with more special shapes. Now, an efficient and
convenient machine vision method is urgently needed to weigh Pleurotus eryngii.

Table 1. The advantages and disadvantages of different research in agricultural weight prediction.

Researcher Research Object Research Method Advantages Disadvantages

Sa’ad [4] Mangoes Ideal volume
method

The model was simple
and easy to understand

low prediction
accuracy

Xie [5] Carrot
Developing a

stacked ensemble
model

High prediction
accuracy

The modeling process
required a lot of

manual experiments
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Table 1. Cont.

Researcher Research Object Research Method Advantages Disadvantages

Tri [6] Carrot and
cucumber

Slices volume
method

The method was
applicable to a variety

of research objects

The error will be high
when the

fruits/vegetables in
which its special shape

is not axisymmetric

Lee [7] Tomato Semantic
segmentation

High segmentation
accuracy

There was no
innovation in the

prediction algorithm

Ma [8] Apple 3D reconstruction

The principle was
reliable and the

sampling accuracy
was high

Long sampling time

In forming primordia and then differentiating into mushroom buds, the mycelia of
Pleurotus eryngii is influenced by multiple factors such as illumination, so the formation rate
and differentiation rate of primordia are different, and the morphology is different among
fruiting bodies [9–11]. Given this characteristic, predicting the weight of Pleurotus eryngii
requires higher dimensional characteristics to fit the morphology of Pleurotus eryngii. In
the regression estimation task, there is a higher proportion of abnormal data at the sample
level and the feature level of the fungi with morphological differences. For this problem,
manual feature engineering was very difficult and the results may not be satisfactory.

Designing good features for machine learning models, known as feature engineering,
is one of the most important tasks in data analysis [12]. According to the differences
between feature engineering and modeling methods, relevant research could be divided
according to Table 2.

Table 2. The advantages and disadvantages of different research directions based on feature engi-
neering and modeling algorithms.

Feature Engineering Modeling Algorithms Advantages Disadvantages

(1) Manual Mathematical
modeling

Interpretability and
reliability

Strongly experiential and
complex work

(2) Manual Machine learning Interpretability and
universality

Strongly experiential and
complex work

(3) Automatic Deep learning Weakly experiential
and universality

Needs high-performance
computing

Early studies [4] and some studies [13] required strong interpretability belonging to
category (1). The selection of features in these studies were very strict, and the mathematical
modeling methods were also very scientific and strongly interpretable. However, more
studies [5,14,15] belong to category (2), which used modeling methods of machine learning,
such as support vector machines, BP neural networks, random forests, etc. The common
advantages and disadvantages of these two categories were interpretability but need
strongly experiential and complex work.

The disadvantages of manual feature engineering are that it requires a large workload
of manual feature selection and feature analysis, relies on personal experience, and only
uses features with strong correlation [16]. It needed to judge what features the model needs,
limiting the choice of features. The development direction of artificial intelligence is to
hand over various tasks in practical problems to computers as much as possible [17,18].
It is an essential direction of related research to delegate the tasks of feature mining and
feature screening in traditional feature engineering to deep learning algorithms [19]. This
method is widely used in popular research fields with more complex features, such as
economics [20,21], medicine [22], and electronic information field [23,24]. These studies
using artificial intelligence methods for automated feature engineering all belong to cat-
egory (3). Apart from the need for high-performance computing, there are basically no
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disadvantages. Its principle of action can also be deduced and explained on the basis
of certain mathematical theories. According to the error backpropagation algorithm in
deep learning theory, the weight of the network was updated, and better features were
automatically selected to give higher weights during the training process of the neural
network. This method was completely more reliable and efficient than manual feature
analysis, avoiding cumbersome verification and analysis, and could also have better results.

Therefore, this paper proposed a feature derivation and screening method based on
this idea. Based on feature derivation and feature combination, a small number of original
features were power-derived and cross-combined to enrich features in an extensive range.
On this basis, a convolutional neural network with an attention mechanism was designed
to automatically screen and use excellent features. The attention mechanism could help the
convolutional neural network to complete this task, fit the relationship between appearance
size and weight of Pleurotus eryngii within the range of multidimensional features, and
establish a weight estimation model. Automatic weight measurement of Pleurotus eryngii
was realized by artificial intelligence method to promote the industrialization of Pleurotus
eryngii production. This method had a good application prospect for bulk or weight
prediction of most agricultural products.

2. Materials and Methods
2.1. Pleurotus eryngii Sample and Image Collection

All the samples used in this study were fresh Pleurotus eryngii, obtained on the same
day in a supermarket (Nanjing, China), with different shapes and sizes and no apparent
defects or damage to the appearance. The Pleurotus eryngii was stored in a refrigerator
at 4 ◦C before image collection, and all image collections were completed during the
same period. The total samples of Pleurotus eryngii contained 1154 Pleurotus eryngii with
weights ranging from 15 to 265 g, which was sufficiently representative in the weight
range. The Pleurotus eryngii was weighed by a calibrated electronic scale (JCS-600, Kaifeng
Group Co., Ltd., Jinhua, China) with a maximum range of 600 g and a dividing value of
0.01 g.

CMOS camera (MV-CE120-10GC, Hangzhou Haikang Robot Technology Co., Ltd.,
Hangzhou, China) was used for image acquisition. The lens distance of the camera was 0.75 m
from the measured object, and the complete image of Pleurotus eryngii (4024 × 3036 pixels)
was collected under the appropriate field of view (FOV). The scale of Pleurotus eryngii is
obtained by the conversion of the actual size and the pixel size. The conversion relationship
between the actual size (cm) and the pixel size (px) is 1:178.

The image processing algorithms and machine learning algorithms were performed
on Python 3.10 using the open-source computer vision library OpenCV 4.5.4, the machine
learning toolbox scikit-learn 1.1.2, and the neural network toolbox PyTorch 1.2.0 (CUDA
version 11.6). All programs were run on a computer equipped with AMD Ryzen 7-5800H
CPU 3.20 GHz, NVIDIA GeForce RTX 3060 Laptop GPU 6 GB, 16 GB RAM, and Windows
10 operating system.

2.2. Image Processing and Feature Extraction

Image processing aimed to segment the background and object regions and extract the
region of Interest (ROI) to obtain the two-dimensional features of Pleurotus eryngii [25]. The
features included the contour and size information of different parts of Pleurotus eryngii.
The commercially available Pleurotus eryngii was the fruiting body part of Pleurotus eryngii,
including pileus and stipe. The pileus and stipe were essentially the same, and the stipe
was the main part, so the pileus part was not analyzed separately.

Images’ fuzzy semantic information took much work to apply to regression prediction
tasks directly. Therefore, eight original features with actual physical significance were
extracted by using image processing technology, including the projection area (Sroi), contour
perimeter (C), area of the minimum bounding rectangle (Smer), width (W), length (L), and n
diameters (dn). Diameters were selected according to a theory of slice method [6], and the
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larger n was, the more detailed the expression of the volume of Pleurotus eryngii would be.
Considering the number of parameters and the change in Pleurotus eryngii’s diameter, the
shape of Pleurotus eryngii would be better reflected when n = 3 was selected [5].

The image processing process included the following steps, and the output image of
each step was shown in Figure 1: (1) Read the original image of Pleurotus eryngii; (2) Convert
to grayscale image; (3) After Gaussian filtering, edge detection algorithm Canny [26] was
used to solving edge gradient information; (4) Obtain the whole contour and close edge
after morphological processing and hole filling; (5) Draw the minimum bounding rectangle
(MBR); (6) The MBR was divided into four equal parts by three line segments along the
long edge, and the three diameters of Pleurotus eryngii was calculated with the help of the
intersection points between these line segments and the contour edge.
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Figure 1. The output of each step in processing the Pleurotus eryngii image: (a). Original image
(1 cm:178 px); (b). Grayscale image; (c). Gradient edge image; (d). Binary image; (e). Contour
edge; (f). Minimum enclosing rectangle; (g). Schematic diagram of the diameter acquisition method;
(h). Schematic diagram of the features of Pleurotus eryngii.

2.3. Mu Ltidimensional Feature Matrices

The purpose of feature combination was to mine the possible special relationships
between features. This study proposed a multidimensional feature creation method, which
created new features with actual scene significance based on original features through
feature derivation and feature combination, enriched the original sample information,
improved the upper limit of sample prediction ability, and obtained higher prediction
accuracy. These features needed to be combined into a matrix form to satisfy the input
form of the convolutional neural network.
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2.3.1. Summarize the Rules of Multidimensional Features

According to the ideal model method, Pleurotus eryngii was regarded as a cylinder
to calculate, and the ideal volume (V) of Pleurotus eryngii was calculated by Equation (1).
Compared with length, width, and height, shape features had richer semantic information
than these size features. Circularity (E) was calculated by Equation (2), circumferential
diameter ratio (e) was calculated by Equation (3), rectangularity (R) was calculated by
Equation (4), and aspect ratio (r) was calculated by Equation (5). These shape features could
better describe the shape of the contour. All the above features were multidimensional
features generated by combining original features.

V = πd2L/4 (1)

E = 4πSroi/C2 (2)

e = C/L (3)

R = Sroi/Smer (4)

γ = W/L (5)

The above multidimensional features frequently used in agricultural and forestry
research [27,28] could be summarized in the form of Equation (6), where a and b are
original features, k1 and k2 represent different powers, and c is a constant. According to
this rule, the derivation of multidimensional features could be carried out in a wide range.

F = ak1 bk2 c (k1, k2 = ±1,±2) (6)

2.3.2. Feature Combination Method

The 8 size features (Sroi, Smer, C, L, W, d1, d2, and d3) with actual physical significance
obtained by image processing were derived by ±1, ±2 power. All the results were spliced
to form a column vector containing 32 elements. The column vector and its transpose
vector were multiplied to obtain a 32 × 32 feature combination matrix. The process is
shown in Equation (7). The matrix contained size features and shape features of different
dimensions. All elements in the matrix satisfied the combination form expressed by
Equation (6) and were multidimensional features derived from the original features. The
multidimensional features described the irregular morphology of Pleurotus eryngii from
different specific perspectives, which enriched the morphological description of a single
Pleurotus eryngii sample.

A32∗32 = X32XT
32 (7)

The establishment process from the original features to the multidimensional feature
matrix is shown in Figure 2. Through this method, new features could be derived and
combined as much as possible to form a matrix form, which was in line with the input form
of CNN.

The basic design of CNN restricts the ability to model only local information well [29].
The feature matrix was sorted manually, and this arrangement has nothing to do with
the shape of Pleurotus eryngii. Artificial local information would mislead the training of
CNN. Therefore, 8 random number sequences generated by 8 random seeds were used as
indexes, the feature combination matrix’s feature elements were shuffled, and a feature
matrix group with 8 channels was merged as the final input form.
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2.4. Attention-Based CNN

Convolutional neural networks are built upon the convolution operation, which ex-
tracts informative features by fusing spatial and channel-wise information together within
local receptive fields [30]. The convolution kernel is usually regarded as an information ag-
gregate containing spatial information and channel-wise information in the local receptive
field. In this study, a convolutional neural network with an attention module was designed
and applied to the weight estimation task of Pleurotus eryngii, called Attention-Based CNN.

2.4.1. Purpose of the Convolution Operation

In the neural network, the features of Pleurotus eryngii are only used as a numerical
value in the feature matrix. Features in a convolutional neural network are higher dimen-
sional features obtained by the convolution operation of the screening and combination of
multidimensional features of Pleurotus eryngii. In this study, the spatial and channel-wise
information corresponded to the position of elements and the relationship between ele-
ments in the feature matrix of Pleurotus eryngii, respectively. The purpose was to explore
the special relationship between the position of each element in the matrix and the value
through the convolution operation and learn the local optimal description of the weight of
Pleurotus eryngii from the multidimensional feature matrix.

2.4.2. Attention Module and Its Working Principle

As an input selection mechanism, the function of the attention mechanism is to achieve
the weighted selection process of output results to multiple input variables and find the
most relevant input to the current output [31]. The principle of the attention mechanism
in the convolutional neural network is to make the model pay attention to more helpful
information by using channel information and spatial information of feature maps in the
process of convolution to assist the neural network in the learning process of task targets.

CBAM (Convolutional Block Attention Module) is a lightweight attention module
that performs attention operations in spatial and channel dimensions [32]. As shown in
Figure 3, the whole attention module was divided into two steps: (1) Channel Attention:
The channel dimension was unchanged, and the spatial dimension was compressed. This
step focused on the meaningful information in the input. (2) Spatial Attention: The spatial
dimension was unchanged, and the channel dimension was compressed. This step focused
on the location information of the features.



Agriculture 2023, 13, 1728 7 of 14

Agriculture 2023, 13, x FOR PEER REVIEW 7 of 15 
 

 

2.4.2. Attention Module and Its Working Principle 
As an input selection mechanism, the function of the attention mechanism is to 

achieve the weighted selection process of output results to multiple input variables and 
find the most relevant input to the current output [31]. The principle of the attention mech-
anism in the convolutional neural network is to make the model pay attention to more 
helpful information by using channel information and spatial information of feature maps 
in the process of convolution to assist the neural network in the learning process of task 
targets. 

CBAM (Convolutional Block Attention Module) is a lightweight attention module 
that performs attention operations in spatial and channel dimensions [32]. As shown in 
Figure 3, the whole attention module was divided into two steps: (1) Channel Attention: 
The channel dimension was unchanged, and the spatial dimension was compressed. This 
step focused on the meaningful information in the input. (2) Spatial Attention: The spatial 
dimension was unchanged, and the channel dimension was compressed. This step fo-
cused on the location information of the features. 

 
Figure 3. CBAM (Convolutional Block Attention Module). 

2.4.3. Design of Attention-Based CNN 
Networks such as VGG [33] and ResNet [34] connect pooling and activation layers 

with convolutional layers. The pooling layer completes the down-sampling task, increases 
the invariance of the network to translation, and improves the network’s generalization 
in classification and detection tasks. Activation layers often provide nonlinear activations 
to the network. All the above designs are designed for image tasks, which will result in 
excessive information being discarded when applied to the task of this study. Therefore, 
the pooling layers must be abandoned in the convolutional neural network’s main struc-
ture design for this research task. The convolution layers with a step size of 2 were used 
to realize down-sampling. At the same time, the use of the activation layers was reduced 
to avoid the high complexity of the model, which leads to overfitting. 

The network structure is shown in Figure 4; a CBAM module was connected after 
every two convolutional layers, and the first convolutional layer in each 2 layers had a 
step size of 2 to realize down-sampling. At the same time, the convolution kernel was 2 
times the number of input channels to reduce information loss. The second convolutional 
layer had a step size of 1 in each 2 layers. The padding of different convolutional layers 
was designed to be a specific number, which could not change the size of the matrix. For 
example, the padding of the 3 × 3 convolution operation was 1. In the initial convolution 
layer, the design of 7 × 7 convolution kernels was used, and then a convolution layer with 
1 × 1 convolution kernels was connected. The purpose of using a 7 × 7 convolution kernel 
was to increase the effective receptive field when the neural network was initialized. The 
1 × 1 convolution kernel was to realize the information interaction between each channel 
and provided a certain nonlinear influence for the model. The other four convolutional 
layers were all designed with the specification of 3 × 3 convolution kernels. The input 
multidimensional feature matrix needed to be convolved 6 times and down-sampled 3 
times. After that, all channels of the output were flattened and passed into the fully con-
nected part of the neural network. The fully connected part had a LeakyReLU layer 

Figure 3. CBAM (Convolutional Block Attention Module).

2.4.3. Design of Attention-Based CNN

Networks such as VGG [33] and ResNet [34] connect pooling and activation layers
with convolutional layers. The pooling layer completes the down-sampling task, increases
the invariance of the network to translation, and improves the network’s generalization
in classification and detection tasks. Activation layers often provide nonlinear activations
to the network. All the above designs are designed for image tasks, which will result in
excessive information being discarded when applied to the task of this study. Therefore, the
pooling layers must be abandoned in the convolutional neural network’s main structure
design for this research task. The convolution layers with a step size of 2 were used to
realize down-sampling. At the same time, the use of the activation layers was reduced to
avoid the high complexity of the model, which leads to overfitting.

The network structure is shown in Figure 4; a CBAM module was connected after
every two convolutional layers, and the first convolutional layer in each 2 layers had a
step size of 2 to realize down-sampling. At the same time, the convolution kernel was
2 times the number of input channels to reduce information loss. The second convolutional
layer had a step size of 1 in each 2 layers. The padding of different convolutional layers
was designed to be a specific number, which could not change the size of the matrix. For
example, the padding of the 3 × 3 convolution operation was 1. In the initial convolution
layer, the design of 7 × 7 convolution kernels was used, and then a convolution layer with
1 × 1 convolution kernels was connected. The purpose of using a 7 × 7 convolution kernel
was to increase the effective receptive field when the neural network was initialized. The
1 × 1 convolution kernel was to realize the information interaction between each channel
and provided a certain nonlinear influence for the model. The other four convolutional
layers were all designed with the specification of 3 × 3 convolution kernels. The input
multidimensional feature matrix needed to be convolved 6 times and down-sampled
3 times. After that, all channels of the output were flattened and passed into the fully
connected part of the neural network. The fully connected part had a LeakyReLU layer
between the two fully connected layers as the activation layer, and the neural network
finally outputs a prediction value.

2.5. Data Processing and Model Training
2.5.1. Data Standardization

There are significant numerical differences between features of different dimensions
and different meanings. To improve the accuracy and convergence speed of the model,
it is necessary to standardize the features. Z-Score standardization is a common method
for data processing. The data of different magnitudes are transformed into Z-Score values
of a unified measure to ensure the comparability between the data. Z-Score standardizes
the features of each position in the multidimensional feature matrix through Equation (8),
where µ is the mean value of the overall sample, σ is the standard deviation of the overall
sample, and x is the measured value of the individual.

z = (x− µ)/σ (8)
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In the multidimensional feature matrix, each element corresponds to a different feature
of the same sample. Normalization is performed between different samples for the same
feature, rather than within the matrix as the image processing tasks.
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2.5.2. Model Training

The dataset contained 1154 Pleurotus eryngii image samples, and 8 two-dimensional
features (Sroi, Smer, C, L, W, d1, d2, and d3) of each image were extracted by image processing.
A weight label was obtained by manual weighing. The 8 two-dimensional features of each
sample were used to establish a matrix group (8 × 32 × 32) as the input of model training
according to the feature matrix establishment method in Section 2.3.2. In the whole data
set, 80% of samples were randomly selected as the training set and 20% as the test set. The
training set contained 925 samples, and the test set contained 229 samples.

It is challenging to collect agricultural data sets, so the data sets are generally small.
To ensure the training results and better use the training set data, the training set was
randomly divided into 5 equal parts and trained by K-fold cross-validation (K = 5). In each
training, one was used as the validation set (containing 185 samples), and the rest were
used as the training set (containing 740 samples) for this training. The model with the best
validation sets work results was selected as the final prediction model.

In the training process, the mean square error (MSE) was used as the loss function,
the Adam algorithm was used as the optimizer, the learning rate was set to 3 × 10−5 the
epoch was set to 64, and the batch size of the training set was set to 64. The visual training
process of the model is shown in Figure 5.
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2.6. Other Modeling Algorithms

The neural network method, support vector regression method, tree regression method,
and KNN method were used to fit the original features. The models established by these
methods were compared with the models shown in this study to select the best-fitting model.

There are many highly collinear features with no significant correlation with the
prediction target in the multidimensional feature matrix, which is unsuitable for the above
conventional methods and easy to make the model fail to fit the target. These modeling
methods only use original features as input for the above reasons.

2.6.1. BP Neural Network

As the most basic neural network, BP neural network (BPNN) is widely used in various
tasks [35]. After the pre-test, according to the test results, when the number of neurons in
the hidden layer was equal to the number of input features, the network prediction effect
was better, so the number of neurons in the hidden layer was set to 8.

2.6.2. Support Vector Regression

Support vector regression (SVR) is derived from the support vector machine (SVM)
and has good results for some specific regression problems [36]. Radial basis function (RBF)
kernels for SVM have been routinely used in a wide range of classification problems, deliv-
ering consistently good performance for those problems where the kernel computations are
numerically feasible. This paper selected support vector regression based on the Gaussian
kernel as a comparison [37].

2.6.3. Random Forest Regression

Tree regression methods can model complex and nonlinear data. This method is
mainly based on a tree structure that cuts the data set into multiple easy-to-model data and
then establishes a regression prediction model. In this paper, the representative Random
Forest regression (RF) was selected as a comparison [38], and the number of trees was set
to 20 after a preliminary test.

2.6.4. K-Nearest Neighbor

The advantage of K-nearest neighbor (KNN) regression is that the model is easy to
understand and performs well for some nonlinear regression problems without too much
parameter adjustment [39].

2.6.5. CNN without CBAM

As a comparison of the Attention mechanism, the network structure of CNN without
the attention mechanism is consistent with the Attention-Based CNN designed in this study,
using the same input and training settings, except that the CBAM module is not added.
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2.7. Model Evaluation Metrics

To evaluate and analyze the model prediction results, root means square error (RMSE),
coefficient of determination (R2), mean absolute error (MAE), and mean absolute percentage
error (MAPE) were selected as the evaluation metrics. The formulas are Equations (9)–(12).

RMSE =
√

∑(yi − ŷi)
2/n (9)

R2 = 1−∑(yi − ŷi)
2/∑(yi − y)2 (10)

MAE =
1
n ∑|yi − ŷi| (11)

MAPE = 100%× 1
n ∑ |yi − ŷi|/yi (12)

The result of R2 clearly shows the quality of the model fitting effect. The larger this
metric was, the better, and the smaller the other metrics were. MAE and MAPE could be
combined with the test set weight mean (y) to evaluate how well the model fits samples of
different orders of magnitude.

3. Results
3.1. Prediction Results

The test set consisting of 229 samples was loaded onto the weight estimation model and
the comparison model in this study to estimate the weight of Pleurotus eryngii. The fitting
results of different models were described according to the above evaluation metrics. The
comparison models are common regression prediction algorithms using original features
(Sroi, Smer, C, L, W, d1, d2, and d3) as input and convolutional neural networks without
attention methods using multidimensional feature matrices as input.

Figure 6 compares the predicted weight and measured weight of regression models
obtained by different methods: Attention-Based CNN, CNN, BPNN, SVR, KNN, and RF.
Table 3 shows the evaluation metrics of all models and the comparison between MAPE × y
and MAE, and the y of the test set was 102.91 g.

3.2. Analysis of Prediction Results

According to the data in Table 3, the R2 of all prediction models was above 0.947, which
proved that the 8 original features obtained by machine vision technology in the weight
estimation task of Pleurotus eryngii had an excellent description effect on the morphology
of Pleurotus eryngii.

Table 3. Evaluation metrics and MAPE × y compared with MAE.

Evaluation Metric MAPE × ¯
y vs. MAE

R2 RMSE (g) MAE (g) MAPE (%) MAPE × ¯
y (g) vs. MAE (%)

Attention-Based
CNN 0.971 7.77 5.69 5.87 6.04 +6.15

CNN 0.966 8.35 6.43 7.23 7.44 +15.71
BPNN 0.964 8.58 6.53 7.08 7.29 +11.64
SVR 0.958 9.26 6.81 7.57 7.79 +14.39
KNN 0.947 10.38 7.87 8.17 8.41 +6.86

RF 0.959 9.04 6.86 7.00 7.20 +4.96
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Among all models, the R2 of the two models using the multidimensional feature
matrix as input was above 0.966, which was significantly higher than that of other models.
This result proved that the multidimensional feature matrix based on feature derivation
and feature combination proposed in this study had a better description effect on Pleurotus
eryngii morphology than the original features when used in conjunction with CNN. It was
proved that the purpose of this research was basically realized, and the training process of
CNN was also a process of automatic weight evaluation of features.

The R2, RMSE, MAE, and MAPE of BPNN were 0.964, 8.58, 6.53, and 7.08%, respec-
tively. The prediction results of BPNN were the worst among all neural network methods.
However, at the same time, its effects were the best of all the models that take the original
features as input. It is proved that the neural network method has better results than the
conventional method in solving complex problems. As long as the number of iterations was
sufficient, the neural network method could automatically evaluate the screening features
by updating the weights, and establish a suitable model. At the same time, when the
complexity of the model was sufficient, it could also use the features that the conventional
algorithm cannot use.

Compared with the prediction effect of Attention-Based CNN, the R2, RMSE, MAE,
and MAPE of CNN were 0.966, 8.35, 6.43, and 7.23%, respectively, which was slightly lower
than that of Attention-Based CNN. This showed that the multidimensional feature matrix
created more available information but also introduced more noise. The conventional
convolutional neural network could not effectively separate and utilize reliable multidi-
mensional features from noise. After adding the Attention mechanism, the R2, RMSE, MAE,
and MAPE of Attention-Based CNN were 0.971, 7.77, 5.69, and 5.87%, respectively, and all
the evaluation indicators were better than other models. Compared with CNN, the MAPE
index was reduced by 1.36%, which was also in line with the optimization range of the
CBAM module for CNN. The addition of the CBAM module did not increase the number of
layers of the neural network but only modified the feature weights passed during training.
This also proved the superior performance of the CBAM module.
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This paragraph discussed the comparison between MAPE × y and MAE. The six
prediction models generally had poor predictions for samples with small true values, but
all were within the acceptable range. The effect of Attention-Based CNN, KNN, and RF was
better than other models, and the MAPE × y of each model was 6.15%, 6.86%, and 4.96%
higher than MAE, respectively. Except for Attention-Based CNN in this study, KNN and
RF were all algorithms that divided data based on the idea of nearest neighbors. Therefore,
these two methods had some inherent advantages over other models in predicting samples
in various numerical ranges. However, the other evaluation indexes of KNN and RF were
worse than other models.

In summary, all the evaluation indicators proved that the prediction model in this
study had the optimal performance in the weight estimation task of Pleurotus eryngii and
had an excellent fitting effect for samples in various numerical ranges. The multidimen-
sional feature matrix proposed in this study could describe Pleurotus eryngii with special
morphology from a multidimensional perspective. According to the core idea of neu-
ral network training that were error reverse transmission and automatic weight update,
the training process of neural network was used to automatically select and evaluate
the features. It was feasible to derive a large number of features and give them to the
neural network for screening and has a good performance in the automatic weighing of
Pleurotus eryngii.

4. Conclusions

In this study, aiming at the weight detection task of Pleurotus eryngii, combining
machine vision technology and artificial intelligence method, a weight estimation model
of Pleurotus eryngii was proposed. Machine vision technology was used to process the
original image of Pleurotus eryngii and 8 two-dimensional image features (Sroi, Smer, C, L,
W, d1, d2, and d3) were extracted. According to these features, the multidimensional feature
derivation method based on feature combination was used to generate a large number of
multidimensional features, enrich semantic information, compose a feature matrix, and
improve the upper limit of prediction accuracy. For this research task, an Attention-Based
CNN model was designed to estimate the weight of Pleurotus eryngii combined with a
multidimensional feature matrix as input. In the course of training, the feature selection
and evaluation were completed automatically, and a prediction model was established.
Compared with the prediction results of CNN, BPNN, SVR, KNN, and RF, the estimation
methods designed in this study performed best with R2, RMSE, MAE, and MAPE were
0.971, 7.77, 5.69, and 5.87%, respectively. All the evaluation metrics were better than other
models, and all the Pleurotus eryngii samples of different orders of magnitude had great
prediction results. This method could effectively replace manual weighing, save labor
costs, improve production efficiency and quality, and have a good application scenario in
the factory production of Pleurotus eryngii. There were many reports on the breeding and
planting of Pleurotus eryngii, but few studies on its post-harvest. Applying this research
to the design of the Pleurotus eryngii sorting machine will effectively realize the automatic
production, sorting, and packaging of Pleurotus eryngii. This AI method saved manpower,
in addition, it will promote the large-scale production of Pleurotus eryngii, bringing this high-
yield and high-quality mushroom to more people’s dinner tables. The method proposed in
this study has a certain demand for computing power, and the computing time and the
selection of computing hardware should be considered in the application of production.
Further research will be carried out to simplify model parameters and increase migration
generalization ability. It was hoped that it would have certain reference significance for
more machine vision weighing agricultural products research.
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