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Abstract: The internal temperature of the pigsty has a great impact on the pigs. Keeping the
temperature in the pigsty within a certain range is a pressing problem in environmental control. The
current pigsty temperature regulation method is based mainly on manual and simple automatic
control. There is rarely intelligent control, and such direct methods have problems such as low control
accuracy, high energy consumption and untimeliness, which can easily lead to the occurrence of heat
stress conditions. Therefore, this paper proposed an improved sparrow search algorithm (ISSA) based
on a multi-strategy improvement to optimize the least squares support vector machine (LSSVM)
to form a pigsty temperature prediction model. In the optimization process of the sparrow search
algorithm (SSA), the initial position of the sparrow population was first generated by using the reverse
good point set; secondly, the population number update formula was proposed to automatically
adjust the number of discoverers and followers based on the number of iterations to improve the
search ability of the algorithm; finally, the adaptive t-distribution was applied to the discoverer
position variation to refine the discoverer population and further improve the search ability of the
algorithm. Tests were conducted using 23 benchmark functions, and the results showed that ISSA
outperformed SSA. By comparing it with the LSSVM models optimized by four standard algorithms,
the prediction effect of the ISSA-LSSVM model was tested. In the end, the ISSA-LSSVM temperature
prediction model had MSE of 0.0766, MAE of 0.2105, and R2 of 0.9818. The results showed that the
proposed prediction model had the best prediction performance and prediction accuracy, and can
provide accurate data support for the prediction and control of the internal temperature of the pigsty.

Keywords: temperature prediction; LSSVM; sparrow search algorithm; adaptive parameter tuning;
good point set

1. Introduction

The internal temperature of a piggery is very important for the growth, development,
and reproduction of pigs [1]. When the ambient temperature exceeds the upper limit of
its thermal neutral zone, heat stress will occur in pigs. The physiological effects of heat
stress on pigs are comprehensive and mainly focus on the following points: (1) increased
reproductive failure of sows mated in summer, (2) increased carcass fatness of progeny
of sows mated in summer, and (3) slower growth rate of finisher pigs in summer [2].
Specifically, when the temperature in the house is high, especially when it is humid and
sultry, the metabolism of pigs is vigorous, and the heat production rate is much higher
than the heat dissipation rate. This can lead to heat accumulation in the pig’s body [3],
increased skin temperature, increased breathing rate, decreased chance of conception of
sows, decreased sperm motility of boars [2], and other scenarios. At this time, in order to
reduce the heat production in the body and maintain a constant body temperature, pigs
need to reduce their feed intake to inhibit the generation of heat in the body. At this time
the digestibility of feed is high but the conversion rate will be low, resulting in slow weight
gain [4]; however, there are few studies available on the effect of low temperatures on pigs.
Some scholars believe that the cold environment has a significant effect on the weight gain
and survival of pigs [5]. Therefore, controlling the temperature of the pig house within the
optimal range is an extremely important part of the pig breeding process.
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At present, the temperature prediction modeling in confined environments such as
greenhouses and poultry houses is mainly carried out from two aspects: a mechanism
model and a data model [6]. The mechanism model establishes a temperature prediction
model through fluid mechanics and energy balance [7], but there are many problems such
as unknown parameters, high cost of use, and complex modeling [8]. The data model
is based on modern computing theory and is also known as the black box model. This
model does not need to consider the influence of greenhouse dissipation, heat radiation
and other factors, and can be directly modeled according to the internal correlation of
data [6]. Based on the mechanism model theory and considering the interaction between
various factors, some scholars have established the correlation mapping by using the
environmental factors inside and outside a confined space to achieve the purpose of
accurate temperature prediction. However, the prediction performance of such methods
is unstable as it is affected by the type and accuracy of the input data, and the intrinsic
correlation of the data is not fully considered. Therefore, according to the principle of the
data model, Matej Gustin et al. used historical temperature data as input to accurately
predict indoor temperature [9]. However, in the process of prediction, the selection of the
algorithm model is essential. Various algorithms such as neural network, support vector
machine (SVM), support vector regression (SVR), and least squares support vector machine
(LSSVM) [10–14] have been used in prediction problems. However, the neural network has
the disadvantages of long training time, poor generalization ability and complex structure.
SVM is mostly used for two classification problems, and its effect on data prediction is
not good. The performance of SVR is seriously affected by the overlap of target classes
in the data set. Therefore, LSSVM was selected as the prediction algorithm model in this
paper. In recent years, LSSVM has been gradually applied to the prediction of energy
consumption, wind power, solubility, performance, flow rate, and temperature [14–19].
Considering that the prediction accuracy of LSSVM is affected by the configuration of
key parameters, scholars have gradually explored the use of a random forest algorithm
(RF), a genetic algorithm (GA), a couple simulated annealing (CSA) [20–22], and other
algorithms to optimize its parameter selection, which further improves the prediction
accuracy. However, the optimization algorithm itself still has shortcomings and it is easy to
fall into local optimization. Therefore, the ISSA was used to optimize the configuration of
key parameters.

The SSA is an intelligent optimization algorithm that was proposed in recent years.
It performs optimization work by simulating the foraging and anti-predating behavior
of sparrows in nature [23]. Similar to other optimization algorithms, as the number
of iterations increases its population diversity will gradually decrease and it is easy to
fall into local optimization. Therefore, in order to enhance the optimization ability of
the algorithm, a variety of methods have been applied to the initial population genera-
tion and position mutation of SSA. These include the sine chaos model, Gaussian muta-
tion, Cauchy mutation, reverse learning strategy, adaptive t-distribution, and differential
evolution [24–28]. Although the search ability of the algorithm had been successfully
enhanced, the inherent defects of SSA have not been considered. In summary, this paper
improved SSA from several aspects of the initial population location, the number adjust-
ment of discoverer and followers, and the mutation probability to optimize the LSSVM
model. In addition, it also considers the principle of the black box model and the inherent
correlation of the data, using the pigsty’s historical temperature data as the input to achieve
an accurate prediction of the temperature in the pigsty. Based on the prediction results, the
current temperature of the pigsty, the outside temperature and other data, combined with
decoupling the fuzzy control [29] or optimal control [30] and other methods, the pigsty
temperature can be controlled in advance via an internal environmental control device to
ensure that it is always within the set threshold value. This ensures that heat stress and
other situations are avoided, and realizes the intelligent control of the pigsty temperature.
At the same time, temperature prediction in the pigsty can also play a part in some aspects,
including early warning, the rational use of control equipment to avoid energy waste



Agriculture 2023, 13, 1710 3 of 16

and reduce costs; and through stable temperature control, to reduce the chance of disease
transmission and improve production performance.

2. Methodology
2.1. LSSVM Prediction Model

In the research, LSSVM was used as a prediction model for the temperature of the
pigsty. LSSVM can solve the problem of minimizing the structural risk of linear and non-
linear systems. It has outstanding advantages in multi-dimensional nonlinear calculation,
small sample processing, model generalization, and other characteristics.

In this study, the integrated historical temperature sequence was used as the input of
LSSVM, and the output value was the predicted temperature value. Since the temperature
change in the room is affected by a variety of factors, in order to fully reflect the inherent
correlation of the temperature data, the 20 min temperature data was used as the input to
predict the temperature value at the next time.

Radial basis function (RBF) is used as the kernel function. Compared with other
kernel functions, RBF kernel function requires less computation and can realize nonlinear
mapping. The specific principles and formulas are not described in great detail in this
article. Refer to the literature for details [19].

2.2. Sparrow Search Algorithm

Because the prediction accuracy of LSSVM is affected by the two key parameter con-
figurations of penalty factor and kernel function parameter, ISSA is selected to optimize
it. SSA was proposed in 2020 [23] and compared with other algorithms, it has the charac-
teristics of high search accuracy, fast convergence speed and good stability. The principle
of optimizing LSSVM is as follows: set ISSA as a 2-dimensional optimization problem,
and the 2-dimensional spatial position of the sparrow in the population is the penalty
factor and kernel function parameter of LSSVM. Taking the predicted mean square error
(MSE) as the fitness, in the iteration the current position of each sparrow is taken as the
key parameter of LSSVM, and the corresponding prediction fitness value is obtained to
determine the advantages and disadvantages of the position. After multiple iterations, the
optimal position is found as the penalty factor and kernel function parameter of LSSVM.

The foraging process of sparrows can be abstract as a discoverer–follower model, and
some sparrows are randomly selected as an early warning. The discoverer plays a leading
role in the search process of sparrows, leading the population to continuously explore and
find food. In addition to the discoverer, the rest of the sparrows are followers, and the
discoverer and followers will adjust their identities according to changes in fitness. The
early warning sparrows are randomly selected and produced, generally accounting for 10%
to 20% of the population. The specific principles and formulas are not described in great
detail in this article. Refer to the literature for details [23].

3. Optimized Sparrow Search Algorithm

In this analysis, the following are the approaches for enhancing SSA: a good point set
method based on inverse strategy optimization was used to initialize the position of the
population, followed by adaptive adjustment of the number of discoverers and followers.
The adaptive t-distribution variation was used to mutate the position of the finders with
better fitness in order to improve the search performance and speed of SSA and reduce the
probability of the algorithm falling into a local optimum.

3.1. Location Initialization

In a traditional optimization algorithm, the initial position is mostly generated by
a random method. However, the position generated by this method is too random, the
population quality is low, and the distribution is uneven, which affects the search ability
of the algorithm and the quality of the optimal solution to a certain extent [31]. Therefore,
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this paper used the good point set strategy to generate the initial population position. The
principle is as follows [32]:

(1) Let Gs be the unit cube in s-dimensional Euclidean space, if r ∈ Gs:

Pn(k) =
{({

r(n)1 · k
}

,
{

r(n)2 · k
}

, · · · ,
{

r(n)s · k
})

, 1 ≤ k ≤ n
}

(1)

where
{

r(n)s · k
}

represents the decimal part of r(n)s · k.

(2) Take good point r = {2 cos(2kπ/p), 1 ≤ k ≤ s}, p is the minimum prime number
satisfying (p− 3)/2 ≥ s.

(3) If the deviation ϕ(n) satisfies ϕ(n) = C(r, ε)n−1+ε, where C(r, ε)n−1+ε is a constant
related only to r and ε (r and ε are arbitrary positive numbers), then Pn(k) is called a
good point set. Mapping it to the search space is:

xi(j) =
(
ubj − lbj

)
·
{

r(n)s · k
}
+ lbj (2)

where ubj and lbj represent the upper and lower bounds of j-th dimension, respectively.

The good point set method was compared with seven chaotic maps, include Circle,
Singer, ICMIC, Sine, Improved Tent (Itent) [33], Tent and Logistic. Since the LSSVM opti-
mization is a two-dimensional problem, the two-dimensional initialization data distribution
of the above eight methods was shown in Figure 1, and the population was set to 100.
Obviously, the initial population generated by the seven chaotic initialization methods has
poor location uniformity, and the initial population generated by the good point set method
has the most uniform distribution.
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To further improve the initial population quality, the concept of reverse learning
proposed by Tizhoosh in 2005 was chosen, where the opposite solution can approach the
global optimum with greater probability than the random solution and the probability is
almost 50% higher [26]. It is calculated as:

x∗ j
i = ubj + lbj − xj

i (3)

where the reverse individual of xj
i is x∗ j

i .
The process is as follows: the original population (the number of populations is n) and

the reverse population were combined, the fitness was calculated and ranked, and the first
n individuals with better fitness were selected from the combined population to form a
new population as the initial population of ISSA.
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3.2. Discoverer–Follower Number Adaptive Adjustment Strategy

According to the principle of SSA, it is known that the number of discoverers and
followers is fixed, and their identities will change according to the advantages and disad-
vantages of fitness in the iteration. The discoverers have a stronger global search ability, and
the followers have a stronger local search ability due to the position adjustment formula.
However, the number of discoverers is generally 10–20% of the population size, which
will lead to a lack of ability to guide the global exploration of the population in the early
stage of population iteration, and the lack of accurate local search ability in the later stage
when the number of followers is insufficient. To this end, an adaptive adjustment strategy
for the number of sparrows was proposed in this paper. The principle was as follows: as
the number of iterations increased, the number of discoverers and followers showed a
nonlinear decreasing and increasing trend, respectively, to increase the global optimization
ability of the algorithm in the early stage and the local search ability in the later stage. The
change range in the number of discoverers was set to be 40% to 10% of the population size.
The specific formula is as follows:

γ = λ× cos
[
sin
(

t−1
T ×

π
2

)]
PD = round(γ× pop)

PH = pop− PD

(4)

where γ represents the adaptive adjustment coefficient, λ is the proportionality coefficient,
which takes the value of 0.4 due to the range of variation in the number of discoverers, T is
set to 50, PD is the number of discoverers, and PH is the number of followers. When the
population size is 100, the change in the number of discoverers and followers is shown in
Figure 2.
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3.3. Adaptive t-Distribution Variation

As the number of iterations increases, the sparrow will gradually move towards
the current optimal value, resulting in a denser distribution of positions. However, it is
difficult to determine whether the position is globally optimal at this time; and if it is locally
optimal, it may cause the algorithm to pause and thus cannot escape the local extreme
value. Therefore, in order to increase the diversity of the population and improve the search
ability of the algorithm, this paper introduced an adaptive t-distribution to mutate the
position of the discoverer in the current iteration.

The adaptive t-distribution is a new form of statistical distribution proposed by the
British mathematical statistician Gosset, also known as the student distribution, whose
shape of the probability density curve is determined by the degree of freedom, and the
probability density function is:
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f (x) = τ( n+1
2 )√

2π×τ( n
2 )
×
(

1 + x2

n

)− n+1
2 −∞ < x < +∞ (5)

where τ(x) is the gamma function, n is the degree of freedom, when n = 1, t-distribution is
Cauchy distribution, when n→ ∞ , it is Gaussian distribution.

Under different degrees of freedom, the t-distribution curve is shown in Figure 3. It
can be seen from the figure that the Gaussian distribution and the Cauchy distribution are
the two boundaries of the adaptive t-distribution. By analyzing the probability density
curve, the probability of the Cauchy distribution obtaining a larger value is higher than
that of the Gaussian distribution, so it has a strong global search ability. When n = 50, the
t-distribution curve almost coincides with the Gaussian distribution curve. In this paper,
the current number of iterations was used as the degree of freedom. As the number of
iterations increases, the curve shape gradually approaches the Gaussian distribution from
the Cauchy distribution, so that the mutation result in the early stage of the iteration has a
strong global search ability, and the later stage has a strong local search ability.
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The specific process is as follows: introduce dynamic variation probability βc and
random number α. When α < βc, use the adaptive t-distribution to mutate all current dis-
coverer positions, calculate the fitness before and after mutation, and select the individual
with the best fitness as the new optimal individual. When α > βc, no mutation operation
was performed. The main purpose of introducing α and β was to reduce the probability of
mutation in the later iterations of the algorithm, to avoid variation operations even after
obtaining the global optimal value, and to avoid increasing the time and complexity of
the algorithm.

The calculation formula of dynamic mutation probability, random number, and posi-
tion after mutation is as follows:

βc = cos
(

iter
T ×

π
2

)
α = rand()

x∗i,j = xi,j + xi,j × t(iter)
(6)

where iter is the number of current iterations, xi,j is the i-th individual in the j-th dimension,
x∗i,j is the individual after the xi,j variation, and t(iter) is the adaptive t-distribution with
degree of freedom iter.

4. Results and Discussion
4.1. ISSA Performance Test

In this paper, 23 sets of commonly used benchmark test functions [33] were selected
to test the performance of ISSA and compared with SSA. Table 1 lists the expressions,
search ranges, dimensions and optimal values of the benchmark functions, where F1–F7 are
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unimodal functions, F8–F13 are multimodal functions, and F14–F23 are fixed-dimensional
multimodal functions. The range in the table indicates the search range of the independent
variable x, D indicates the dimensionality of the benchmark functions, and Fmin indicates
the optimal value of the function result. The unimodal function contains an extreme
point, which is mainly used to test the global search ability and convergence speed of the
algorithm; the multimodal function contains multiple extreme points, which is mainly
used to test the local search ability of the algorithm; and the fixed-dimensional multimodal
function is used to test the ability of the function to avoid local optimum problems [33].
To ensure the reliability and fairness of the experiments, all experiments were carried out
on a laptop computer (the specific model is Hasee Z7-KP7DC, Shenzhen, China) with
Windows 10 operating system and a CPU of Intel Core i7-8750H. The simulation software
was MATLAB2020B. The experimental parameters were set as follows: the population
size N was 30, and the maximum number of iterations T was 1000. The best value (best),
worst value (worst), average value (aver), and standard deviation (std) of the results of
30 runs of ISSA and SSA on each test function were used to evaluate the performance of
the algorithm, where the best data were marked in bold, and the final data were shown
in Table 2. The average results of 30 runs were selected to draw iteration curves; Figure 4
showed the iteration curves of the unimodal and multimodal test functions, and Figure 5
showed the iteration curves of the fixed-dimensional multimodal function.

Table 1. Benchmark Function.

Function Range D Fmin

F1(x) = ∑n
i=1 x2

i [−100, 100] 30 0

F2(x) = ∑n
i=1 |xi |+

n
∏
i=1
|xi | [−10, 10] 30 0

F3(x) = ∑n
i=1

(
∑i

j−1 xj

)2 [−100, 100] 30 0

F4(x) = maxi{|xi |, 1 ≤ i ≤ n} [−100, 100] 30 0
F5(x) = ∑n−1

i=1

[
100
(

xi+1 − xi
2)+ (xi − 1)2

]
[−30, 30] 30 0

F6(x) = ∑n
i=1([xi + 0.5])2 [−100, 100] 30 0

F7(x) = ∑n
i=1 ixi

4 + random[0, 1) [−1.28, 1.28] 30 0

F8(x) = ∑n
i=1−xi sin

(√
|xi |
)

[−500, 500] 30 −418.98 × D

F9(x) = ∑n
i=1
[
x2

i − 10 cos(2πxi) + 10
]

[−5.12, 5.12] 30 0

F10(x) = −20 exp
(
−0.2

√
1
n ∑n

i=1 x2
i

)
− exp

(
1
n ∑n

i=1 cos(2πxi)
)
+ 20 + e [−32, 32] 30 0

F11(x) = 1
4000 ∑n

i=1 x2
i −

n
∏
i=1

cos
(

xi√
i

)
+ 1 [−600, 600] 30 0

F12(x) = π
n

{
10 sin(πy1) + ∑n−1

i=1 (yi − 1)2[1 + 10 sin2(πyi+1)
]
+ (yn − 1)2

}
yi = 1 + xi+1

4 ; u(xi , a, k, m) =

 k(xi − a)m

0
k(−xi − a)m

xi > a
−a < xi < a

xi < −a

[−50, 50] 30 0

F13(x) = 0.1
{

sin2(3πx1) + ∑n
i=1(xi − 1)2 ×

[
1 + xin2(3πxi + 1)

]
+ (xn − 1)2[1 + sin2(2πxn)

]}
+∑n

i=1 u(xi , 5, 100, 4)
[−50, 50] 30 0

F14(x) =
[

1
500 + ∑25

j=1
1

j+∑2
i=1(xi−ai j)

6

]−1
[−65, 65] 2 1

F15(x) = ∑11
i=1

[
ai −

x1(b2
i +b1x2)

bi
2+b1x3+x4

]2
[−5, 5] 4 0.0003

F16(x) = 4x2
1 − 2.1x4

1 +
1
3 x6

1 + x1x2 − 4x2
2 + 4x4

2 [−5, 5] 2 −1.0316

F17(x) =
(

x2 − 5.1
4π2 x2

1 +
5
π x1 − 6

)2
+ 10

(
1− 1

8π

)
cos x1 + 10 [−5, 5] 2 0.398

F18(x) = [1 + (x1 + x2 + 1)2]×
(
19− 14x1 + 3x2

1 − 14x2 + 6x1x2 + 3x2
2
)

×[30 + (2x1 − 3x2)
2 ×

(
18− 32x1 + 12x2

1 + 48x2 − 36x1x2 + 27x2
2
)
]

[−2, 2] 2 3

F19(x) = −∑4
i=1 ci exp

(
−∑3

j=1 aij
(

xij − pij
)2
)

[1, 3] 3 −3.86

F20(x) = −∑4
i=1 ci exp

(
−∑6

j=1 aij
(

xij − pij
)2
)

[0, 1] 6 −3.32

F21(x) = −∑5
i=1

[
(X− ai)(X− ai)

T + ci

]−1 [0, 10] 4 −10.1532

F22(x) = −∑7
i=1

[
(X− ai)(X− ai)

T + ci

]−1 [0, 10] 4 −10.4028

F23(x) = −∑10
i=1

[
(X− ai)(X− ai)

T + ci

]−1 [0, 10] 4 −10.5363
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Table 2. Benchmark function test results (the optimal data is displayed in bold).

Best Aver Worst Std

F1
SSA 1.86557543252123 × 10−242 1.51061153412230 × 10−31 2.75307698567120 × 10−30 5.88942497435157 × 10−31

ISSA 0 4.27081085628363 × 10−220 1.28124306546856 × 10−218 0

F2
SSA 3.592764117337923 × 10−69 1.05215088499046 × 10−20 2.43515575039904 × 10−19 4.53784333352281 × 10−20

ISSA 1.84978498166486 × 10−251 4.29094165698757 × 10−111 1.28568003884339 × 10−109 2.34722079918870 × 10−110

F3
SSA 1.57252444000000 × 10−316 1.75380114435615 × 10−29 5.24283828182607 × 10−28 9.57092940402367 × 10−29

ISSA 0 4.08090592234734 × 10−216 1.18669288637180 × 10−214 0

F4
SSA 0 2.68229508846477 × 10−15 7.48325233341391 × 10−14 1.36387615638502 × 10−14

ISSA 0 4.23113317831045 × 10−110 1.26933880920409 × 10−108 2.31748492435314 × 10−109

F5
SSA 7.37154207400960 × 10−10 1.01500859821868 × 10−06 8.92127514819244 × 10−06 1.82490752625067 × 10−06

ISSA 2.02843770289964 × 10−08 3.21506718912247 × 10−05 0.000306574454002731 6.12484232097627 × 10−05

F6
SSA 1.56911637210232 × 10−12 4.19577804214889 × 10−10 3.33187941051024 × 10−09 7.42866519675952 × 10−10

ISSA 1.01094813931186 × 10−09 1.78671987291765 × 10−07 7.13605599408916 × 10−07 1.91302170819916 × 10−07

F7
SSA 1.80477227557695 × 10−05 0.000198096255476805 0.000528324129619586 0.000121590006922501
ISSA 5.27992087356204 × 10−06 0.000142503068818720 0.000405066308104379 9.21025478001756 × 10−05

F8
SSA −11,237.3936187566 −9657.18320228176 −4579.19580237451 2896.59237596103
ISSA −12,569.1802910539 −11,269.3676884736 −9123.99096788646 1684.18987077972

F9
SSA 0 0 0 0
ISSA 0 0 0 0

F10
SSA 8.88178419700125 × 10−16 7.40148683083438 × 10−15 1.21680443498917 × 10−13 2.30635643744382 × 10−14

ISSA 8.88178419700125 × 10−16 8.88178419700125 × 10−16 8.88178419700125 × 10−16 0

F11
SSA 0 0 0 0
ISSA 0 0 0 0

F12
SSA 1.27509765131711 × 10−12 3.20233465455875 × 10−09 4.27856730875005 × 10−08 9.80134028046934 × 10−09

ISSA 9.00023672308502 × 10−11 1.94549274675890 × 10−08 1.97480880547144 × 10−07 4.16506384216889 × 10−08

F13
SSA 1.84551272423733 × 10−11 2.58346876541052 × 10−08 2.88453177196628 × 10−07 6.67681501393322 × 10−08

ISSA 1.36344744810396 × 10−11 5.68536045532780 × 10−07 4.12656208404738 × 10−06 9.85108667605740 × 10−07

F14
SSA 0.998003837794450 10.7790901579504 12.6705058111356 3.68791818335545
ISSA 0.998003837874042 9.10878963650822 12.6705058111356 5.23300836072021

F15
SSA 0.000307492589579077 0.000314072147588383 0.000338641964046121 8.43080111283077 × 10−06

ISSA 0.000307490742550469 0.000311706465277887 0.000334894582494230 6.28323981896366 × 10−06

F16
SSA −1.03162845348988 −1.03162845348988 −1.03162845348988 5.23183651370722 × 10−16

ISSA −1.03162841956848 −1.03162845227174 −1.03162845348988 6.18203052512082 × 10−09

F17
SSA 0.397887357736325 0.397887357729958 0.397887357729738 1.20252259235403 × 10−12

ISSA 0.397887359151452 0.397887357777177 0.397887357729738 2.59559338214047 × 10−10

F18
SSA 2.99999999999994 2.99999999999993 2.99999999999992 3.31916413768800 × 10−15

ISSA 3.00000000000000 3.00000000000160 3.00000000003893 7.08653172659052 × 10−12

F19
SSA −0.300478907194946 −0.300478907194947 −0.300478907194946 2.25840514163348 × 10−16

ISSA −1.49167852264867 −0.986643720836295 −0.491061108810976 0.268605209990880

F20
SSA −3.32199517069621 −3.24277992836144 −3.13162152458857 0.0769381219422981
ISSA −3.32195416785194 −3.27710827822330 −3.19200891896637 0.0600220205695463

F21
SSA −10.1531996788662 −9.98326627360475 −5.05519772893287 0.930763554085670
ISSA −10.1531996790582 −10.1530522023380 −10.1493123664807 0.000708596958649054

F22
SSA −10.4029403823562 −9.87138850942744 −5.08767182506027 1.62183185350483
ISSA −10.4028967931467 −10.4029283303084 −10.4029405667897 4.63028789889682 × 10−05

F23
SSA −10.5364098155995 −10.5364023952920 −10.5361871795855 4.06477576396309 × 10−05

ISSA −10.5363318802579 −10.5364043533081 −10.5364098118706 1.46076002558824 × 10−05
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4.1.1. Analysis of Test Results

Analyzing the data in Table 2, in the test of unimodal functions, ISSA successfully
found the optimal value of the function in F1, F3 and F4, while SSA only found the optimal
value in F4. The results of ISSA are better than those of SSA in the other three metrics
of F1, F3 and F4, which means that ISSA has better global search ability and stability.
Among the four functions that did not find optimal results, the performance indicators
obtained by ISSA in F2 and F7 are much better than SSA, but the performance in F5 and
F6 is weaker than SSA. Therefore, in the test of unimodal function, ISSA’s performance is
slightly stronger than SSA, and its global search ability is stronger.

In the test of multimodal function, ISSA and SSA reach the optimal value of 0 for all
four parameters in F9 and F11, and the performance index obtained by ISSA is much better
than that of SSA in F8, but the performance is weaker than that of SSA in F12. In F10, the
best obtained by the two is the same, but the remaining three parameters of ISSA are better
than those of SSA, which proves that its performance is more stable. In F13, ISSA obtained
a better best but the other three parameters are inferior to SSA, indicating that its local
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search ability is better but the stability is slightly worse. Therefore, ISSA performs slightly
better than SSA in the test of multimodal function.

In the test of fixed-dimensional multimodal function, the four parameters obtained by
ISSA in F15, F20, F21 and F22 are better than those of SSA. In F14, F16 and F17, the best and
aver of ISSA are better, which means that ISSA has a better ability to find the optimum, but
the result of std shows that its stability is slightly worse. In F18, ISSA successfully found the
optimal value, but the other three parameters of SSA are better, which means ISSA successfully
jumped out of the local extreme value at this time. In F19, the remaining three parameters
of ISSA except std outperformed SSA, which proves ISSA’s search ability is stronger but its
stability is slightly worse. In F23, only parameter aver of SSA is better than ISSA, and the
other three parameters ISSA is better, which means that ISSA’s search ability and stability
are stronger than SSA at this time. Therefore, in the test of fixed-dimensional multimodal
function, the stability of ISSA is similar to that of SSA but the search ability is better than that
of SSA, which means that the local optimum can be avoided with greater probability.

In summary, among the four evaluation metrics of the 23 benchmark test functions, at
best, 16 results of ISSA are better than SSA, 4 results are equal to SSA, and 3 results are worse;
on average, 15 results of ISSA are better than SSA, 2 results are equal to SSA, and 6 results
are worse; at worst, 13 results of ISSA are better than SSA, 5 results are equal to SSA, and
5 results are worse; in std, 12 results of ISSA are better than SSA, 2 results are equal to SSA,
and 9 results are worse. In summary, ISSA’s search ability and stability are better than SSA.

4.1.2. Iterative Curve Analysis

Observing the iterative curves of the unimodal test function in Figure 4, it can be seen
that in F1–F4 and F7, the rate of decline and final values of ISSA curves are better than
those of SSA. Only in F5 and F6 are the descent speed and final values of SSA curves better;
therefore, the global search ability and convergence speed of ISSA are better than those of
SSA in the test of unimodal function.

Observing the iterative curves of the multimodal test function in Figure 4, we can see
that in F8, F10 and F11, the performance of ISSA is significantly better than that of SSA,
with a faster decreasing speed of the curve and lower final value; in F9, the final values of
both are the same and both reach the optimal value of 0, but the descent speed of the ISSA
curve and the time to reach the optimal value are significantly better than SSA; only in F12
and F13 is the performance of SSA better than ISSA. Therefore, the local search ability and
convergence speed of ISSA are better than those of SSA in the test of multimodal function.

Observing the iterative curves of the fixed-dimensional multimodal functions in
Figure 5, it can be seen that in F18–F23, the rate of decline and the final values of ISSA
curves are obviously better than those of SSA; in F15–F17, the two curves have a higher
degree of overlap, especially in F16 and F17 where the two curves basically overlap; in the
curve of F14, it can be observed that SSA has a better value of the preliminary objective
function but falls into the local optimum, while ISSA can jump out of the local optimum
and the final values are better than those of SSA, although the value of the preliminary
objective function is worse.

In summary, among the 23 iterative curves of the benchmark test functions, 14 function
curves of ISSA have a better descent speed and final values than SSA, 1 function curve
has a fast decline speed but the same final value, 1 function curve has a slower decreased
speed but the final value is better, 3 function curves basically overlap with SSA curves, and
4 function curves have a decreasing speed and final values inferior to SSA. In summary, the
convergence speed and merit-seeking ability of ISSA are better than SSA.

By observing the iteration curves in Figures 4 and 5, ISSA has better initial values than
SSA in 18 functions, including F1–F5, F7–F12, F15–F18 and F21–F23, and only has worse
initial positions in the remaining 5 functions. Therefore, it can be seen that the reverse good
point set strategy produces better initial positions, and combined with the conclusions
drawn from the summary of Sections 4.1.1 and 4.1.2, it can be seen that the introduction
of the discoverer–follower adjustment strategy and adaptive t-distribution successfully
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enhances the local search and global search ability of the algorithm, and the ability of the
algorithm to jump out of the local optimum is enhanced to a certain extent.

4.2. Comparison of Pig House Temperature Predictions

To further validate the performance of the proposed ISSA in practical applications,
SSA, whale optimization algorithm (WOA), grey wolf optimization (GWO), and particle
swarm optimization (PSO) were selected to optimize LSSVM for prediction comparison
of the internal temperature of pig houses, the principle of the five intelligent optimization
algorithms is the same. They all use their own position as the key parameter of LSSVM to
predict the temperature in the house.

The internal temperature data of the pig house at the school teaching base in Qianguo
County, Songyuan City, Jilin Province was used as the research object for predictive simu-
lation analysis. The barn was divided into 4 areas by the middle cross aisle, temperature
sensors were arranged in the center of each of the 4 areas with a height of 0.5 m from
the ground, and the sampling time interval was 5 min. 1792 sets of data were detected.
Considering that the temperature prediction process in this paper requires the data set to
satisfy the time series, at the same time, in order to illustrate the generalization ability of the
prediction model, the last block validation method in the out-of-sample evaluation method
is used. Therefore, the first 1643 sets of data were selected as the model training data, and the
last 149 sets of data were used as the test set for prediction accuracy testing. As mentioned
in Section 2.1, using 20 min data to predict the next time data, that is, using 4 temperature
data as input, the output prediction value corresponds to the fifth temperature.

The data was first preprocessed, including linear interpolation to fill in missing data,
quadrature lookup to fill in outlier data, and data merging processing. To ensure the fairness
of the prediction comparison, the algorithms all used the same parameter configuration:
the population size N pop was 100, the maximum number of iterations T was 50, and
the parameters took the upper limit of 1000 and the lower limit of 0.01. The MSE, mean
absolute error (MAE), and coefficient of determination (R2) were chosen to evaluate the
prediction performance of the algorithms. The prediction curves of the five models are
shown in Figure 6, and the values of the evaluation index are shown in Table 3.

Table 3. Evaluation Index Values of Prediction Model.

MAE MSE R2

ISSA-LSSVM 0.2105 0.0766 0.9818
SSA-LSSVM 0.2259 0.0895 0.9788
PSO-LSSVM 0.2590 0.1175 0.9721

GWO-LSSVM 0.2259 0.0895 0.9788
WOA-LSSVM 0.2259 0.0895 0.9788

From Figure 6, in the temperature prediction test, ISSA-LSSVM has the best prediction
effect, and the other four have poor prediction effects. Among them, the temperature
prediction values of the LSSVM models optimized by WOA and GWO are exactly the same
so the green and yellow curves overlap completely, and only one yellow curve can be seen
in the figure. By analyzing the data in Table 3, it can be found that compared with the other
four prediction models, the MAE and MSE of ISSA-LSSVM are the smallest, and the R2

value is the largest, which proves that the prediction effect is the best. The performance of
SSA-LSSVM, GWO-LSSVM and WOA-LSSVM is close, and the prediction performance of
PSO-LSSVM is the lowest.
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5. Conclusions

In order to accurately predict the internal temperature changes of the pigsty, achieve
stable control in advance, reduce energy consumption, and ensure the healthy and rapid
growth of the pigs, this paper proposes an ISSA-optimized LSSVM temperature prediction
model for the shortcomings of the SSA algorithm. The main contributions are as follows:

(1) Taking into account the fact that SSA is prone to falling into a local optimum in
the late iteration, the present study successfully enhanced SSA by employing three
optimization methods: reverse good point set, adaptive parameter adjustment, and
adaptive t-distribution variation.

(2) To evaluate the performance of the ISSA proposed in this study, 23 benchmark test
functions were chosen and tested in two aspects: convergence accuracy and conver-
gence speed. When compared to SSA, the results showed that the ISSA proposed in
this paper has higher convergence accuracy and speed, as well as stronger local and
global search ability.

(3) The prediction effect of the ISSA-LSSVM model was tested by comparing it to the
LSSVM model optimized by four standard algorithms: SSA, PSO, GWO, and WOA.
According to the results, the ISSA-LSSVM prediction model developed in this work
achieved the best prediction effect and can provide accurate data support for the
predictive control of the internal temperature of the pigsty.
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Nomenclature

ISSA Improved sparrow search algorithm
SVM Sparrow search algorithm
SVR Support vector regression
LSSVM Least squares support vector machine
RF Random forest
GA Genetic algorithm
CSA Couple simulated annealing
SSA Sparrow search algorithm
S Training samples of LSSVM
xi Input vector of LSSVM
yi Output results of LSSVM
n Dimension of LSSVM input vector
Ns Number of LSSVM training samples
ω Hyperplane weight coefficient vector
b Offset
ϕ(x) Nonlinear mapping function
γi Regularization parameter
e Error vector
αt Lagrange vector
αi Lagrange multiplier
I Identity matrix
Ω Kernel mapping matrix
σ Kernel function parameter
D Search space dimension
N Number of sparrows in population
xid The location of the i-th sparrow in d-dimensional space
t Current number of iterations
T Maximum number of iterations
α Random number
Q Random numbers conforming to Gaussian distribution
L Matrix with elements of 1 and size of 1 × d
R2 Early warning value of the sparrow population
ST Safety value of the sparrow population
xbt+1

d The optimal position in the sparrow population
xwt

d The worst position in the sparrow population
A+ Matrix with elements of 1 or −1 and size of 1 × d
β Step length control parameters
K Random numbers with values ranging from −1 to 1
fg Global optimal fitness
fi The fitness of the current sparrow
fw The current worst fitness
es Minimal constant
Gs S-dimensional unit cube
r Good point
p The minimum prime number satisfying the condition
ϕ(n) Deviation
r,ε Any positive
Pn(k) Good point set
ubj The upper limit of the j-dimensional search space
lbj The lower bound of the j-dimensional search space

xj
i The i-th individual of dimension j

x∗ j
i Reverse individual of the i-th individual of dimension j

γ Adaptive adjustment coefficient
λ Proportionality factor
PD Number of discoverers in sparrow population
PH Number of followers in sparrow population
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τ(x) Gamma function
n Degree of freedom
βc Dynamic compilation probability
iter Current number of iterations
t(iter) The t distribution with iter degrees of freedom
Range Hunting zone
Fmin Optimized value
best Optimal value of test results
worst The worst test results
aver Average test results
std Standard value of test results
WOA Whale optimization algorithm
GWO Grey wolf optimization
PSO Particle swarm optimization
MSE Mean square error
MAE Mean absolute error
R2 Coefficient of determination
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