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Abstract: Using neural networks on low-power mobile systems can aid in controlling pests while
preserving beneficial species for crops. However, low-power devices require simplified neural
networks, which may lead to reduced performance. This study was focused on developing an
optimized deep-learning model for mobile devices for detecting corn pests. We propose a two-step
transfer learning approach to enhance the accuracy of two versions of the MobileNet SSD network.
Five beetle species (Coleoptera), including four harmful to corn crops (belonging to genera Anoxia,
Diabrotica, Opatrum and Zabrus), and one beneficial (Coccinella sp.), were selected for preliminary
testing. We employed two datasets. One for the first transfer learning procedure comprises 2605
images with general dataset classes ‘Beetle’ and ‘Ladybug’. It was used to recalibrate the networks’
trainable parameters for these two broader classes. Furthermore, the models were retrained on a
second dataset of 2648 images of the five selected species. Performance was compared with a baseline
model in terms of average accuracy per class and mean average precision (mAP). MobileNet-SSD-
v2-Lite achieved an mAP of 0.8923, ranking second but close to the highest mAP (0.908) obtained
by MobileNet-SSD-v1 and outperforming the baseline mAP by 6.06%. It demonstrated the highest
accuracy for Opatrum (0.9514) and Diabrotica (0.8066). Anoxia it reached a third-place accuracy (0.9851),
close to the top value of 0.9912. Zabrus achieved the second position (0.9053), while Coccinella was
reliably distinguished from all other species, with an accuracy of 0.8939 and zero false positives;
moreover, no pest species were mistakenly identified as Coccinella. Analyzing the errors in the
MobileNet-SSD-v2-Lite model revealed good overall accuracy despite the reduced size of the training
set, with one misclassification, 33 non-identifications, 7 double identifications and 1 false positive
across the 266 images from the test set, yielding an overall relative error rate of 0.1579. The preliminary
findings validated the two-step transfer learning procedure and placed the MobileNet-SSD-v2-Lite
in the first place, showing high potential for using neural networks on real-time pest control while
protecting beneficial species.

Keywords: pest control; Coleoptera; smart agriculture; neural network; MobileNet; transfer learning;
iNaturalist

1. Introduction

The ever-growing global demand for food production poses significant challenges to
farmers in safeguarding their crops from harmful pests. Pest management, or the control
and mitigation of pest populations, plays a crucial role in modern agriculture. To ensure
food and health security in agricultural production systems, pest management plays a
key role [1]. To achieve effective pest control, various strategies have been developed,
encompassing chemical, biological and mechanical methods [2]. The conventional methods
of pest control, which rely heavily on chemical pesticides, have raised environmental
concerns and faced growing resistance from pest populations [3,4], rendering them less
effective over time. Moreover, the indiscriminate use of pesticides can harm beneficial
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insects, disrupt ecological balance and potentially compromise human health through the
food chain [5–9]. As a result, there is a pressing need to shift towards more eco-friendly
and sustainable pest management approaches.

The agribusiness sector encounters notable obstacles in crop protection, marked by the
considerable expenses linked to ineffective approaches and by the complexities involved in
detecting pest infestations [10]. Moreover, the increasing environmental worries and the
public’s call for minimized reliance on toxic insecticides add further complexity to pest
management practices [11].

In recent years, the integration of artificial intelligence (AI) has shown promise in
revolutionizing not only irrigation optimization, yield prediction, and precision livestock
farming but also weed and pest management practices [12–14]. By harnessing the power
of artificial intelligence, agricultural processes can be optimized and adapted to specific
and ever-changing agricultural issues, rendering it the most suitable answer to tackling
these challenges [15,16]. Advanced algorithms, particularly neural networks, can enable
accurate, precise and timely identification and control of pest species, thus facilitating
targeted interventions and reducing reliance on broad-spectrum chemicals.

In recent agricultural research, these approaches have showed substantial promise. For
instance, in disease management for sunflower crops [17], deep-learning models, including
AlexNet, VGG16, InceptionV3, MobileNetV3 and EfficientNet, exhibited high precision,
recall, F1-score and accuracy in classifying sunflower diseases, demonstrating the potential
for early disease detection. In the horticulture industry [18], an automated system employ-
ing transfer learning in MobileNetV2, termed TL-MobileNetV2, significantly outperformed
traditional models like AlexNet, VGG16, InceptionV3 and ResNet in fruit classification.
The research not only achieved an impressive 99% accuracy but also highlighted the role
of transfer learning in enhancing model performance. Furthermore, in citrus fruit disease
detection [19], a systematic review revealed the efficacy of advanced algorithms, such
as support vector machines (SVMs) in machine learning, convolutional neural networks
(CNNs) in deep learning and linear discriminant analysis (LDA) in statistical techniques.
These studies collectively demonstrate the adaptability and effectiveness of advanced al-
gorithms, particularly neural networks, in diverse agricultural applications, ranging from
crop disease identification to fruit classification and disease detection in citrus crops.

In terms of insect pest detection and identification, Table 1 provides an overview
of various research studies focused on utilizing AI-driven techniques. Diverse datasets,
including pest trap images, greenhouse images and natural environments, were used in
various research activities that covered a wide range of pest species, from fruit flies and
beetles to stink bugs and pine scale insects.

Table 1. Overview of studies on identification of insects with neural networks.

Study Model/Backbone Dataset Performance Metrics

Kalfas et al. [20] YOLO v5 731 sticky plates containing
74,616 bounding boxes

mAP = {0.76 across all dataset; 0.73 wooly
aphid; 0.86 chicory leaf-miner; 0.61 grass-fly;
0.67 wasp}

Yang et al. [21]
YOLOv7 with insertion of
CSPResNeXt-50 and
VoVGSCSP modules

4533 annotated images;
13 maize pests

mAP@0.5 = 76.3%; mAP@0.5:0.95 = 51.2;
recall = 77.3%; F1 = 75.2%

Wu et al. [22] Faster R-CNN, FPN, SSD300,
RefineDet, YOLOv3 IP102 dataset (18,983 images) FPN with ResNet-50: AP@0.5 = 54.93%,

YOLOv3: AP@0.5 = 50.64%

Albanese et al. [23] Modified LeNet-5, VGG16,
MobileNetV2

4400 images; 2 classes: codling
moth and general insect

LeNet-5: Acc. 96.1%, Prec. 99.6%
VGG16: Acc. 97.9%, Prec. 99.6%
MobileNetV2: Acc. 95.1%, Prec. 98.5%
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Table 1. Cont.

Study Model/Backbone Dataset Performance Metrics

Wang et al. [24]
Faster R-CNN-FPN with
ResNet-50 or ResNet-101,
YOLOv5, YOLOv7

4865 images; seven species of
coccinellids

YOLOv7: AP@0.50 up to 97.31 and AP up
to 74.5;
YOLOv5: AP@0.50 up to 96 and AP up to 73.8;
Faster R-CNN: AP@0.50 up to 94.3 and AP up
to 65.6;

Salamut et al. [25] Faster R-CNN, YOLOv5 [26] 1600 annotated images of cherry
fruit flies

Faster R-CNN: AP@0.50 = 0.88%; YOLOv5:
AP@0.50 = 0.76%

Rustia et al. (2021) [26] Multi-stage deep learning
method Greenhouse images F1-scores up to 0.92

Wang et al. [27]

Faster R-CNN/VGG-16,
Cascade
R-CNN/ResNet-50-FPN,
YOLOv3/Darknet-53

Pest24 dataset; 24 field pests;
25,000 images

YOLOv3: mAP@0.50 = 59.79%; Cascade
R-CNN: mAP@0.50 = 57.23%; Faster R-CNN:
mAP@0.50 = 51.10%

Li et al. [28] Faster R-CNN (COCO
pre-trained)

1500 sticky trap images; 2
classes: whitefly and thrips

Faster R-CNN (pre-trained): NA (More
accurate than direct training)

Hong et al. (2021) [29] AI-based pest counting method Black pine bast scale images Counting accuracy = 95%

Wang et al. [30] Improved Faster
R-CNN/Attention

AgriPest21 dataset; 21 types of
pests; 25,000 images Improved Faster R-CNN: mAP = 78.7%

Jiao et al. [31] Faster R-CNN/ResNet50 AgriPest21 dataset 21 types of
pests; 25,000 images Faster R-CNN: mAP = 77.4%

Zhang et al. [32] YOLO models with attention
mechanism

Pest24 dataset; 25,000 images of
small pests AgriPest-YOLO: mAP@0.50 = 71.3%

Sava et al. [33] YOLOv5m Dataset from Maryland
Biodiversity Project YOLOv5m: mAP = 99.2%

Takimoto et al. [34] Faster R-CNN Web and field-collected images
of herbivorous beetles Faster R-CNN: NA

Ozdemir and
Kunduraci [35] Faster R-CNN (Inception-v3) 25,820 training images of

various insect orders Faster R-CNN: NA

Butera et al. [36] Faster R-CNN (MobileNet-v3)
36,000 web images of
Beetle-type pests and
non-harmful beetles

Faster R-CNN: mAP = 92.66%

Ahmad et al. [37] YOLO models 7046 images with 23 pests YOLOv5-X: mAP@0.5 = 98.3%,
mAP@0.05:0.95 = 79.8%

Ratnayake et al. [38] YOLOv2 and hybrid approach
22,260 video frames with
honeybees in wildflower
clusters

HyDaT: Detection rate = 86.6%, YOLOv2:
Detection rate = 60.7%

Bjerge et al. [39] YOLOv5 29,960 beneficial insects YOLOv5: mAP@0.50:0.05:0.95 = 0.592,
F1-score = 0.932

Spanier [40] YOLOv5 variant 17,000 pollinator insect images YOLOv5 variant: Accuracy = 0.9294,
F1-score = 0.9294

Bjerge et al. [41] YOLOv5, Faster R-CNN 100,000 annotated images of
small insects

YOLOv5: mAP@0.50 = 0.924, Faster R-CNN:
mAP@0.50 = 0.900

Venegas et al. [42] Deep CNN and traditional
methods 2300 coccinellid beetle images CNN model AUC = 0.977

Vega et al. [43] CNN with weighted Hausdorff
distance 2633 beetle images Mean accuracy = 94.30%

These studies employed a broad spectrum of neural network models, architectures
and methodologies. The choice of backbone network, such as ResNet, VGG, MobileNet and
Darknet, significantly impacts performance. Wang et al. [27] demonstrated the effectiveness
of YOLOv3, achieving a substantial mean average precision (mAP) of 59.79% on the Pest24
dataset, outperforming both Cascade R-CNN and Faster R-CNN. Sava et al. [33] achieved
notable results with YOLOv5m, attaining an mAP of 99.2% for the detection of brown
marmorated stink bugs. Additionally, Rustia et al. (2021) [26] introduced a multi-stage
deep learning method for greenhouse insect detection, with F1-scores reaching up to 0.92.
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Several studies also explored model adaptations to improve performance. Wang et al. [30]
presented an enhanced Faster R-CNN model integrated with attention mechanisms, re-
sulting in enhanced detection of small pests and an mAP of 78.7%. Zhang et al. [32] and
Jiao et al. [31] both investigated the integration of attention mechanisms into YOLO models,
yielding significant improvements in detecting small pests and achieving mAPs of 71.3%
and 77.4%, respectively. These three investigations were carried out using AgriPest21, a
dataset containing insects with very small sizes. It encompasses 21 types of pests, with
21,970 training images and 2442 testing images. The original images of crop pests with a
format of 2596 × 1944 pixels, were adjusted to 800 × 600 for better efficiency. The average
dimensions (width and height) for all pest classes do not exceed 70 pixels. The average
relative scale for all categories is less than 1%, with the smallest average relative scale
measuring only 0.1129% [20]. The primary focus of these inquiries was to address the
constraints of deep learning methodologies in capturing adequately detailed features for
small and very small objects within an image.

In terms of dataset size and performance, Ahmad et al. [37] worked with a dataset
of only 7046 images containing 23 types of pests. YOLOv5-X achieved an mAP@0.5 of
98.3% and an mAP@0.05:0.95 of 79.8%, showcasing reliable performance on a moderately
sized dataset.

A small number of studies also extended their focus to the identification of beneficial
insects (pollinators, natural enemies, food and food insects), biological controls of agri-
cultural pests, or food sources to humans and other animals [44]) using AI as a tool for
preserving ecosystems. Bjerge et al. [39] and Spanier [40] both demonstrated successful
applications of YOLO models in the identification of various beneficial insects, highlighting
the adaptability of these models for broader insect classification tasks. YOLOv5 proved top
performance, with an mAP@0.50:0.05:0.95 of 0.592 and high accuracy.

Comparative analyses were also conducted. The investigation of Wu et al. [22] in-
volved a comparison of deep learning-based object detection methods, on a dataset that
contains more than 75,000 images belonging to 102 categories. The results showed that the
combination of FPN (Feature Pyramid Network) with ResNet-50 architecture achieved the
highest average precision (AP) of 54.93%. Following closely was YOLOv3, with an average
precision of 50.64%.

Not many studies, however, have explored the application of MobileNet networks
in insect pest detection. Albanese et al. [23] utilized modified LeNet-5, VGG16 and Mo-
bileNetV2 on a dataset comprising 4400 images, specifically focusing on classifying the
codling moth from other insects. The results indicated competitive accuracy levels, with
LeNet-5 achieving 96.1%, VGG16 reaching 97.9% and MobileNetV2 demonstrating an
accuracy of 95.1% and a precision of 98.5%. Similarly, Butera et al. [36] employed a Faster
R-CNN with a MobileNet-v3 backbone for the detection of beetle-type crop pests and non-
harmful beetles, leveraging a substantial dataset of 36,000 web-sourced images. The model
exhibited strong performance, achieving a mean average precision (mAP) of 92.66%. Both
studies showcased competitive accuracy in insect detection tasks using MobileNet models.

An innovative approach to detection has been explored in a study conducted by Rat-
nayake et al. [38], wherein hybrid methodologies were introduced by combining YOLOv2
with background subtraction techniques for honeybee tracking. The results demonstrated
that hybrid models can provide competitive detection rates, offering promising ways for
tracking insects in their natural environments.

In the context of model generalization and transfer learning, Li et al. [28] employed
transfer learning strategies by utilizing a pre-trained Faster R-CNN model derived from
the COCO dataset. Their results demonstrated that pre-trained models could achieve a
higher accuracy for detecting small pests, showcasing the benefits of generalization through
transfer learning.

Overall, these diverse studies collectively highlight the evolving landscape of AI-
powered pest detection and identification techniques, showcasing both innovation and
continuous efforts to address challenges in agriculture and pest management.
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With some exceptions, most of the research presented in Table 1, while promising in the
context of pest detection or classification, may encounter certain limitations when applied
to low-power devices that are used on agricultural mobile systems, such as counting
pests from pest traps or selective use of pesticides by agricultural autonomous equipment.
These systems necessitate lightweight neural networks to maximize battery life; however,
reducing network complexity often results in decreased performance, particularly in tasks
involving the detection of small objects, such as tiny pest insects. This trade-off between
computational efficiency and accuracy poses a critical challenge for deploying these models
on resource-constrained mobile devices.

In the context of sustainable pest control, where the preservation of beneficial species
like pollinators and predators is crucial, the limitations of low-complexity neural networks
become more apparent. These models may struggle to accurately differentiate between
pests and beneficial insects, potentially leading to unintended harm to ecologically valu-
able species.

Additionally, several prior studies have relied on datasets comprised of high-quality,
close-up images sourced from professional photographers. While such datasets may be
suitable for controlled settings, they are not appropriate for real-world applications, where
cameras of varying qualities and environmental conditions are the norm [45–51].

In this preliminary study, our main objective was to address these limitations and make
such research more suitable for low-power mobile applications. We propose a two-step
transfer learning approach to enhance the accuracy of two versions of pre-trained variations
in SSD-MobileNet lower-complexity networks, namely, MobileNet-SSD-v1 and MobileNet-
SSD-v2-Lite. The custom dataset we used comprises images of diverse resolutions, varying
image quality, distinct lighting conditions and insects of varying sizes within the context
of the image frame, mirroring the real-world conditions encountered in pest detection
scenarios. The models trained on this dataset have a greater chance to handle a wide array
of technical conditions, such as different camera models, setups and resolutions, benefitting
from the capability to process images of various sizes.

We aimed to assess the efficiency of the proposed two-step transfer learning (TL)
procedure. The first TL training step was performed on a dataset of 2605 images to
recalibrate the networks’ trainable parameters on the ‘Beetles’ and ‘Ladybug’ classes. Then,
a second TL training step was performed on a distinct custom dataset of 2648 images
with four classes of pests and one class for the beneficial ‘Ladybug’ insect, in order to
fine-tune the trainable parameters for selected species of insects. The best-performing
network was selected for the future research step aiming at employing a much larger and
more representative custom dataset to reduce generalization error, as well as to test it onto
an experimental model.

This research aligns with the principles of Agriculture 5.0, characterized by the in-
tegration of advanced technologies, such as artificial intelligence, the Internet of Things
(IoT), robotics and data analytics, into traditional farming practices. The general aim is to
enhance efficiency, sustainability and productivity in agriculture. In particular, research
in the development of low-power mobile systems with neural networks capable of rec-
ognizing and localizing pests in corn crops can be useful in performing real-time crop
monitoring, providing immediate information to farmers about potential pest infestations,
thus allowing them to intervene promptly to limit damage, and to ensure higher yields
and superior crop quality. It saves time and resources by eliminating the need for exten-
sive manual monitoring and unplanned pesticide applications. By specifically identifying
pests, farmers can apply precise and selective treatments, reducing the need for excessive
pesticide use and minimizing environmental impact. These mobile systems can aid in the
early identification of infestation outbreaks, allowing farmers to prevent the spread and
multiplication of pests. They are easy to implement and can be integrated into existing
farm infrastructure without requiring major investments in complex equipment.

To conclude, the primary and intermediate objectives of this research are outlined
as follows:
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• To introduce a new approach to transfer learning involving a two-step process that
significantly enhances the accuracy of MobileNet SSD networks. As mentioned above,
this procedure starts with broader dataset training, followed by fine-tuning the neural
networks parameters on a specific dataset;

• To thoroughly assess in this context two versions of the MobileNet SSD network—
MobileNet-SSD-v1 and MobileNet-SSD-v2-Lite—providing insights into their relative
performance. This comparative analysis is important for understanding the balance
between model complexity and accuracy in the context of low-power mobile systems;

• To assess the advantages in terms of practicality and feasibility of deploying the
proposed neural network models on Jetson low-power devices, as a solution for real-
world applications. The combination of the MobileNet SSD networks in conjunction
with the NVIDIA Jetson platforms is known as a highly optimized solution in terms of
computational speed and energy efficiency, making it well-suited for embedded and
mobile applications;

• To apply the trained models to detect harmful beetle species, and also to distinguish
them from a beneficial species (Coccinella), in order to demonstrate the potential
utility of neural networks in real-time pest control. Emphasizing the preservation of
beneficial species adds ecological significance to the research.

2. Materials and Methods

To address the limitations of low-complexity neural networks and make such research
more suitable for low-power mobile applications, a strategic approach was adopted. To
optimize both accuracy and efficiency, the Nvidia Jetson Nano Orin—a high-performance
graphics processing unit (GPU) tailored for low-cost mobile applications, manufactured
by Nvidia Corporation, based in Santa Clara, CA, USA—was selected as target hardware
platform for deployment. It is important to note that, in this preliminary research, the
more expensive Nvidia Jetson AGX Orin was employed for training purposes due to its
superior performance in the training phase. In the second research stage that will follow
this preliminary study, the best model will be retrained on a larger dataset, and then will
be transitioned to the entry-level Jetson Nano Orin, thus aligning with our target low-cost
mobile platform.

The study focused on five distinct beetle species. Among these, four are well-documented
as significant crop pests, namely, Anoxia villosa, Diabrotica virgifera virgifera, Opatrum sab-
ulosum and Zabrus tenebrioides. According to the information presented in Table 2, these
species are polyphagous and cause substantial damage to a variety of important crops like
corn, wheat, sunflower and beans. Their geographical distribution spans large agricultural
regions throughout Europe, Asia and North America. This potential for crop damage
served as the primary criterion for the selection of these species in our research. In addition
to these crop pests, the dataset also includes images of Coccinella sp. (Coleoptera, Coc-
cinellidae), known as beneficial arthropods and important aphid predators in agricultural
crops [52].

The primary focus was on enhancing the accuracy of two pre-trained versions of the
SSD-MobileNet network architecture, a well-established choice for real-time object detection
on mobile and embedded devices. This architecture combines the Single-Shot MultiBox
Detector (SSD-300) with the MobileNet backbone, known for its computational efficiency.
To achieve improved accuracy while maintaining efficiency, a two-step transfer learning
procedure was devised for fine-tuning the network on specific pest detection tasks. Two
variations in the SSD-MobileNet architecture, namely, MobileNet-SSD-v1 and MobileNet-
SSD-v2-Lite, were tested. The goal was to determine which version achieved the best
accuracy and to assess the efficiency of the proposed two-step transfer learning procedure.

To facilitate model evaluation and deployment, the Nvidia-developed detectNet
wrapper was employed. This wrapper streamlined the testing process, making it more
efficient and accessible for further real-world applications.
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Table 2. Pest species used in custom dataset.

Family/Species/
Common Name

Body Length
(mm) Distribution

Flight Period/
Optimum

Temperature Range
Affected Plants References

Carabidae/
Zabrus tenebrioides
Goeze, 1777 (Corn
Ground Beetle)

14–16

England, Southern
Sweden, Northern Africa,
Asia Minor, Cyprus,
Ukraine, Moldova,
Transcaucasia

May–June/20–26 ◦C Winter wheat, corn,
horn, rye, barley, oat [53,54]

Tenebrionidae/
Opatrum sabulosum
Linnaeus, 1761
(Darkling Beetle)

7–10

Western Europe,
Northwestern Iran,
Northwestern China; the
European part of the
former USSR, the
Caucasus, South and
Middle Siberia
Kazakhstan, Central Asia

-/they feed actively at a
temperature of
17–20 ◦C. Below 25 ◦C
prefer dry plants, at
temperature above
27 ◦C they eat green
plants almost
exclusively

Polyphagous
(corn, sugar beet, flax,
sunflower, tobacco,
cotton, pumpkin,
fennel, anise, castor-oil
plan, safflower,
buckwheat, bean)

[54,55]

Scarabaeidae/
Anoxia villosa
(Fabricius, 1781)
(Cockchafer, Steppe
Beetle)

20–25 Europe, especially
Mediterranean area

May–August,
especially July/-

Polyphagous
(corn, sunflower, wheat,
barley, woody plants:
vine, orchards, forest
nurseries)

[56]

Chrysomelidae/
Diabrotica virgifera
virgifera LeConte,
1868 (Western Corn
Rootworm)

~5 Europe, North America

the end of June–the
middle of
October/high
temperature, but not
more than 30 ◦C

Preferred corn; white
squash, alfalfa, clover,
rape, bean, soybean,
sunflower

[57,58]

2.1. Selected Neural Networks

A versatile object detection framework optimized for real-time inferencing on Nvidia
Jetson platforms is detectNet [59], also from Nvidia. It accepts input images and, in return,
yields a list of bounding box coordinates, along with class labels and confidence values.
One of its features is its ability to integrate various pre-trained detection models, providing
flexibility in choosing the most suitable architecture for the task at hand. Among them,
MobileNet-SSD-v1 and MobileNet-SSD-v2-Lite both fit our specific research requirements.

The SSD-MobileNet model is a fusion of the SSD-300 Single Shot MultiBox Detector
(SSD) and the MobileNet convolutional neural network (CNN), resulting in a lightweight
architecture that is ideally suited for resource-constrained environments, such as mobile and
embedded vision applications (Figure 1). This integration combines the efficiency of SSD as
an object detector, and MobileNet as a feature extractor, thus providing a high-performance
yet computationally efficient solution.
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One of the defining characteristics of MobileNet backbone is the utilization of depth-
wise separable convolutions—a technique that applies a single convolution operation to
each color channel individually, in order to reduce both the computational complexity and
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model size. It involves a depthwise convolution layer, followed by a pointwise convolution
layer, thus minimizing computational demands while preserving accuracy. Subsequently,
batch normalization and ReLU are employed on the output of each convolutional operation.
Batch normalization fine-tunes the data by modifying learning parameters, adjusting learn-
ing rates, managing dropout ratios and preventing gradient vanishing. Feature Pyramid
Network (FPN) is an integral part of SSD-MobileNet-V1 and operates by combining feature
maps from different stages of the MobileNet-v1 backbone. FPN integrates feature maps
from different depths of the backbone network, creating a pyramid of feature maps at vari-
ous scales. This ensures that objects of different sizes, including small ones, are effectively
captured in the feature representation. The SSD head is responsible for predicting object
bounding boxes and class scores. The number of output channels in the final convolutional
layers of the SSD head corresponds to the total number of anchor boxes and object classes
to be predicted. This multi-scale approach plays an important role in accommodating
objects of varying sizes, allowing the model to predict bounding boxes and categories
across multiple feature maps.

The MobileNet-SSD-v2-Lite uses the MobileNet-v2-Lite architecture as its backbone,
which builds upon the advancements of MobileNet-v2 by further optimizing for efficiency,
thus making it even more suitable for resource-constrained environments. It prioritizes
efficiency and is ideal for scenarios where real-time detection is crucial and hardware
resources are limited.

The primary goal of the loss function L (Equation (1)) is to compute a weighted
combination of the localization loss (Lloc) and the confidence loss (Lconf), given the number
N of matched default boxes:

L(x, c, l, g) =
1
N

(
Lcon f (x, c) + αLloc(x, l, g)

)
(1)

The confidence loss is calculated as the softmax loss across confidences for the follow-
ing multiple classes (c):

Lcon f (x, c) = −
N

∑
i∈Pos

xp
ijlog

(
ĉp

i

)
− ∑

i∈Neg
log

(
ĉ0

i

)
where ĉp

i =
exp

(
cp

i

)
∑p exp

(
cp

i

) (2)

In this equation, xp
ij = {1, 0} is an indicator for matching the i-th default box with the

j-th ground truth box of category p. The confidence loss evaluates how well the model
predicts the presence of objects as well as their associated classes.

The localization loss measures the squared distance between the predicted coordinates,
and is weighted by α, which balances these two losses and their impact on the overall loss
value [61]. Using the parameters of the predicted box (l) and the ground truth box (g), one
can compute the localization loss as a Smooth L1 loss [62]:

Lloc(x, l, g) = ∑N
i∈Pos ∑m∈{cx,cy,w,h} xk

ijsmoothL1(lm
i − ĝm

j ), (3)

where cx, cy, w and h are the coordinates of the default bounding box (d) center, its width
and height. The above sum is taken over all positive samples, where positive samples
are those that have a significant overlap (e.g., IoU—Intersection over Union) with ground
truth objects.

2.2. The Training Platform and Framework

To further develop an efficient and optimized object detection model, for training
we used the Nvidia Jetson AGX Orin platform in conjunction with PyTorch 2.0.0 for
JetPack 5.1.1. The Jetson AGX Orin Nvidia Jetson AGX Orin is manufactured by Nvidia
Corporation, based in Santa Clara, California, United States, and is equipped with a high-
performance GPU architecture, designed for accelerating model training and inference
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due to parallel processing capabilities of its CUDA cores (Table 3). For increased storage
capacity, we have added a 2 TB SSD (model Samsung 980 PRO Heatsink Gen.4 NVMe),
with a read transfer rate of 7000 MB/s and a write transfer rate of 5100 MB/s.

Table 3. Main technical specifications of the Nvidia Jetson AGX Orin training hardware.

GPU NVIDIA® Ampere architecture; 2048 NVIDIA CUDA cores; 64 Tensor cores

CPU 12-core Arm Cortex-A78AE v8.2 64-bit CPU; 3MB L2 + 6MB L3

DL Accelerator 2× NVDLA v2.0

Vision Accelerator PVA v2.0

Memory 64 GB 256-bit LPDDR5; 204.8 GB/s

Storage 64 GB eMMC 5.1 + 2 TB SSD, model Samsung 980 PRO Gen.4
NVMe (added)

We choose PyTorch for JetPack—a specialized variant of the PyTorch framework that
integrates with NVIDIA’s CUDA technology—as it is optimized for accelerated parallel
processing on Nvidia Jetson platforms. The software stack of NVIDIA JetPack is fully com-
patible with PyTorch for JetPack, ensuring integration and access to Nvidia’s proprietary
libraries and optimizations.

2.3. PyTorch Scripts

Throughout the training and testing process, the following PyTorch scripts were
employed:

• train_ssd.py [63]: this script serves as a tool for training Single Shot MultiBox Detector
(SSD) object detection models. It offers flexibility in configuring dataset types, network
architectures and training parameters. The script incorporates data preprocessing,
model training, validation and checkpointing, with support for various learning
rate scheduling strategies. It also enables optional mean average precision (mAP)
evaluation during validation. We used this script for re-training our SSD-MobileNet
networks;

• eval_ssd.py [64]: this script is an evaluation tool for assessing the performance of
trained SSD models. It allows for customizable evaluation parameters, including
dataset type, model architecture and evaluation metrics, such as mean average preci-
sion (mAP). The script loads the dataset and the model pth file, performs inference
and computes class-specific and/or overall accuracy and mAP values. We used this
script to test the model inference performance on the test set before converting it from
PyTorch to Open Neural Network Exchange (ONNX) format;

• onnx_export.py [65]: this script is designed for the conversion of PyTorch deep-
learning models into the ONNX format. ONNX (Open Neural Network Exchange) is
an open-standard format facilitating model interoperability and deployment across
diverse inference platforms and inference environments. The script offers command-
line customization options, including the choice of neural network architecture, input
model checkpoint path, class labels file and output ONNX model path. It dynamically
selects the inference device, loads the PyTorch model and exports it to ONNX. In
order to conduct testing and real-time inference using our re-trained SSD-MobileNet
models with TensorRT version 8.5.2, it was necessary to convert the PyTorch models
into the ONNX format so that TensorRT can load them; TensorRT is a specialized
library designed for high-performance inference on NVIDIA graphics processing units
(GPUs), currently being considered the fastest way to run a trained model [66]. It
automatically optimizes DNN models by fusing multiple layers and operations into
a single, efficient kernel. This reduces memory bandwidth usage and minimizes the
number of compute operations, resulting in faster inference. In order to further im-
prove efficiency, TensorRT applies various graph optimizations, such as layer pruning,
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to eliminate unnecessary operations. It also supports batched inference, allowing
multiple inputs to be processed in parallel, which enhances throughput in real-time
applications [67];

• detectnet.py [68]: this script creates an Nvidia detectNet object, and subsequently
uses it to employ TensorRT for trained models inferencing on actual images and video
sequences. We used ‘detectnet.py’ with the ONNX format of the trained models to
visualize detection boxes and confidence scores on the images from the test set. This
script was particularly important in the stage of errors analysis and identification of
the model’s strengths and limitations.

2.4. Image Datasets

As previously mentioned, the base models of MobileNet-SSD-v1 and v2-Lite come
pre-trained on the PASCAL-VOC and COCO datasets, respectively, which do not include
specific classes for insects. Here, the term “class” refers to the meaning used in the field of
machine learning, and not in the sense of taxonomic category from the biological sciences.
To adapt these models for our pest detection task we used two datasets, one for each stage
of the two-step transfer learning procedure. The first dataset consisted of 2605 images,
which represents a subset of Open Images [69], specifically containing classes ‘Beetles’
and ‘Ladybug’. Maintained by Google, Open Images has 600 classes, providing a diverse
range of images and has the status as one of the significant and well-regarded datasets in
the field. The reason we turned to the Open Images dataset for our study consists of the
following advantages:

• It has a large number of labeled images, standing as one of the most extensive sources
of data available for training computer vision models;

• Each image is already annotated and comes with detailed information about the
objects, which makes it readily suitable for training object detection models;

• It provides an open-licensed image sharing and use.

The second dataset consisted of 884 images representing Coccinella sp., Anoxia villosa,
Diabrotica virgifera virgifera, Opatrum sabulosum and Zabrus tenebrioides [70–74]. They were
sourced from the iNaturalist web portal via Global Biodiversity Information Facility plat-
form (GBIF) [75], and a few from various cloud resources. iNaturalist is a publicly available
platform providing free and open access to biodiversity data courtesy of the California
Academy of Sciences and the National Geographic Society, with the purpose to facilitate
the distribution and sharing of data and images related to plant, animal and fungal species.

Image augmentation was performed through mirroring along the horizontal and
vertical axes, in order to diversify the training dataset, enhance model generalization by
exposing it to a wider range of variations and real-world scenarios, and thus mitigate
overfitting and improve performance. After augmentation, the dataset size increased to
2648 images. The distribution of both augmented and non-augmented images across each
class is presented in Table 4.

According to Table 4, the dataset is characterized by an equitable distribution of images
across species, which means that the model is trained on a representative sample of each
species, preventing any single class from dominating the training process. This balance
enables both models to equally learn the characteristics and features associated with each
species, enhancing its ability to accurately detect and classify each of them.

The annotation process was conducted using the Computer Vision Annotation Tool
(CVAT v2.9.0) software for bounding box delineation and labeling according to the Pas-
cal VOC (Pascal Visual Object Classes) format [76]. In this format, one XML file with
information such as image dimensions and bounding boxes coordinates is generated for
each image.
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Table 4. The distribution of images across each species in the custom dataset.

Dataset Class

Number of Images
Relative

DistributionBefore
Augmentation After Augmentation

Anoxia 154 462 17.4%

Ladybug 173 519 19.6%

Diabrotica 206 618 23.3%

Opatrum 180 536 20.2%

Zabrus 171 513 19.5%

Total: 884 2648 100%

2.5. Transfer Learning Procedures

For the first transfer learning, the 2605 annotated images were downloaded from
the Open Images platform. Files are structured according to the Open Images format
requirements (Figure 2), namely, divided into three main directories (‘train’, ‘validation’
and ‘test’, with 2376, 60 and 169 images, respectively), and with csv metadata files.
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Each directory is further categorized into class subdirectories (‘Beetles’ and ‘Ladybug’),
containing the corresponding class images. The csv files from the main folder provide
detailed metadata, such as image identifiers, bounding box coordinates, class labels and
other details.

Following the preparation of our image dataset, we employed the ‘train_ssd.py’ Py-
Torch script to retrain each of the two neural networks. The following is a sample command
line for training the MobileNet-SSD-v1 network:
python3 train_ssd.py --dataset-type=open_images --net=mb1-ssd --data=data/
beetles_OpenImages --model-dir=models/custom_beetles --batch-size=32 --workers=12
--epochs=150 --checkpoint-folder=models/custom_beetles

Where the arguments used in the above command are as follows:

• dataset-type: the dataset format to be used; in this case, the Open Images format;
• net: used to select MobileNet-SSD-v1 or MobileNet-SSD-v2-Lite;
• data: the directory containing the training images;
• model-dir: the directory where the trained models are to be stored;
• batch-size: the number of images per batch; after experimentation on the Jetson

AGX Orin platform, equipped with 64 GB of memory, we determined that a batch size
of 32 provided optimal training performance in terms of training time and accuracy;
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• workers: the number of PyTorch dataloader threads employed; in our setup, we
allocated one thread per each of the 12 CPU cores of the Jetson AGX Orin platform;

• epochs: the number of training epochs; through iterative testing, we determined that
the highest accuracy was achieved after more than 100 training epochs.

The ‘train_ssd.py’ script provides 29 distinct arguments for dataset balance, network
architecture, loading pretrained basenet or checkpoints, fine-tuning Stochastic Gradient
Descent parameters, scheduler for dynamic adjustment of the learning rate during training,
and more. These arguments come with default values that proved to be appropriate for our
specific training requirements. To test a potential further model refinement, a second round
of transfer learning was undertaken. Our custom dataset was organized in accordance with
the Pascal VOC format (Figure 3).
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The ‘Annotations’ directory contains XML files that characterize the images and
bounding boxes. The dataset was partitioned into three subsets, with 75% of the data
allocated to the training set, 15% to the validation set and the remaining 10% designated
for the test set. The files ‘train.txt’, ‘val.txt’, ‘test.txt’ and ‘trainval.txt’ include the filenames
of the image files, without extensions, corresponding to the training, validation and testing
sets. All 2648 images in JPG format are located in the ‘JPEGImages’ directory. The ‘labels.txt’
file contains the simplified dataset class names in alphabetical order, namely, ‘Anoxia’,
‘Diabrotica’, ‘Ladybug’, ‘Opatrum’ and ‘Zabrus’.

To increase the precision of statistical inference, stratified sampling was applied to
create the training, testing and validation sets (Table 5). Thus, the size of the sample
randomly drawn from each class is proportional to the relative size of the class in the dataset.

Table 5. Images counts for each class and subset.

Class Name Number of
Images

Relative
Distribution Train (75%) Test (10%) Validation

(15%)

Anoxia 462 17.4% 347 46 69

Diabrotica 618 23.3% 463 63 92

Ladybug 519 19.6% 389 52 78

Opatrum 536 20.2% 402 54 80

Zabrus 513 19.5% 385 51 77

Total 2648 100% 1986 266 396

The training process is conducted using the same ‘train_ssd.py’ script as before, with
the command line closely resembling the one presented previously, with the following
exceptions:

• The Pascal VOC format is specified for the dataset, by means of the dataset-type
argument: --dataset-type=voc;

• The pretrained-ssd argument is employed to retrain the model obtained in the previ-
ous transfer learning phase, characterized by the highest accuracy and the lowest cost
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function value; for instance: --pretrained-ssd=models/mb1-ssd-Epoch-62-Loss-
0.97135413.pth.

Following each training phase, the retrained model performance was tested. Thus, we
adopted a two-step approach, involving model conversion and real-time inference. First,
the ‘export_onnx.py’ script was employed to convert the trained model into the ONNX
format, for compatibility with Nvidia TensorRT, which further optimizes the ONNX models
for real-time inference as described earlier. In this respect, the ‘detectnet.py’ script was used
to transfer the ONNX model to an Nvidia detectNet object. The following is a command
line example:
detectnet --model=PATH_TO_ONNX_FILE –threshold=0.5 --labels=PATH_TO_CLASS_
NAMES_FILE --input-blob=input_0 --output-cvg=scores --output-bbox=boxes PATH_
TO_TEST_IMAGES PATH_TO_INFERENCED_IMAGES

In this example, the input_blob argument specifies the input layer of the detectNet
object, and the threshold parameter defines the confidence threshold for object detection.
detectNet employs the following two distinct output layers: the ‘confidence grid’ for
predicting object presence likelihood across spatial locations (the output-cvg argument),
and the ‘bounding box data’ for precise object localization, including coordinates and
class labels (the output-bbox argument). This dual-output architecture enhances object
detection accuracy by first identifying potential object regions and then providing detailed
information about detected objects, making it very efficient for real-time object detection
and tracking applications [77].

2.6. Evaluation Metrics

Mean average precision (mAP) is a very popular metric for evaluating object detec-
tion models. It considers both precision and recall across various confidence thresholds.
Precision is used to measure the accuracy of positive predictions made by a model, thus
assessing the model’s ability to avoid false positives (instances where the model incorrectly
identifies a non-existent object as positive). A high precision value indicates that, when
the model predicts an object, it is usually correct. Recall measures the model’s capability
to avoid false negatives. In the context of object detection, false negatives refer to cases
where the model fails to detect an object that actually exists in the image. A high recall
value indicates that the model can effectively capture most of the relevant objects. The
mAP is calculated as the mean of the average precision (AP) values for each class, where
AP measures the area under the precision-recall curve. The average precision (AP) for a
specific class is computed as follows:

AP =
1
n∑n

k=1 Pk·∆R(k), (4)

where:

• P(k) represents the precision at the kth retrieved item;
• ∆R(k) is the change in recall at the kth retrieved item;
• n is the total number of retrieved items.

The mAP is then the mean of these AP values across all classes, providing an aggre-
gated measure of the model’s ability to accurately detect objects. In object detection, besides
assessing if the model identifies the correct class, it is important to consider if the location of
the object is correctly identified. In this respect, the AP is computed based on Intersection
over Union (IoU), which is the area of overlap between the predicted bounding box and
the target bounding box, divided by the area of their union [78]. In the context of mAP
calculation, IoU@0.5 (Intersection over Union at a threshold of 0.5) is a common choice. It
means that a predicted bounding box is considered correct if the IoU with a ground-truth
box is equal to or greater than 0.5. This threshold determines whether a prediction is a true
positive or a false positive.
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Accuracy quantifies the model’s ability to correctly classify objects into their respective
classes and is an appropriate metric when the dataset is balanced, such in this case. The
accuracy is calculated as the fraction of predictions that the model correctly identified
as follows:

Accuracy =
Number o f Correct Predictions
Total Number o f Predictions

(5)

These two metrics, mAP and accuracy, were employed to evaluate the retrained
models, and for the subsequent selection of the model with the best performance.

3. Results and Discussion

In order to assess whether the two-step transfer learning procedure offers advantages
compared to a single transfer learning procedure performed directly onto the custom
dataset, the following steps were undertaken (Figure 4):

1. Initially, the original downloaded MobileNet-SSD-v1 neural network was retrained
directly on the custom image dataset without augmentation. The performance of this
model on the testing set served as the baseline reference level;

2. A single transfer learning step was performed, involving the retraining of the original
MobileNet-SSD-v1 and MobileNet-SSD-v2-Lite models directly on the augmented
custom dataset;

3. A two-step transfer learning procedure was performed. Each of the two original
models was retrained twice as follows: first on the Open Images dataset (containing
only the ‘Ladybug’ and ‘Beetles’ dataset classes), and then each of the resulting
retrained model was further retrained on the augmented custom dataset;

4. The performances of the models obtained in steps (2) and (3) were compared in terms
of accuracy and mAP, to the baseline reference model from step (1).
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Figure 5 illustrates the loss variation in the MobileNet-SSD-v2-Lite network during the
second retraining stage on the custom dataset. All the other training procedures exhibited a
similar behavior. Continuous loss reduction indicates that the model is capturing patterns
and features in the data. The stabilization of both training and validation loss values
after approximately epoch 120 suggests that the model has reached a point of steady-
state performance. In this phase, it has learned to represent the data adequately. The
subsequent plateau and minor fluctuations in the losses show that the model is fine-tuning
its parameters but not making substantial performance improvements.
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The overall minimal fluctuations for both training and validation loss values indicate
that the model is not overfitting to the training data. Overfitting would manifest as a later
increase in validation loss relative to the training loss, which is not observed, suggesting that
the model generalizes well to unseen data. The fact that both losses stabilize indicates an
appropriate model complexity level. The behavior of the loss curves can also be indicative of
the fact that hyperparameters, such as batch size, learning rate schedule and regularization
techniques, were properly selected, thus contributing to the observed convergence and
steady-state aspect.

3.1. Evaluation Metrics and Models Ranking

As one can notice from the results achieved on the test set and presented in Table 6 and
in Figure 6, the MobileNet-SSD-v2-Lite model trained with the two-step transfer learning
procedure ranks first, closely followed by the MobileNet-SSD-v1 after the same two-step
transfer learning procedure.

The MobileNet-SSD-v2-Lite model achieved an mAP of 0.892, ranking second but
very close to the highest mAP of 0.908, which was obtained by MobileNet-SSD-v1 after
the same two-step transfer learning procedure. It outperformed the baseline mAP (0.8412)
by 6.07%, and it is only 1.76% less than the highest value. Compared to the other non-
baseline attempts, the two-step transfer learning trained MobileNet-SSD-v2-Lite model
demonstrated the highest accuracy for Opatrum (0.9514, baseline excepted) and Diabrotica
(0.8066). For Anoxia, it reached a third-place accuracy of 0.9851, which is only 0.6% less than
the top value of 0.9912. Also, for Zabrus, the MobileNet-SSD-v2-Lite model achieved the
second position (0.9053), surpassing the baseline model (0.803) by 12.74%, while Coccinella
(the ‘Ladybug’ dataset class) was reliably differentiated from all other species, with an
accuracy of 0.8939 and zero false positives. In the case of using the model for precision
pest control, zero false positives ensure that the beneficial Coccinella species will not be
mistakenly targeted or harmed, thus contributing to a more environmentally friendly and
sustainable approach to agriculture.



Agriculture 2023, 13, 2287 16 of 24

Table 6. Accuracy and mean average precision for each type of training procedure; red font—highest
value; blue font—the second highest value; TL—transfer learning.

Trained Model
Accuracy

mAP Notes
Anoxia Diabrotica Ladybug Opatrum Zabrus

SSD-MB-v1
(baseline) 0.8432 0.7323 0.8276 1 0.8030 0.841

Retrained once, on
non-augmented
custom dataset

SSD-MB-v1 TL on
custom dataset 0.9866 0.7259 0.8737 0.9240 0.9475 0.887 Retrained once, on

augmented custom dataset

SSD-MB-v1
2-step TL 0.9072 0.7770 0.9436 0.9056 0.9033 0.908 Two-step transfer learning

SSD-MB-v2 Lite TL
on custom dataset 0.9912 0.7273 0.8906 0.9091 0.9030 0.884 Retrained once, on

augmented custom dataset

SSD-MB-v2-Lite
2-step TL 0.9851 0.8066 0.8939 0.9514 0.9053 0.892 Two-step transfer learning
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Table 7 displays only the first and second-place results for mAP and accuracies across
classes, clearly confirming that the two-step transfer learning procedure performs better on
both MobileNet-SSD-v1 and MobileNet-SSD-v2-Lite. The MobileNet-SSD-v2-Lite model
has the best overall performance. It exhibits, however, an exception in detecting the
‘Anoxia’ dataset class, where it ranks third but with only a marginal 0.6% difference from
the first-place position.

Figure 7 shows a clear and significant performance advantage gained from the two-
step transfer learning procedure applied to the MobileNet-SSD-v1-Lite model compared to
the baseline model. However, one can notice from Table 7 that, in the case of the ‘Opatrum’
dataset class, the baseline model developed perfect performance, achieving a maximum
accuracy of one. This phenomenon could be attributed to the fact that the images from
the test set belonging to the ‘Opatrum’ class are well-separated in the feature space from
other classes, thus being relatively easy to classify. Without augmentation, the number of
images in the test set is small for each class, and it is possible that it does not represent the
full diversity and complexity of the ‘Opatrum’ class. In such cases, the model might have
memorized the training data and generalized well to the limited test examples.
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Table 7. Ranking of accuracy and mAP, excluding the baseline model; (1)—first place; (2)—second
place.

Trained Model
Ranking in Terms of Accuracy for Each Dataset Class

mAP
Anoxia Diabrotica Ladybug Opatrum Zabrus

SSD-MB-v1 (baseline) - - - (1) - -

SSD-MB-v1 TL
on custom dataset (2) - - (2) (1) -

SSD-MB-v1
2-step TL - (2) (1) - - (1)

SSD-MB-v2 Lite TL on
custom dataset (1) - - - - -

SSD-MB-v2-Lite
2-step TL

3rd place;
0.6% less than
the 1st place

(1)
(2)

5.3% less than
the 1st place

1st place,
(except the
baseline)

(2)
4.5% less than
the 1st place

(2)
1.8% less than
the 1st place

1 

 

 
Figure 7. Performance gain of the MobileNet-SSD-v2-Lite model following the two-step transfer.
learning procedure, against the baseline model.

Upon evaluating the same model trained on the augmented dataset, the accuracy
decreases to 0.924. This can be explained by the fact that data augmentation introduced vari-
ations into the training data, which aids in mitigating overfitting. If the model had initially
overfit to the non-augmented dataset, the addition of augmentation might have facilitated
improved generalization, even if it was at the cost of some slight performance reduction.

Figure 8 shows a few instances of accurate predictions on the testing set, made by
the MobileNet-SSD-v2-Lite following the two-step transfer learning procedure, some of
them under challenging conditions. For example, in images (a) and (c), both Diabrotica and
Anoxia exhibit small-to-medium scale in terms of image size. They are reliably detected
with confidence levels of 98.5% and 99.1%, respectively. Image (b) demonstrates the correct
detection of all individuals within a rich Diabrotica colony, some overlapping or being
partially visible; moreover, in image (d) a partially visible Zabrus is identified with a
confidence level of 95.4%.
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learning procedure, some of them in the following challenging conditions: (a,c): small to medium
scale; (b) overlapping; (d) partially visible; (e) color blends with the environment; (f) high confidence
for Ladybug; credit to the original, non-transformed images, (a–f): [79–84].

Image (e) captures the detection of Opatrum on the ground (92.2% confidence level),
where Opatrum’s color blends with the environment. Coccinella is usually detected with
high confidence levels of more than 98% (100% in image (f), for example). Most correct
predictions follow the patterns presented above, underscoring a good performance, even if
the model was trained on a small custom dataset.

3.2. Error Analysis

In order to provide insights into the model’s strengths and limitations, and to find
information for further refining its performance, we performed a detailed analysis of its
predictions on the test set and identified four types of errors.

• Misclassification errors: Illustrated in Figure 9a, there is a singular misclassification
error over the entire test set, where the model confuses Zabrus with Anoxia. This
could be attributed to Zabrus being photographed from an unusual lateral position, a
scenario represented by only two images in the training set;

• Non-identification errors: Errors in which the model fails to make identification, as
illustrated in Figure 9b–f. Most of these misidentifications are likely due to the fact
that the training set contains an extremely limited number of images with a very
particular background; therefore, the model might encounter challenges when the
background varies significantly from the majority of training images. Neural networks
are expected to generalize across different backgrounds, but extreme variations could
pose difficulties. For instance, in Figure 9b, the image has a blue sky background. In
the training set, there are only four images with a blue background. Similarly, for
Figure 9c, there are only two such images in the training set;

• Another circumstance involves instances where the object is considerably small relative
to the overall image dimensions, as in Figure 9d, or when it is barely visible, as seen
in Figure 9f. A particular scenario is presented by images featuring Opatrum on the
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ground, where the model correctly identifies Opatrum in Figure 8e but fails to do so in
Figure 9e, showing a nuanced performance with a confidence level of 45% in case of
Figure 9e, which is just below the 50% threshold;

• Duplication errors: Figure 9g,h show duplication errors, where the same pest is
detected twice in images with a singular specimen. Figure 9g highlights potential
network confusion during the feature extraction stag, caused by the corn silk, which
bears visual similarities to the legs and antennae of the pest species;

• False Positive errors: These are errors where a pest was detected in an area containing
only background. There is a single situation over the entire test set, where a false
Diabrotica was detected in the upper-right section of Figure 9h, with a confidence level
of 62.5%.
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The observed relatively high error rate of 0.1579 over the test set may be attributed,
in part, to the modest size of the training set, averaging around 400 images per class after
augmentation. The limited diversity in training instances could lead to challenges in the
model’s ability to generalize across various conditions.

4. Conclusions

To enhance accuracy while maintaining efficiency, a two-step transfer learning proce-
dure was employed to fine-tune the network for crop pest detection tasks. Two variations
in the SSD-MobileNet architecture, namely, MobileNet-SSD-v1 and MobileNet-SSD-v2-Lite,
were tested, aiming to identify the version achieving the best accuracy and assess the effi-
ciency of the proposed two-step transfer learning procedure. Five beetle species, including
four harmful to corn crops and one beneficial, were selected for testing.

The results indicated that the MobileNet-SSD-v2-Lite model, trained with the two-step
transfer learning procedure, exhibited the highest performance, closely followed by the
MobileNet-SSD-v1. MobileNet-SSD-v2-Lite achieved an mAP of 0.892, displaying the
highest accuracy for classes ‘Opatrum’ (excluding the baseline model) and ‘Diabrotica’,
and the second position in terms of accuracy for classes ‘Ladybug’ and ‘Zabrus’.

Analyzing errors in the MobileNet-SSD-v2-Lite model revealed a good overall ac-
curacy despite the reduced size of the training set, with only 1 misclassification, 33 non-
identifications, 7 double identifications and 1 false positive across the test set.

These preliminary results demonstrate the potential for real-time pest control with
minimal human intervention, showing the model’s capability to protect both crops and
beneficial species. Considering the achieved results and the identified errors, our future
research will focus on the following key areas:

• To address the issue of generalization error, we plan to employ a custom dataset
comprising a minimum of 8000 images, ensuring representative sampling for real-
world conditions;

• The top-performing model from current research will undergo retraining using the two-
step transfer learning procedure on the new dataset. To gain a more comprehensive
understanding of performance improvement, both the pretrained and untrained
versions of the model will be trained on the non-augmented dataset. The outcomes
will then be compared with the results obtained from training the same versions of the
model on the augmented dataset;

• Our dataset enhancement strategy will involve incorporating more images that led to
errors in the current study. This includes instances of small-scale beetles relative to
image size, partially visible beetles, and images featuring Opatrum on the ground. The
goal is to enhance the model’s feature extraction capabilities, particularly in scenarios
where the color of Opatrum blends with the soil color;

• Evaluation of model performance will be extended to scenarios with two or more pest
species coexisting in the same image, including scenarios involving both pests and
beneficial species.

In the third phase of our research, we plan to develop a prototype with an initial focus
on monitoring and assessing corn crop infestation levels in real-time. The images collected
during monitoring will also be used for continuous training of the model.
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