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Abstract: Wheat stripe rust has a severe impact on wheat yield and quality. An effective prediction
method is necessary for food security. In this study, we extract the optimal vegetation indices (VIs)
sensitive to stripe rust at different time-periods, and develop a wheat stripe rust prediction model
with satellite images to realize the multi-temporal prediction. First, VIs related to stripe rust stress are
extracted as candidate features for disease prediction from time series Sentinel-2 images. Then, the
optimal VI combinations are selected using sequential forward selection (SFS). Finally, the occurrence
of wheat stripe rust in different time-periods is predicted using the support vector machine (SVM)
method. The results of the features selected demonstrate that, before the jointing period, the optimal
VIs are related to the biomass, pigment, and moisture of wheat. After the jointing period, the red-edge
VIs related to the crop health status play important roles. The overall accuracy and Kappa coefficient
of the prediction model, which is based on SVM, is generally higher than those of the k-nearest
neighbor (KNN) and back-propagation neural network (BPNN) methods. The SVM method is more
suitable for time series predictions of wheat stripe rust. The model obtained accuracy based on the
optimal VI combinations and the SVM increased over time; the highest accuracy was 86.2%. These
results indicate that the prediction model can provide guidance and suggestions for early disease
prevention of the study site, and the method combines time series Sentinel-2 images and the SVM,
which can be used to predict wheat stripe rust.

Keywords: wheat; stripe rust; prediction; time series; remote sensing

1. Introduction

Wheat stripe rust is a devastating airborne disease caused by Puccinia striiformis f.
sp. tritici (Pst) [1]. Stripe rust delays wheat growth, noticeably affects the wheat yield
and quality, and can result in yield losses of more than 30% in epidemic years if field
mismanagement and unfavorable weather conditions occur [2–5]. Stripe rust occurs in
more than 60 countries globally, and the disease-affected area has been expanding in recent
years [6]. Due to the extensive damage and rapid spread of wheat stripe rust, it is urgent to
develop a timely and efficient disease control method to ensure food security; specifically,
high-precision wheat stripe rust prediction methods that are applicable to large areas
are needed [4,7,8].

Traditional methods typically use meteorological data to predict the occurrence of
crop diseases, as spore germination, infection, and survival require suitable environmental
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conditions, such as suitable temperatures, humidity conditions, and rainfall. Several schol-
ars have developed prediction models by combining weather forecasting and microclimate
measurement data [9–11]. Jarroudi et al. used a Monte Carlo simulation method to deter-
mine the optimal ranges of rainfall, relative humidity, and air temperature that are favorable
for wheat stripe rust occurrence and established two weather-based models to predict
stripe rust severity in Morocco and Luxembourg [12,13]. Allen–Sader et al. used numerical
weather prediction (NWP) meteorological forecast data to extract temperature, humidity,
and solar radiation data and combined environmental suitability models, constructing
disease early warning systems (EWS) for assessing the risks of stripe rust in Ethiopia [14].
Meyer et al. used the UK Met Office’s Unified Model to extract global meteorological data,
combined with a Lagrangian dispersion model, successfully predicting dispersal routes
and severity of stripe rust [15]. Models driven by meteorological data demonstrate good
performances in representing disease occurrence trends for long-time-series disease predic-
tions. However, the accuracy of these models is influenced by meteorological parameters,
and their spatial scales are relatively coarse.

Remote sensing is an effective method used to obtain continuous spatiotemporal
data and has been increasingly used for large-scale monitoring and prediction of crop
diseases [16–19]. Zheng et al. used hyperspectral data to simulate Sentinel-2 satellite
image bands and developed the red-edge disease stress index (REDSI) to monitor wheat
stripe rust successfully [20]. Dutta et al. used RESOURCESAT-1 (IRS-P6) satellite data
to extract the normalized difference vegetation index (NDVI) and land surface water
index (LSWI) and established a prediction model for stripe rust occurrence, based on the
spectral profile analysis method [21]. Du et al. used RapidEye satellite data to extract crop
growing conditions and combined three classification methods (the maximum likelihood
classifier (MLC), support vector machine (SVM), and random forest (RF)) to predict wheat
stripe rust in the filling period; the results showed that all three methods achieved high
accuracies [22]. Existing research on remote sensing-based crop disease prediction mostly
established disease prediction models by extracting remote sensing features within a single
period and predicted disease occurrence at regional scales to improve the spatial prediction
accuracy. Since wheat stripe rust occurs almost throughout the entire wheat growth period,
a multi-temporal prediction method is urgently needed to guide disease prevention and
control measures throughout the entire growing period.

Several researchers have used time series remote sensing images to develop prediction
methods for crop diseases. Pryzant et al. used time series moderate-resolution imaging
spectroradiometer (MODIS) data throughout the wheat growing season and combined
it with convolutional and long short-term memory networks, presented a framework for
predicting stripe rust, and achieved a good result comparing it with the use of Triangular
Vegetation Index (TVI), NDVI, the Chlorophyll Absorption in Reflectance Index (CARI),
and other traditional vegetation indices [23]. Dong et al. used multi-source remote sensing
data (MODIS, Landsat 8 and Sentinel-2 images) to extract the plant senescence reflectance
index (PSRI), the red-edge vegetation stress index (RVSI), and land surface temperature
(LST), and established a multi-period prediction model based on SVM, in order to predict
stripe rust severity in China [24].

The damage caused by wheat stripe rust and the associated morphological and phys-
iological characteristics changes over time as the disease develops [2–4,25]. In the early
infection period, chlorotic spots are formed on the leaf surface, followed by yellow ure-
dinia, and large numbers of uredinia forms stripes. In the later infection period, due
to the destruction of the cell structure and lack of nutrients and water, infected wheat
wilts and forms many necrotic streaks. These symptoms only appear after the jointing
period as the disease worsens [3,4]. The changes in the pigment, biomass, moisture, and
other characteristics of wheat caused by diseases can influence its multi-band reflectance.
Vegetation indices (VIs) obtained from the combination of spectral bands are often used
to characterize these changes [26]. Salarux et al. successfully characterized algal bloom
biomass in the field by using NDVI, which was established by the normalized difference



Agriculture 2021, 11, 1079 3 of 19

between the near-infrared and red band [27,28]. Fensholt et al. established the shortwave
infrared water stress index (SIWSI), which uses near-infrared and shortwave infrared
bands based on MODIS data, and successfully estimated vegetation canopy water stress
in a semiarid Sahelian environment [29]. The SIWSI has been widely used to characterize
water content changes, such as the detection of variations in the land-surface moisture and
vegetation moisture statuses in the semiarid Sahel [30]. Merzlyak et al. used the red-edge
band and visible light band to create the plant senescence reflectance index (PSRI) based
on a spectrophotometer; PSRI proved to be sensitive to fruit pigment changes in green-
houses and the natural environment [31]. Combining time series remote sensing images
and agronomy can provide accurate information on the occurrence and development of
diseases. In particular, the filling period is an important wheat-growing period that affects
the wheat yield. Infections during this period cause significant wheat yield and quality
losses [4]. However, most of the existing remote sensing prediction methods for wheat
yellow rust depend on the characteristics of a single period to predict the occurrence of the
disease [20–22], and few studies have considered the differences of these characteristics
among different periods [23,24]. In this study, we used time series remote sensing images
to establish a prediction model and predict the occurrence of wheat stripe rust in the filling
period. Time series Sentinel-2 images were adopted in this study. The objectives of this
study were (1) to extract the optimal VI combinations at different time periods, to be used
to predict wheat stripe rust during the filling period, and (2) to evaluate the performance
of the wheat stripe rust prediction model, based on the SVM method.

2. Materials and Methods
2.1. Study Site

The study site is located in Ningqiang County, Hanzhong City, Shaanxi Province, China
(32◦27′06′′–33◦12′42′′ N, 105◦20′10′′–106◦35′18′′ E) (Figure 1). The county is located in the
southwest corner of Shaanxi Province. It is the boundary between the over-summering and
over-wintering regions of the Chinese wheat stripe rust pathogen [32,33]. The annual aver-
age temperature and precipitation of the county are 13 ◦C, and 1812.2 mm, respectively [34].
Low-temperature and high-humidity environmental conditions increase the occurrence of
wheat stripe rust in this region [20,35]. Stripe rust is the major wheat disease in the county
and severely affected the local crops in 2018. The wheat in this county is usually sown in
early October, and enters the regreening period in the subsequent early March, in which
the peak period of stripe rust begins to occur. In mid-May, wheat enters the filling period,
which is the serious period of stripe rust damage, and is harvested in mid-June.

2.2. Data Acquisition and Preprocessing

During the field survey (11–12 May 2018), a total of 58 plots were identified and the
occurrence degree of stripe rust in each plot was recorded. The geographical information
(latitude and longitude) of each plot was also recorded using a submeter-precision handheld
global positioning system (GPS) receiver. Meanwhile, the growing stage was obtained
from the local plant protection station. The 10 × 10 m plot was selected at a 20 × 20 m
spatial extent, where the disease was relatively uniform to match the plots and satellite
image pixels. Next, five 1 m × 1 m quadrats were selected at each plot, and ten leaves
were randomly selected at each quadrat. The severity level of stripe rust on the leaves was
divided into 9 categories (0%, 1%, 5%, 10%, 20%, 40%, 60%, 80%, and 100%). The severity
level was assessed according to the percentage of the infected spot area in the total leaf
area and was performed by one professional. Then, the disease index (DI) values of the
quadrats were calculated using the following equation:

DI = F× D× 100, D =
∑ (i× li)

L
, F =

l
L

(1)

where F is the incidence of quadrats and represents the percentage of the number of infected
leaves in the total number of investigated leaves, D is the average severity of the quadrats,
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i is the severity level, li is the total number of leaves associated with each severity level, L is
the total number of leaves investigated, and l is the number of infected leaves.
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Figure 1. Geographic location and spatial distribution of wheat cultivation area with collected field
survey points. (a) The distribution of wheat cultivation areas and field survey points in the study
area, (b) the location of the study area in Shaanxi Province.

The average DI value of the five quadrats represents the disease occurrence degree of
the corresponding plot. The disease occurrence degree reflects the overall occurrence of
stripe rust at the plot. The severity level, DI, and disease occurrence degree calculations
for wheat stripe rust were based on monitoring and forecasting rules of wheat stripe rust
(GB/T15795-2011) [20]. The disease occurrence degree of plot was grouped into two classes
for constructing the prediction model. The classes included healthy (disease occurrence
degree≤ 5) and diseased (disease occurrence degree > 5), and were represented by values 1
and 2, respectively. If the plot occurs seriously, the plot disease occurrence degree obviously
exceeds the threshold range; we directly marked this as diseased.

Sentinel-2 satellite images were downloaded from the European Space Agency Sen-
tinels Scientific Date Hub (https://scihub.copernicus.eu/ accessed on 15 October 2021)
on the following five dates: March 13 (regreening period), March 28 (standing period),
April 02 (jointing period), April 22 (heading period), and April 27 (flowering period) of
2018. The remote sensing images were preprocessed for atmospheric corrections using
the Sen2cor module, and resampled to 10 m using the resampling tool in the Sentinel
Application Platform software (SNAP). The spatial distribution of wheat in the study area
was extracted using the decision tree method and multi-temporal phenological informa-
tion methods [36–38]. We used 58 field survey plots to verify the accuracy of extracted
wheat area, 55 plots were correctly extracted, and the overall validation accuracy of 95%
was obtained.

https://scihub.copernicus.eu/
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2.3. Prediction of Wheat Stripe Rust by Using Time Series Remote Sensing Images

The establishment of stripe rust prediction model included two steps. First, the
time series satellite images were used to extract the remote sensing features as candidate
features. The optimal feature combination in each time period was determinized using the
feature selection. Then, the stripe rust prediction model was established using the SVM
method. The occurrence of stripe rust was predicted with the change of the optimal feature
combinations and model parameters. Figure 2 shows a flowchart of the wheat stripe rust
prediction using time series Sentinel-2 images.
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2.3.1. Selection of Optimal Vegetation Indice Combinations

The primary step in constructing the wheat strip rust prediction model was to extract
the optimal VI combinations characterizing the occurrence and development of the disease
at different time periods. Before the feature extraction, the effects of stripe rust on wheat at
different growing conditions were evaluated. A total of 16 VIs were selected to categorize
the changes into pigment, biomass, water, and other growing conditions of wheat under
stripe rust stress as candidate features (Table 1). The similarity of VIs, correlation between
VIs and stripe rust, and the differences in the stripe rust effects with growing conditions
impact the accuracy of prediction models. To overcome these effects and improve the
accuracy, feature extraction using the candidate features was performed to determine the
optimal VI combinations at different time periods.

First, the correlation analysis was used to measure the correlation coefficients of the
VIs. The weighted coefficients of the VIs and the occurrence of stripe rust in each time
period were calculated using a relief algorithm. The relief algorithm is a feature weight
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algorithm that gives different weight coefficients to features by calculating the correlations
between features and categories [39,40]. The high weight coefficient indicates that the
feature has a strong ability to distinguish different categories. To minimize similarity
among the VIs, the VIs with the highest weight coefficient was used as a benchmark, and
the other VIs with correlation coefficients greater than 0.9 were removed [41]. All VIs were
processed in the same manner.

Then, the sequential forward selection (SFS)-based SVM was used to obtain the
optimal VI combinations. SFS is a bottom-up search method that selects one feature,
adds a feature subset at a given time, and inputs an SVM to calculate the classification
accuracies of different feature combinations [42]. The feature subset with the highest
accuracy is the optimal combination. After removing the similarities from the Vis, they
were added in descending order of the weight coefficients, as inputs of the SVM. The
field survey samples were used to train the SVM and test the accuracies of different VI
combinations in extracting the optimal VI combinations of different time periods. Due to
the imbalance between the healthy and diseased sample categories, the synthetic minority
oversampling technique (SMOTE) algorithm was used to balance the sample categories
and prevent overfitting during SFS. SMOTE is an oversampling technique that reduces the
imbalance between categories by artificially synthesizing new minority samples [43–46].
The 58 samples were divided into training and validation sets using a 7:3 ratio. The training
samples contained 15 healthy samples and 24 wheat stripe rust-infected samples, and the
training samples were balanced using the SMOTE algorithm. The VI combinations with
the highest accuracy in each time period were considered as the optimal remote sensing
feature set for that period.

Table 1. Vegetation indices used for stripe rust predictions. These vegetation indices were used as candidate features.

Vegetation Indices Definition Formula Correlation

Normalized difference
Vegetation index, NDVI [27] (RNIR − RR)/(RNIR + RR) LAI, biomass

Normalized difference vegetation
Index red-edge2, NDVIre2 [47] (RNIR − RRe2)/(RNIR + RRe2) LAI, biomass

Green normalized difference
Vegetation index, GNDVI [48] (RNIR − RG)/(RNIR + RG) Pigment concentration

Ratio of red and green, RGB [49] RR/RG Leaf pigment content
Modified simple ratio index,

MSR [50] (RNIR/RR − 1)/(
√
(RNIR + RR) + 1) Vegetation status

Simple ratio index,
SR [51] RNIR/RR Photosynthetic area

Enhanced vegetation index,
EVI [52] 2.5(RNIR−RR)/(RNIR + 6RR− 0.5RB + 1) Sensitive to canopy

Renormalized difference
Vegetation index, RDVI [53] (RNIR − RR)/

√
(RNIR + RR) Vegetation coverage

Structural independent
Pigment index, SIPI [54] (RNIR − RB)/(RNIR + RB) Pigment content

Difference vegetation index,
DVI [55] (RNIR − RR) Vegetation coverage

Optimized soil-adjusted
Vegetation index, OSAVI [56] (RNIR − RR)/(RNIR + RR + 0.16) Minimize brightness-related soil effects

Plant senescence reflectance
Index, PSRI2 [31] (RR − RG)/RRe2 Pigment content, vegetation health

Red-edge disease stress
Index, REDSI [20]

((705− 665)(RRe3 − RR)− (783−
665)(RRe1 − RR))/(2RR)

Sensitive to stripe rust

Triangular vegetation index,
TVI [57] 0.5[120(RNIR − RG)− 200(RR − RG)] Vegetation status

Shortwave infrared water
Stress index, SIWSI [29] (RNIR − RSWIR)/(RNIR + RSWIR) Water status

Disease water stress index,
DSWI [58] (RNIR + RG)/(RSWIR + RR) Water status
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2.3.2. Establishment and Performance Test of the Wheat Stripe Rust Prediction Model

Subsequently, the SVM method was used to establish a prediction model for wheat
stripe rust [59–61]. The prediction of stripe rust was accomplished by inputting the optimal
VI combinations and model parameters. The occurrence of stripe rust in each pixel was
predicted, and the maps of stripe rust occurrence in each time period were outputted by
the prediction model. In the SVM method, the main idea was to determine an optimal
decision boundary and maximize the distance between the two kinds of samples as much
as possible [62]. Radial basis function (RBF) was used as the kernel function of SVM
classification, which shows superior performance in the case of online inseparability [63].
SVM method contained two important parameters, namely, the cost constraint (C) and
gamma (γ). C is the tolerance to error. γ is a parameter of RBF function. It implicitly
determines the distribution of data after mapping to the new feature space. Higher gamma
indicates fewer support vectors. The number of support vectors affects the speed of training
and prediction. The balanced field survey samples by SMOTE algorithm and a grid search
(GS) method were used to optimize C and γ and train the model in each period [64]. The
10-fold cross validation method was used to determine the performance of the model in
predicting the occurrence of stripe rust [65]. This method split the 58 samples into 10 folds;
one of them was selected as the validation set, and the remaining folds for model training;
10 iterations were performed so that each fold was used as the validation set and the rest
as the training set. Finally, the average accuracy was calculated as the final accuracy. The
overall accuracy (OA), producer accuracy (PA), user accuracy (UA), and kappa coefficient of
the prediction model in each period were used to assess the performance of the prediction
model (Table 2) [66]. The OA can directly reflect the proportion of correct classifications.
The high OA indicates that the model has good overall classification effect. The kappa
coefficient is a metric used to measure the agreement between the predicted results and
actual results. The high Kappa coefficient indicates that the model has strong consistency.
The PA and UA indicate the accuracies of individual categories.

The SVM method was compared with the k-nearest neighbor (KNN) and the back-
propagation neural network (BPNN) methods [67]. The KNN method was a majority voting
method, based on the closest k training samples in the feature space. The performance
of KNN is affected by the parameter, k [68]. The GS method was used to optimize k in
each time-period. The BPNN method was designed to minimize the total error (or average
error) between actual output and desired output, through optimizing the weights of neural
network. The network was composed of the input layer, output layer, and hidden layer [67].
The performance of BPNN is affected by the number of layers, which is determined by the
dimension of the input features and category of the output [69].

The SVM-, KNN-, and BPNN-based prediction models were developed using MAT-
LAB 2018a software. Among them, the SVM method and the optimization of parameter
C and γ were realized by LibSVM Toolbox; KNN was realized by Statistics and Machine
Learning Toolbox and BPNN was realized by Deep Learning Toolbox.

The influences of the VIs and parameters on the performance of the prediction model
were considered. The similarity among the VIs is the correlation between the VIs and the
occurrence of stripe rust, and the differences in VIs among different time periods due to
stripe rust were considered. Then, the optimal VI combinations in different time periods
were extracted as the model inputs. We also optimized the model parameters in different
time periods by the GS method. Finally, the stripe rust prediction model was realized with
the VI combinations and model parameters and changed over time.
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Table 2. Summary of the accuracy measures applied for the prediction models.

Name Formula References

Overall accuracy, OA UAi = xii/xi+ [70]
Producer accuracy, PA PAi = xii/x+i [70]

User accuracy, UA OA =
m
∑

i=1
xii/x [70]

Kappa coefficient Kappa = (OA− EA)/(1− EA), EA =
m
∑

i=1

xi+
x

x+i
x

[71]

Note: i is the wheat category in this study; i = 1 and i = 2 indicate healthy and stripe rust-infected wheat,
respectively. UAi, PAi, and OA indicate the user accuracy of category i, the producer accuracy of category i, and
the overall accuracy of the prediction model, respectively. xii, xi+, x+i, x denote the correct prediction number
of category i, the total number of category i samples obtained from the ground-truth survey, the total number
of category i samples obtained from the prediction model, and the total prediction number of all categories,
respectively. m is the number of categories, which equals 2 in this study.

3. Results
3.1. Time Series Remote Sensing Stripe Rust Feature Extraction

The first step of constructing the prediction model was to extract the optimal VI
combinations representing different time periods. The candidate features included 16 Vis,
which can characterize changes in the growing conditions of wheat under stripe rust
stress (Table 1). First, the correlations among the VIs at five dates were analyzed using a
correlation analysis; the results are shown in Figure 3. The results demonstrated that the
NDVI and green normalized the difference in the vegetation index (GNDVI), modified the
simple ratio index (MSR), optimized the soil-adjusted vegetation index (OSAVI), and the
simple ratio index (SR) showed high positive correlations on five dates. The DSWI and
SIWSI had high positive correlations on five dates, and the ratio of red and green (RGB)
and PSRIre2 had high positive correlations on five dates. The overall results indicated high
correlations among the candidate features.

The relief algorithm was used to calculate the weight coefficients between the VIs
and the occurrence of wheat stripe rust at the five studied dates to minimize the similarity
among VIs. The results are shown in Figure 4, indicating that the NDVI, RGB, and PSRIre2
had higher weight coefficients than the other VIs at the five studied dates. The weight
coefficients of RGB, PSRIre2, and REDSI increased over time. The NDVI had the highest
weight coefficients on March 13 and March 28. PSRIre2 had the highest weight coefficients
on April 02, April 22, and April 27, and the enhanced vegetation index (EVI) had the
smallest weight coefficients at the five studied dates. If the correlation coefficient between
two VIs was greater than 0.9, the VIs with the smaller weight was discarded. The selected
VIs are shown in Table 3. Table 3 shows that the selected VIs were the same on March 13
and March 28, and the same VIs were selected on April 02, April 22, and April 27. However,
the weight coefficients of the VIs differed between the five studied dates.

Table 3. Vegetation indice combinations after similarity removal at five dates. Each row represents
the vegetation indice combinations after the similarity removal on the corresponding date.

Date Vegetation Indices Combination

March 13 NDVI, RGB, NDVIre2, RDVI, REDSI, DSWI, EVI
March 28 NDVI, RGB, NDVIre2, RDVI, REDSI, DSWI, EVI
April 02 PSRIre2, NDVI, NDVIre2, TVI, REDSI, DSWI, EVI
April 22 PSRIre2, NDVI, NDVIre2, TVI, REDSI, DSWI, EVI
April 27 PSRIre2, NDVI, NDVIre2, TVI, REDSI, DSWI, EVI

Finally, the accuracies of different VI combinations were calculated using SFS to extract
the optimal VI combinations of the five studied dates. The training samples were balanced
using the SMOTE algorithm. The results obtained before and after the SMOTE algorithm
were listed in Table 4. The proportion of healthy samples in the balanced training set
increased to 24, and the healthy and stripe rust-infected samples each accounted for 50.0%,
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balancing the distribution of the sample categories. Then, the new training samples were
applied to the SFS-based SVM. The results in Figure 5 show that the highest accuracies
on March 13 and March 28 were achieved by the combination of NDVI, RGB, NDVIre2,
RDVI, REDSI, and DSWI. On April 02, the highest accuracy was achieved by combining
PSRIre2, NDVI, DSWI, TVI, REDSI, and NDVIre2. On April 22, the combination achieving
the highest accuracy comprised PSRIre2, NDVI, DSWI, TVI, REDSI, and NDVIre2. On
April 27, the highest accuracy was achieved by combining PSRIre2, NDVI, and REDSI
(Table 5).
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Table 4. The sample distribution of the original training samples and balanced training samples
calculated by the synthetic minority oversampling technique (SMOTE) algorithm. The training
samples were obtained from 58 field survey samples using a 7:3 ratio.

Type Original Training Samples Balanced Training Samples after Using SMOTE

Number Ratio Number Ratio

Healthy 15 38.5% 24 50.0%
Diseased 24 61.5% 24 50.0%

Sum 39 100% 48 100%
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Table 5. The optimal vegetation indice combinations at five dates. Each row represents the optimal
vegetation indice combinations on the corresponding date.

Date Vegetation Indice Combinations

March 13 NDVI, REDSI, DSWI, NDVIre2, RDVI, RGB
March 28 NDVI, REDSI, DSWI, NDVIre2, RDVI, RGB
April 02 NDVI, REDSI, DSWI, NDVIre2, TVI, PSRIre2
April 22 NDVI, REDSI, DSWI, TVI, PSRIre2
April 27 NDVI, REDSI, PSRIre2

3.2. Establishment and Verification of the Prediction Model of Wheat Stripe Rust

After extracting the optimal VI combinations of the five stages, the SVM method was
used to establish the wheat stripe rust prediction model. The parameters of prediction
models are shown in Table 6. Figure 6 shows the prediction results of stripe rust spatial
distribution: on March 13, stripe rust mainly occurred in the northern part of the study area;
on March 28, April 02, and April 22, the disease did not occur in the western or eastern
parts of the study area; on April 27, stripe rust did not occur in the western, eastern, or
northern parts of the study area. Table 7 shows the confusion matrix of the prediction
results at the five studied dates, calculated by the 58 samples from wheat stripe rust field
surveys on May 11 and 12, 2018. The overall accuracy and Kappa coefficient increased over
time. The prediction accuracies at the five dates (March 13, March 28, April 02, April 22,
and April 27) were 65.5%, 69.0%, 74.1%, 79.3%, and 86.2%, and the kappa coefficients were
0.280, 0.352, 0.456, 0.568, and 0.707, respectively.

Table 6. The model parameters of the support vector machine (SVM), k-nearest neighbor (KNN), and
back propagation neural network (BPNN) on (a) March 13; (b) March 28; (c) April 02; (d) April 22;
and (e) April 27.

Model Date
Parameter

C γ

SVM

March 13 90.5097 0.0221

March 28 90.5097 0.3535

April 02 2.8248 0.0441

April 22 45.2548 0.011

April 27 1.0 0.0625

Model Date
Parameter

k

KNN

March 13 5

March 28 5

April 02 5

April 22 3

April 27 3

Model Date
The number of layers

Input Hidden Output

BPNN

March 13 6 7 2

March 28 6 7 2

April 02 6 7 2

April 22 5 6 2

April 27 3 4 2
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Table 7. Prediction model validations on (a) March 13; (b) March 28; (c) April 02; (d) April 22; and (e) April 27, based on the
support vector machine (SVM), k-nearest neighbor (KNN), and back propagation neural network (BPNN) methods, using
the optimal vegetation indice combinations.

Date Method Healthy Infected Sum UA OA Kappa

March 13

SVM

Healthy 13 11 24 54.2%

65.5% 0.280
Infected 9 25 34 73.5%

Sum 22 36 58

PA 59.1% 69.4%

BPNN

Healthy 12 12 24 50.0%

62.1% 0.208
Infected 10 24 34 70.1%

Sum 22 36 58

PA 54.5% 66.7%

KNN

Healthy 11 13 24 45.8%

58.6% 0.136
Infected 11 23 34 67.6%

Sum 22 36 58

PA 50.0% 63.9%

March 28

SVM

Healthy 14 10 24 58.3%

69.0% 0.352
Infected 8 26 34 76.5%

Sum 22 36 58

PA 63.6% 72.2%

BPNN

Healthy 13 11 24 54.2%

65.5% 0.280
Infected 9 25 34 73.5%

Sum 22 36 58

PA 59.1% 69.4%

KNN

Healthy 12 12 24 50.0%

62.1% 0.208
Infected 10 24 34 70.1%

Sum 22 36 58

PA 54.5% 66.7%

April 02

SVM

Healthy 15 8 23 65.2%

74.1% 0.456
Infected 7 28 35 80.0%

Sum 22 36 58

PA 68.2% 77.8%

BPNN

Healthy 14 9 23 60.9%

70.7% 0.382
Infected 8 27 35 77.1%

Sum 22 36 58

PA 63.6% 75.0%

KNN

Healthy 13 11 24 54.2%

65.5% 0.280
Infected 9 25 34 73.5%

Sum 22 36 58

PA 59.1% 69.4%



Agriculture 2021, 11, 1079 13 of 19

Table 7. Cont.

Date Method Healthy Infected Sum UA OA Kappa

April 22

SVM

Healthy 17 7 24 70.8%

79.3% 0.568
Infected 5 29 34 85.3%

Sum 22 36 58

PA 77.3% 80.6%

BPNN

Healthy 16 8 24 66.7%

75.9% 0.496
Infected 6 28 34 82.4%

Sum 22 36 58

PA 72.7% 77.8%

KNN

Healthy 15 10 25 60.0%

70.7% 0.394
Infected 7 26 33 78.8%

Sum 22 36 58

PA 68.2% 72.2%

April 27

SVM

Healthy 18 4 22 81.8%

86.2% 0.707
Infected 4 32 36 88.9%

Sum 22 36 58

PA 81.8% 88.9%

BPNN

Healthy 17 6 23 73.9%

81.0% 0.601
Infected 5 30 35 85.7%

Sum 22 36 58

PA 77.3% 83.3%

KNN

Healthy 16 7 23 69.6%

77.6% 0.528
Infected 6 29 35 82.9%

Sum 22 36 58

PA 72.7% 80.6%

We compared the SVM method with the KNN and BPNN methods using the same VI
combinations for each time period (Table 6). The overall accuracies and Kappa coefficients
of the three methods increased over time. The overall accuracies of the BPNN method on
March 13, March 28, April 02, April 22, and April 27 were 62.1%, 65.5%, 70.7%, 75.9%, and
81.0%, and the overall accuracies of the KNN method were 58.6%, 62.1%, 65.5%, 70.7%,
and 77.6%. The Kappa coefficients of BPNN were 0.208, 0.280, 0.382, 0.496, and 0.601, and
the Kappa coefficients of KNN were 0.136, 0.208, 0.280, 0.394, and 0.528, respectively. For
three methods, the accuracy and Kappa coefficient of the SVM method was higher than
those of the KNN and BPNN methods on the five dates. The accuracy of the SVM model
was 3.4%, 4.5%, 3.4%, and 3.4% higher than the BPNN method and 6.9%, 6.9%, 8.6%, 8.6%,
and 8.6% higher than the KNN method on the five studied dates, respectively. Moreover,
the UA and PA of healthy and infected wheat, based on the SVM method, were higher
than the BPNN and KNN method on the five studied dates. These results indicate that the
prediction model, based on the SVM, provided a better performance than the prediction
models, based on the KNN and BPNN methods.
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Figure 6. Predicting and mapping of wheat stripe rust in Ningqiang County on (a) March 13; (b) March 28; (c) April
02; (d) April 22; and (e) April 27, based on the support vector machine (SVM) method using the optimal vegetation
indice combinations. Red represents stripe rust samples, blue represents healthy wheat samples, pink represents stripe
rust-infested wheat, and green represents healthy wheat.

4. Discussion

This study used time series remote sensing images to predict stripe rust by optimizing
remote sensing feature inputs at different time periods. Stripe rust changes the physio-
logical and biochemical of wheat. The damage caused by stripe rust also changes over
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time. VIs can reflect these changes caused by stripe rust [72,73]. We selected VIs sensitive
to stripe rust stress and extracted the optimal VI combinations at five stages. At regreening
and standing stages, NDVI, REDSI, DSWI, NDVIre2, RDVI, and RGB were the optimal VI
combinations; at the jointing stage, NDVI, REDSI, DSWI, NDVIre2, TVI, and PSRIre2 were
the optimal VI combinations; at the heading stage, NDVI, REDSI, DSWI, TVI, and PSRIre2
were the optimal VI combinations; at flowering stage, NDVI, REDSI, and PSRIre2 were the
optimal VI combinations. This is primarily related to the different effects of stripe rust on
the wheat-growing conditions at different stages. In the early stage of stripe rust infestation,
the stripe rust fungus relies on nutrients and water from the host to proliferate, destroying
the pigment cells of wheat and reducing its biomass and water contents. After the joint-
ing stage, stripe rust damages the cell structure, causing the shift of the spectrum on the
red-edge [26,74]. In this study, the optimal VI combinations of the regreening and standing
stage were used to reflect the pigment, biomass, and water content changes of crops. After
the jointing stage, the red-edge indices PSRIre2 and REDSI, which are sensitive to wheat
health, showed excellent performances in predicting stripe rust, and the weight coefficient
increased over time (Figure 4) [20,31]. Our results were consistent with previously reported
conclusions, indicating that the optimal VI combinations are consistent with the occurrence
and development of stripe rust [20,26,31,74]. Meanwhile, the results showed that it is
necessary to extract the optimal VI combinations at different stages. The comparison of the
OA and Kappa coefficients, UA and PA of the SVM method, and two other methods (KNN
and BPNN methods) showed that the prediction model, based on SVM, provided a better
performance than the other two methods-based models, with a classification accuracy of
65.5–86.2%. The likely reason for this result is that the SVM provides good performances
when small sample sizes are considered [75,76]. In addition, the closer the date was to the
filling period, the higher the prediction accuracy of the models. Meanwhile, the UA and
PA of the healthy and infected, based on the three methods, were also increased with time.
The reason for this trend is that the filling period is the most seriously damaging stripe
rust period, and the damage caused by stripe rust increases over time before this period
is reached, resulting in large differences between healthy wheat and stripe rust-infected
wheat [77]. Our results indicate that the proposed SVM-based prediction model that uses
time series Sentinel-2 images is well suited for predicting stripe rust.

Although this study provided satisfactory results in predicting wheat stripe rust,
some limitations must be addressed in future studies. First, although disease-favorable
meteorological conditions led to the disease outbreak at the study site, and will cause
the change in physiological and biochemical parameters of wheat, the meteorological
conditions of the study site were relatively consistent through time. Therefore, we only
considered the effect of wheat-growing conditions during the occurrence and development
of stripe rust. A subsequent study will consider the influence of the crop habitat on the
occurrence and development of the disease [78–80]. By combining meteorological station-
derived data and satellite-derived data, we constructed prediction indicators that integrated
growing conditions and habitat conditions to improve the predictive ability of the indicators
to characterize diseases [45,81]. Second, in this study, the SVM was successfully applied to
predict stripe rust. The SVM parameters change with the input features over time. The next
step will be to update the SVM parameters, based on the spectral and habitat parameters
and their time series characteristics, to integrate information on the disease mechanism
and model, as well as to improve the accuracy of the prediction model. Third, some
biotic and abiotic factors, such as other pests and diseases, fertilizers, water variability, soil
properties, genetic variability of cultivars, and management practices, also cause changes
in the physiological and biochemical parameters of wheat. Finally, due to the influence
of weather and manpower, the field samples were divided into healthy and diseased,
and the samples were small. However, at our study site, stripe rust is a major disease,
and other biotic and abiotic factors are regulated by the local authorities. In order to
extend our method to a larger area, we will try to collect this information, consider the
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different disease occurrence degree, the differentiation of pests and diseases, and develop
a prediction method for stripe rust under different stress conditions in future research.

5. Conclusions

In this study, a wheat strip rust prediction method was developed based on time
series Sentinel-2 images. Our study clarified the optimal VI combinations in different
stages. A comparison of the prediction accuracies of the SVM-, KNN-, and BPNN-based
methods showed that the SVM outperformed the other two methods. The optimal VI
combinations and the SVM method were found to be optimal for predicting stripe rust,
with the highest accuracy of 86.2%. The proposed method is a feasible solution for using
satellite images to predict wheat stripe rust and provide early warning information to
farmers and plant protection departments. In the future, we will explore the fusion of
multiple sources of information, such as meteorological data and remote sensing data, to
improve the performance and robustness of crop disease prediction techniques.
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