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Abstract: Entity recognition tasks, which aim to utilize the deep learning-based models to identify
the agricultural diseases and pests-related nouns such as the names of diseases, pests, and drugs
from the texts collected on the internet or input by users, are a fundamental component for agricul-
tural knowledge graph construction and question-answering, which will be implemented as a web
application and provide the general public with solutions for agricultural diseases and pest control.
Nonetheless, there are still challenges: (1) the polysemous problem needs to be further solved, (2) the
quality of the text representation needs to be further enhanced, (3) the performance for rare entities
needs to be further improved. We proposed an adversarial contextual embeddings-based model
named ACE-ADP for named entity recognition in Chinese agricultural diseases and pests domain
(CNER-ADP). First, we enhanced the text representation and overcame the polysemy problem by
using the fine-tuned BERT model to generate the contextual character-level embedded represen-
tation with the specific knowledge. Second, adversarial training was also introduced to enhance
the generalization and robustness in terms of identifying the rare entities. The experimental results
showed that our model achieved an F1 of 98.31% with 4.23% relative improvement compared to the
baseline model (i.e., word2vec-based BiLSTM-CRF) on the self-annotated corpus named Chinese
named entity recognition dataset for agricultural diseases and pests (AgCNER). Besides, the ablation
study and discussion demonstrated that ACE-ADP could not only effectively extract rare entities but
also maintain a powerful ability to predict new entities in new datasets with high accuracy. It could
be used as a basis for further research on other domain-specific named entity recognition.

Keywords: digital agriculture; Chinese agricultural diseases and pests; named entity recognition;
adversarial training; semantic enhancement

1. Introduction

Agricultural diseases and pests (ADPs) are one of the major disasters in the world.
According to the statistics from the Food and Agriculture Organization of the United
Nations (FAO), the global annual economic loss caused by ADPs exceeds US$290 billion [1].
Therefore, how to realize the early detection and early control of ADPs is very important
to reduce the losses. With the rapid development of the Internet, agricultural diseases
and pests-related text data have shown explosive growth, but it is difficult to be directly
recognized and used by computers because of its irregularities and unstructured. The
knowledge graph is essentially a semantic web, which can integrate scattered, irregular,
and unstructured text data into the agricultural knowledge base. As the basic component
of knowledge graph construction and question answering, the named entity recognition
task is applied into digital agriculture by some knowledge graph-based human-computer
diagnostic systems (e.g., website-based AI question answering systems and diagnostic
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systems) to identify the agricultural diseases and pests-related nouns such as “Wheat scab”,
“Echinocereus squameus”, and “Carbendazim” from the texts collected on the Internet or
users’ inputs on the diagnostic systems so that to extend the agricultural knowledge graph
and provide the general public with the solutions for the crop diseases and pests. It has
gradually extended from the general field that extracting person and location to specific
fields such as geography [2], clinical medicine [3,4], and finance [5]. However, there is
still room for improvement to identify the agricultural diseases and pests-related named
entities, which has important research value and practical significance for the prevention
and control of agricultural diseases and pests and serving modern agriculture.

The purpose of CNER-ADP is to identify the named entities related to agricultural
diseases and pests from texts. However, the following limitations in text data and NER
models increase the difficulties of recognizing the named entities in agricultural diseases
and pests. (1) It is insufficient annotated data in the agricultural domain, and even it is very
difficult to collect enough raw text, which also occurs in other domain-specific fields [6].
Taking agriculture as an example, apart from our self-annotated corpus AgCNER [7],
there is no publicly available annotated dataset, which directly hinders the research of
agricultural named entity recognition. (2) Furthermore, it is impractical to solve the problem
of named entity recognition in the field of agricultural diseases and pests with the help
of datasets or pre-trained models in other fields, since the texts in different fields usually
contain different proper nouns [8,9]. Taking Figure 1 as an example, the agricultural texts
contain many domain-specific proper nouns such as “Carbendazim” and “Edifenphos”,
which are different in semantics from the nouns such as “right hip” and “back hip” in the
field of clinical medicine and “wall calendar” and “Ware” in literature [10].
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Figure 1. Visualizations of data spaces of the datasets in different fields. 

In the case of NER models, as far as we know, the research of named entity recogni-
tion in agricultural diseases and pests starts relatively late compared with other domains 
such as social media and biomedical science [11]. The traditional methods such as rule-
based methods, dictionary-based methods, and machine learning-based methods were 
mainly used to recognize the agricultural diseases and pests named entities [12–14]. The 
rule- and dictionary-based methods need to pre-design the rules or collect the dictionaries; 
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In the case of NER models, as far as we know, the research of named entity recognition
in agricultural diseases and pests starts relatively late compared with other domains such
as social media and biomedical science [11]. The traditional methods such as rule-based
methods, dictionary-based methods, and machine learning-based methods were mainly
used to recognize the agricultural diseases and pests named entities [12–14]. The rule- and
dictionary-based methods need to pre-design the rules or collect the dictionaries; all of
them are less flexible. The machine learning-based methods such as support vector machine
(SVM), naive Bayes, and conditional random field (CRF) heavily rely on the manual features,
which results in not only the waste of time and effort but also an inability to meet the
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requirements of massive and complex texts, which have been reported in many previous
works [3,15]. In recent years, deep learning, which can realize end-to-end learning without
using hand-designed features, has brought breakthroughs for computer vision fields
such as image classification [16–18], semantic segmentation [19], and object detection [20],
and natural language processing such as text classification, machine translation, and
knowledge question answering. However, there only a few works have begun to consider
it, recognizing the agricultural named entities [7,15,21]. The common problem of the
above models is that all of them utilize the traditional word embedding methods (e.g.,
word2vec [22]) to generate context-independent embeddings, which cannot effectively
solve the polysemy problem, i.e., the same word may have different meanings in different
contexts. For example, “Kung Fu” refers to a sport in the general field, while in the field of
agricultural diseases and pests, and it refers to the name of a drug. In addition, word2vec
can only learn the shallow semantic features, but it is limited in the extraction of syntax,
semantics, and other high-level features [23]. In the previous work [24], the pre-trained
model, such as the bidirectional encoder representation from transformers (BERT), was
used to generate the context-sensitive embeddings, and the CRF was also considered as the
decoder to predict the final labels. Due to the difference in data distribution between the
domain-specific texts, the original BERT may be limited in the representation of specific
knowledge. Recent studies have shown that there is a certain proportion of rare entities in
agricultural texts, and the performance of most existing models for such entities needs to
be further improved [7].

1.1. Recent Developments Related to NER Models

Researchers try to improve the models’ performance mainly from two aspects, i.e.,
contextual encoders and text representation. Most models try their best to improve the
ability to capture the useful text representation by designing efficient neural network
architectures, including the commonly used contextual encoders such as Convolutional
Neural Networks (CNN), Bi-directional Long Short-Term Memory (BiLSTM) [25], and
their variants [26–31]. The former has significant advantages in extracting global context
features, and the latter is good at capturing local context features, which are as useful as
global context features. Some studies integrated the above two architectures and then
proposed hybrid models, e.g., CNN-BiLSTM-CRF, to make full use of the two types of
context features [7]. Other works integrated the self-attention mechanism to enhance the
ability to captured long-term dependencies [3,32,33]. Moreover, some other typical variants
of CNN, such as Gated CNN [27,34], RD_CNN [28], GRN [30], and CAN [31], were also
proposed to recognize the entities. Besides, the transformer-based models (e.g., TENER [29]
and FLAT [35]) and graph neural network-based models [36,37] have gradually attracted
considerable attention in recent years. However, high-quality text representation is the
prerequisite and basis for the improvement of the overall performance of the NER models;
that is, text representation should contain as much knowledge as possible, such as syntax,
semantics, word meaning, and so on. Otherwise, even if the context encoder maintains a
strong ability of feature extraction, it may not significantly improve the final recognition
accuracy [38]. There is another challenge, i.e., existing models cannot effectively identify
the rare words in agricultural texts [8].

Text representation is an effective method that describes the text features by converting
discrete text sequences into low-dimensional dense vectors [39]. In the early stage, non-
contextual embeddings models were often used to learn shallow semantic features. Some
works utilized word2vec or glove to pre-train the lookup table of word embeddings and
applied it into named entity recognition [3,40]. Until now, the non-contextual embeddings
models are still used to generate the word-level or character-level embeddings [41,42]. Xin
Liu et al. [43] introduced a deep neural network, named OMINer, for online medical entity
recognition; they also pre-trained the word2vec on a large-scale corpus to produce a lookup
table that can be used for Chinese online medicine query text. Besides, some works attempt
to use CNN and BiLSTM to further extract and integrate external knowledge such as radical
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and morphological features [3,44,45]. Although the performance of the NER model is
slightly improved, word2vec has obvious limitations, i.e., they fail to distinguish different
semantic information of the polysemous words and cannot extract high-level features
such as syntactic structure. Recently, the language models have brought a milestone
breakthrough for many natural language processing tasks. However, the available BERT
model for Chinese was pre-trained on the Chinese Wikipedia corpus, which belongs to
the general field. It is undeniable that the pre-trained BERT performs well in the general
domain but is not efficient in specific fields [9]. Furthermore, due to the limited corpus in
agricultural domains, it is unable to provide enough data for pre-training. Fine-tuning is a
commonly used compromise method, which can not only solve the problem of limited data
but also help the language model to learn the knowledge of specific fields [46]. Different
from English and other Latin characters, Chinese characters are hieroglyphs, and their
morphological structure contains rich glyph features, which can be extracted from the
perspective of images and are helpful to Chinese named entity recognition. For example,
Song and Sehanobish [47] managed to integrate the fine-tuned BERT and extract the
glyph features for Chinese NER. Based on the above work, Xuan et al. [48] proposed a
fusion glyph network to further explore the interaction between the glyph features and the
contextual embeddings. In short, fine-tuning can improve the quality of text representation
in the case of lacking data. However, because the BERT is task-agnostic, the limited training
dataset may not cover all the semantic features in the field, which will affect the overall
robustness and generalization of the NER models.

1.2. Objectives and Hypotheses

To address the abovementioned issues, a general method for agricultural diseases
and pests named entity recognition, named ACE-ADP, was proposed in this paper. The
objective of ACE-ADP was to use the pre-trained language model (i.e., BERT, which would
be fine-tuned on the agricultural training dataset) to learn the domain-specific features.
The text representation would be enhanced by the fine-tuned BERT with agricultural
knowledge. Besides, adversarial training would also be introduced to enhance robustness
and generalization in terms of identifying rare entities. In the course of this study, the
following hypotheses were tested:

(1) An adversarial contextual embeddings-based model could be applied for agricultural
diseases and pests named entity recognition. As far as we know, it was the first time
that combined BERT and adversarial training to recognizing the named entities in the
field of agricultural diseases and pests;

(2) The BERT, which was fine-tuned on the agricultural corpus, could generate the high-
quality text representation so that to enhance the quality of text representation and
solve the polysemous problem;

(3) Adversarial training could also be adopted to solve the rare entity recognition problem.
Besides, it could also exert its maximum performance when the text representation
was of high quality. As far as we know, the previous research had not explicitly raised
this point;

(4) ACE-ADP could significantly improve the F1 of CNER-ADP with an improvement of
4.31%, especially for rare entities, in which an F1 was increased by 9.83% on average.

We organized the rest of the paper as follows. The experimental corpora, parameter
settings, evaluation metrics, and the proposed method were introduced in Section 2. The
experimental results and ablation study are presented in Section 3. The discussions are
conducted in Section 4. The conclusion and future directions are described in Section 5.

2. Materials and Methods

We implemented the ACE-ADP with the TensorFlow framework and ran on a single
GTX 1080 Ti GPU, Windows 10. The source code will be released at https://github.com/
guojson/ACE-ADP.git (accessed date: 15 September 2021).

https://github.com/guojson/ACE-ADP.git
https://github.com/guojson/ACE-ADP.git
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2.1. Datasets

We assessed the performance of our proposed method on four benchmark datasets,
i.e., AgCNER [7], CLUENER [49], CCKS2017, and Resume [50]. Among them, AgCNER is
an agricultural dataset that was annotated by ourselves in previous works [7] and includes
11 types of entities related to agricultural diseases and pests. The data distribution for
each category in AgCNER is illustrated in Figure 2a. It can be seen from the figure that
in addition to a large number of entities such as crop, disease, and pest, there are also
some rare entities such as pathogeny, weed, and fertilizer, which undoubtedly increases
the difficulty of CNER-ADP task. CLUENER is collected from THUCNews and contains 10
fine-grained entity categories such as Finance and Stock. CCKS2017, released by the 2017
China Conference on Knowledge Graph and Semantic Computing, contains five clinical
medicine-related categories and 2231 annotated samples. According to Figure 2b, its data
distribution for each category is relatively balanced, but there are also some difficulty-to-
identify categories address, scene, and book need to be further considered [49]. The details
of all datasets were listed in Table 1. Note that all datasets were labeled by BIO scheme
(i.e., Begin, Inside, and Other) and divided into the training set and test set according to
the ratio of 8:2. For word2vec-based models, we exploited the character-level embeddings
that pre-trained on the Baidu Baike corpus [51].
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Figure 2. The proportion of each category in the data sets. (a) Illustrates the data distribution of each category in AgCNER;
(b) shows the data distribution of each category in CLUENER.

Table 1. The detailed information of all datasets.

Dataset Domain Samples Entities Class Categories

AgCNER Agriculture 24,696 248,171 11 Crop, Disease, Drug, Fertilizer, Part/Organs, Period,
Pest, Pathogeny, Crop Cultivar, Weed, Other

CLUENER News 12,091 26,320 10 Person, Organization, Position, Company, Address,
Game, Government, Scene, Book, Movie

CCKS2017 Clinic 2231 63,063 5 Body, Symptoms, Check, Disease, Treatment

Resume Resume 4740 16,565 8
Country, Educational institution, Location, Personal

name, Organization, Profession, Ethnicity,
Background and Job, Title

2.2. Parameter Setting

During the training process, the exponential decay function was used to dynamically
control the learning rate and thus to control the speed of parameter updating. In this paper,
the decay rate was set to 0.9, and the decay step was 5000. The learning rate for BERT was
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set to 5 × 10−5 and 0.0001 for the NER model during the fine-tuning process. Moreover,
it was set to 0.002 on AgCNER and 0.001 on other data sets during the training process.
In this paper, early stopping [52] and a patience of 10 was used to prevent the over-fitting
problem. Other hyper-parameters are listed in Table 2.

Table 2. Parameter settings for ACE-ADP model.

Hyper-Parameter Value

Character embedding 768
Hidden units 256

Dropout 0.25
Optimizer Adam

Batch_size
fine-tuning 8

model training 32

Max_epoch Word2vec 100
BERT 50

2.3. Evaluation Metrics

In this paper, Precision (P), Recall (R), and F1-score (F1) were used as the evaluation
metrics; only the boundary and type were both correctly identified, the entity could be
correctly predicted. Note that their units were %, the below was the same. We ran the
experiment three times according to [8], and the average results with standard deviation
were listed:

Precision =
TP

TP + FP
, (1)

Recall =
TP

TP + FN
, (2)

F1-score =
(

1 +
FP + FN

2TP

)−1
. (3)

where TP represents the number of labels that are positive and predicted to be positive.
FP represents the number of labels that are negative and predicted to be positive. FN
represents the number of labels that are negative and predicted to be negative.

2.4. ACE-ADP Method
2.4.1. Problem Definition

In this paper, we regard the named entity recognition task as the sequence labeling
problem. Given a sentence S = (c1, c2, . . . , cn,) with length n, where ci represents the
i-th Chinese character. Generally speaking, the discrete sentence S will be converted into
low-dimensional dense embeddings, i.e., E = (e1, e2, . . . , en,), where ei ∈ Rd donates the
embedding vector of ci. Then E will be fed into context encoders (e.g., BiLSTM or CNN) to
extract the context features. Next, the decoder (e.g., softmax and CRF) will be exploited
to predict the gold label ŷi (e.g., B-LOC, I-LOC, and O) for each character ci. Finally,
the predicted labels Ŷ = (ŷ1, ŷ2, . . . , ŷi) for sentence S to be obtained, and the entities
maintained in a sentence will be recognized. Formally, the object of the NER is to learn a
function fθ : S→ Ŷ to predict the labels for all characters.

2.4.2. Fine-Tuned BERT

As described in Section 1, obtaining high-quality embeddings is the first step for the
NER model to predict the labels. Different from the early works that utilized word2vec to
generate the context-independent embeddings, in this paper, BERT was considered as a
generator to produce the context-sensitive embeddings according to the different contexts.
BERT is composed of N layers of bidirectional Transformer blocks, which is more efficient
to capture the deeper bidirectional relationships by jointly modeling the forward and
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backward contexts of each word. Formally, we define transformer blocks as Trans(x), then
the embedding vector E will be obtained as follows:

E0 = S′We + Wp, (4)

El = Trans(El−1), l ∈ [1, N], (5)

where S′ is the one-hot matrix corresponding to sentence S, We represents the embedding
matrix pre-trained by BERT, Wp donates the positional embeddings that can be calculated
by Equations (6) and (7). El represents the contextual embedding at the l-th layer. N is the
number of layers of transformer blocks. In this paper, N was set to 12.

W(pi ,2i) = sin
(

pi/100002i/d
)

, (6)

W(pi ,2i+1) = cos
(

pi/100002i/d
)

, (7)

In terms of CNER-ADP, there is a general lack of corpus, which cannot provide
sufficient data support for the pre-training of BERT. In this paper, fine-tuning was regarded
as a compromise solution to alleviate the insufficient corpus to a certain extent. First of all,
BERT parameters were initialized by using the original weights pre-trained on the Chinese
Wikipedia corpus (https://storage.googleapis.com/bert_models/2018_11_03/chinese_
L-12_H-768_A-12.zip), which belongs to the general domain. Then, a fully connected
network was used on the top layer of the BERT to obtained the 768-dimensional context
representation. Different from the BERT-CRF architecture proposed in [48], the context
encoder, i.e., BiLSTM was integrated between the BERT and CRF to further extract global
context features. The fine-tuning architecture for CNER-ADP was shown in Figure 3
without the component of adversarial perturbation. Besides, the fine-tuned weights were
saved separately to initialize another BERT used in the models of CNER-ADP, for the
reason that the learning rate for fine-tuning is minimal while the training requires a larger
one. Moreover, freeze BERT contributes to decreasing the computation and storage load,
which is also an important factor to be considered.

2.4.3. Context Encoder and Decoder

In this paper, BiLSTM was used as the encoder to further extract the contextual features
from the text representation. It is a variant of RNN and can efficiently solve the problems
of gradient vanishing and gradient explode. The formal description for a single LSTM cell
is shown in Equations (8)–(10):

ft
it
ot

C̃t

 =


σ
σ
σ

tanh


([

W
U

]T[ et
ht−1

]
+ b

)
, (8)

Ct = ft ∗ Ct−1 + it ∗ C̃t, (9)

ht = ot ∗ tan h(Ct), (10)

where ft, it, ot, C̃t, and Ct represent the forget gate, input gate, output gate, candidate
cell state, and the memory state at time step t, respectively. The sigmoid is used as the
activation function σ(∗), W, U, and b are trainable parameters. et is input at time step t
and ht−1 is the hidden state at the last timestep. At each time step t, BiLSTM will generate

forward and backward hidden vectors
→
ht and

←
ht, which maintain the forward and backward

context information, respectively. The output of BiLSTM at timestep t will be obtained,

i.e., ht =

[→
ht;
←
ht

]
with dimension 2dc and the final output for sentence S is defined as

H = (h1, h2, . . . , hn).

https://storage.googleapis.com/bert_models/2018_11_03/chinese_L-12_H-768_A-12.zip
https://storage.googleapis.com/bert_models/2018_11_03/chinese_L-12_H-768_A-12.zip


Agriculture 2021, 11, 912 8 of 20

Agriculture 2021, 11, x FOR PEER REVIEW 7 of 21 
 

 

generate the context-independent embeddings, in this paper, BERT was considered as a 
generator to produce the context-sensitive embeddings according to the different con-
texts. BERT is composed of N layers of bidirectional Transformer blocks, which is more 
efficient to capture the deeper bidirectional relationships by jointly modeling the forward 
and backward contexts of each word. Formally, we define transformer blocks as 𝑇𝑟𝑎𝑛𝑠(𝑥), then the embedding vector E will be obtained as follows: 𝐸଴ = 𝑆ᇱ𝑊௘ + 𝑊௣, (4)𝐸௟ = 𝑇𝑟𝑎𝑛𝑠(𝐸௟ିଵ), 𝑙 ∈ [1, 𝑁],  (5)

where 𝑆ᇱ is the one-hot matrix corresponding to sentence S, 𝑊௘ represents the embed-
ding matrix pre-trained by BERT, 𝑊௣ donates the positional embeddings that can be cal-
culated by Equations (6) and (7). 𝐸௟ represents the contextual embedding at the l-th layer. 
N is the number of layers of transformer blocks. In this paper, N was set to 12. 𝑊(௣೔,ଶ௜) = sin (𝑝௜/10000ଶ௜/ௗ),  (6)𝑊(௣೔,ଶ௜ାଵ) = cos (𝑝௜/10000ଶ௜/ௗ),  (7)

In terms of CNER-ADP, there is a general lack of corpus, which cannot provide suf-
ficient data support for the pre-training of BERT. In this paper, fine-tuning was regarded 
as a compromise solution to alleviate the insufficient corpus to a certain extent. First of all, 
BERT parameters were initialized by using the original weights pre-trained on the Chi-
nese Wikipedia corpus (https://storage.googleapis.com/bert_models/2018_11_03/chi-
nese_L-12_H-768_A-12.zip), which belongs to the general domain. Then, a fully connected 
network was used on the top layer of the BERT to obtained the 768-dimensional context 
representation. Different from the BERT-CRF architecture proposed in [48], the context 
encoder, i.e., BiLSTM was integrated between the BERT and CRF to further extract global 
context features. The fine-tuning architecture for CNER-ADP was shown in Figure 3 with-
out the component of adversarial perturbation. Besides, the fine-tuned weights were 
saved separately to initialize another BERT used in the models of CNER-ADP, for the 
reason that the learning rate for fine-tuning is minimal while the training requires a larger 
one. Moreover, freeze BERT contributes to decreasing the computation and storage load, 
which is also an important factor to be considered. 

 
Figure 3. The architecture of the ACE-ADP model for agricultural diseases and pests. 

2.4.3. Context Encoder and Decoder 
In this paper, BiLSTM was used as the encoder to further extract the contextual fea-

tures from the text representation. It is a variant of RNN and can efficiently solve the 

Trm Trm Trm Trm

Trm Trm Trm Trm

h
←

h
←

h
←

h
←

h
→ →

h h
→ →

h

B-LOC I-LOC O O

Embeddings

BERT

BiLSTM

CRF

Transformer

Multi-Head
Attention

Add&Norm

Feed Forward

Add&Norm

...

...

...
12

Contextual representation
H, output of BiLSTM layer
Adversarial perturbation

Figure 3. The architecture of the ACE-ADP model for agricultural diseases and pests.

In this paper, the CRF was considered as the decoder because of the strong dependency
between adjacent labels in sequence labeling tasks. For example, B-LOC is usually followed
by I-LOC but cannot be followed by B-PER or I-PER. Therefore, joint decoding may be more
beneficial than independent decoding [53]. As shown in Equation (11), given the predicted
tags Ŷ of sentence S and its corresponding embedding vector E, its score is calculated by
the state score P ∈ Rn×dr and state transition matrix T ∈ Rdr×dr . Among them, P is mapped
from H by a fully connected layer (Equation (12)). Thus, the probability of predicted labels
Ŷ in all possible tag sequences Yall is calculated by Equation (13):

Score
(
Ŷ, S

)
= ∑n

i=0 Pi, ŷi + ∑n−1
i=0 Tŷi ,ŷi+1 , (11)

P = HWp + bp, (12)

p
(
Ŷ
∣∣S) = exp

(
Score

(
S, Ŷ

))
∑Ŷ′∈Yall

exp
(
Score

(
S, Ŷ′

)) , (13)

where Wp ∈ R2dc×dr and bp ∈ Rn×dr are trainable parameters, dr is the number of tags. The
gold tag sequence with the highest score is obtained by the Viterbi algorithm.

2.4.4. Adversarial Training

To solve the over-fitting problem and enhance the ability to recognize the rare entities,
we treated adversarial training as a data augmentation method, i.e., a new adversarial
sample would be generated after adding a small perturbation to the training sample.
Assuming that the loss function of the ACE-ADP model without adversarial training was
shown in Equation (14). Y represents the ground truth labels. The goal of our model is to
minimize the loss by training the weights θ.

loss
(
Ŷ, Y

)
= −∑ logp(ŷ|E; θ), (14)

loss
(
Ŷadv, Y

)
= −∑ logp(ŷ|E + ηadv; θ), (15)

As shown in Equation (15), the adversarial training guided loss function would be
obtained after adding a worst-case perturbation ηadv to the embeddings. In general, ηadv
can be calculated by the following function:

ηadv = argmin
η,||η||≤ε

logp(ŷ|E + η; θ̂), (16)

where η is a perturbation, ε is the bounded norm, which can be calculated by ε = γ
√

d
according to [8], d is the dimension of embeddings, γ is perturbation size that should be
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reasonably selected for the reason that if γ is too small to play the role of perturbation. Con-
versely, it will easily introduce noise that can destroy the original semantic information. θ̂
presents the current training weights of the model. Due to the non-differentiability of
Equation (16), similar to [54], the approximation is used to replace ηadv, as shown in
Equation (17).

ηadv = − εg
‖ g ‖2

, whereg = ∇Elogp
(
ŷ
∣∣E; θ̂

)
, (17)

The loss function of the model with adversarial training was defined as follows in
Equation (18).

loss = loss
(
Ŷ, Y

)
+ loss

(
Ŷadv, Y

)
, (18)

The steps of our proposed model can be found in Appendix A. Based on the above de-
scriptions, the advantages of innovative works for the CNER-ADP task can be summarized
as follows:

(1) Contextual-sensitive. BERT can dynamically generate the context-dependent em-
beddings according to the contexts, which is beneficial for solving the problem of
polysemous words that are often caused by context-independent methods such as
word2vec and glove;

(2) Domain-aware. In this paper, domain knowledge can be injected into BERT by
fine-tuning, which is essential to handle the NER task in specific domains;

(3) Stronger robustness and generalization. The experimental results in Section 4.4
showed that compared with previous models, our proposed model maintains high
robustness and generalization.

3. Results

To verify the effectiveness of the ACE-ADP, we conducted comprehensive experiments
with several state-of-the-art models on the self-annotated agricultural datasets AgCNER
and three other corpora that belong to different fields. The experimental results showed
that the proposed model achieved remarkable results and could significantly improve the
accuracy of difficult-to-identify entities such as the entities with fuzzy boundaries and the
rare ones.

3.1. Main Results Compared with Other Models

The results of all models (i.e., ACE-ADP and several state-of-the-art models proposed
in recent years) on four datasets were listed in Table 3. Note that we exploited the fine-
tuning BERT for IDCNN, Gated CNN, and AR-CCNER [3] to obtain the best results, and
others were set according to their original papers. Our proposed model achieved the highest
F1 of 93.68%, 98.31%, 95.72%, and 96.83% on CLUENER, AgCNER, CCKS2017, and Resume,
respectively. For example, ACE-ADP outperformed the IDCNN with improvements
of 3.57%, 15.7% in terms of F1 on AgCNER and CLUENER due to the effectiveness of
adversarial training. Moreover, compared with IDCNN, Gated CNN tended to achieve
slightly better F1 on AgCNER and Resume, which benefits from the gated structure that
can filter useful features according to their importance. However, due to the blurring
boundaries of entities in CLUENER and ccks2017, it performed slightly worse than IDCNN.
In contrast, AR-CCNER has achieved a few higher F1-scores than IDCNN and Gated
CNN on most datasets, thanks to the fact that radical features may provide rich external
knowledge, and the self-attention mechanism helps to enhance the model’s ability to
capture the long-distance dependencies.

Moreover, we also conducted experiments with other state-of-the-art models, i.e.,
FGN [48], TENER [29], and Flat-Lattice [35]. FGN not only outperformed IDCNN, Gated
CNN as reported by Xuan et al. [48], who integrated the interactive information between
the contextual embeddings generated by the fine-tuning BERT and the glyph information
extracted by novel CNN structure, but also better than TENER, a transformer-based model,
indicating that the fine-tuning BERT may outperform a single transformer-based model in
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NER task. Moreover, Flat-Lattice, which benefits from the flat-lattice Transformer and the
well-designed position encoding, also presented remarkable results. However, the number
of potential words will be increased as the length of the sentence increases, which tends to
result in a significant increase in the structural complexity. Unlike FGN and Flat-Lattice,
apart from the basic framework BiLSTM-CRF, our model only utilized the fine-tuned
BERT and adversarial training to enhance the robustness and generalization, showing
lower structural complexity. The results of ACE-ADP went beyond previous reports and
slightly lower standard deviations showing its positive effect on domain-specific (e.g., the
agricultural diseases and pests) named entity recognition task.

Table 3. Experimental results for all models on four different datasets.

Algorithms CLUENER AgCNER CCKS2017 Resume
P R F1 P R F1 P R F1 P R F1

BERT-IDCNN-CRF 78.37 77.60 77.98 ± 0.11 94.39 95.08 94.74 ± 0.07 90.55 93.52 92.01 ± 0.13 95.47 96.59 96.03 ± 0.13
BERT-Gated
CNN-CRF 75.85 77.98 76.90 ± 0.34 94.32 95.20 94.76 ± 0.08 89.43 92.93 91.15 ± 0.14 95.75 96.81 96.27 ± 0.16

AR-CCNER 78.34 77.74 78.04 ± 0.28 94.60 94.73 94.67 ± 0.06 90.23 93.36 91.77 ± 0.28 95.89 97.22 96.55 ± 0.27
FGN [48] 79.50 79.71 79.60 ± 0.15 94.33 94.56 94.45 ± 0.03 90.44 93.09 91.75 ± 0.16 96.67 97.09 96.88 ± 0.10
TENER 72.94 74.21 73.57 ± 0.17 93.01 95.22 94.10 ± 0.09 91.24 93.08 92.15 ± 0.13 94.91 95.03 94.97 ± 0.21

Flat-Lattice [35] 79.25 80.68 79.96 ± 0.13 93.52 94.31 93.91 ± 0.08 91.55 93.40 92.46 ± 0.16 95.22 95.72 95.47 ± 0.18
ACE-ADP 93.03 94.36 93.68 ± 0.18 98.30 98.32 98.31 ± 0.02 95.17 96.27 95.72 ± 0.13 96.22 97.44 96.83 ± 0.17

3.2. Ablation Study
3.2.1. Macro-Level Analysis

The contextual embeddings based on fine-tuned BERT and adversarial training were
the focus of this paper. An ablation study was first conducted to verify their effectiveness
and necessity from a macro-level perspective. The experimental results are listed in
Table 4. Taking the AgCNER and Resume as an example, according to groups 1 and 4, the
model with adversarial training improves the F1 on AgCNER and Resume by 3.43% and
0.97%, respectively, indicating that adversarial training helps to improve the performance
of named entity recognition of the models. Besides, the F1-scores in groups 1, 2, and 5
presented that adversarial training was positively related to the quality of text embeddings,
i.e., the higher the quality of text representation, the better the effect of adversarial training.
From the results of groups 2, 3, and 1, we could observe that the word2vec-based model
(group 2) showed the worst performance on all datasets, the possible reason is that the
text embeddings generated by word2vec are context-independent, which cannot provide
enough semantic information for the model training. In contrast, the models that integrated
the original and fine-tuned BERT delivered significantly better F1-scores, i.e., 96.11% and
98.31% on AgCNER, and 96.38% and 96.83% on Resume respectively, due to the high-
quality context embeddings based on BERT in the case of adversarial training. Meanwhile,
the fine-tuned BERT-based model (group 1) presented better performance than the original
BERT-based model (group 3) for the reason that the contextual embeddings generated by
BERT express abundant semantic information, which has a positive effect on improving the
performance of the model. Moreover, fine-tuning enables BERT to obtain domain awareness
and makes the contextual embeddings contain more domain-specific knowledge, which is
crucial for domain-specific NER tasks. In particular, compared with the baseline model
listed in group 5 (i.e., word2vec-based BiLSTM-CRF), the F1-score of the proposed model
on the AgCNER was increased by 4.23%. Similar results could also be presented on other
datasets. In short, the presented findings confirmed the necessity and effectiveness of
contextual embeddings and adversarial training.
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Table 4. Recognition results of ACE-ADP and its variants on four datasets.

# Algorithms CLUENER AgCNER CCKS2017 Resume
P R F1 P R F1 P R F1 P R F1

1 ACE-ADP 93.03 94.36 93.68 ± 0.18 98.30 98.32 98.31 ± 0.02 95.17 96.27 95.72 ± 0.13 96.22 97.44 96.83 ± 0.17
2 -BERT 68.43 67.15 67.78 ± 0.29 94.01 93.89 93.95 ± 0.06 90.27 91.86 91.05 ± 0.23 91.25 93.15 92.19 ± 0.15
3 -fine-tuning 92.02 93.16 92.58 ± 0.13 95.99 96.23 96.11 ± 0.17 95.01 97.15 96.07 ± 0.16 95.78 96.85 96.38 ± 0.09
4 -AT 78.83 77.39 78.11 ± 0.02 94.59 95.16 94.88 ± 0.04 90.30 92.84 91.56 ± 0.14 95.12 96.60 95.86 ± 0.28
5 -BERT-AT 68.48 66.95 67.70 ± 0.41 94.18 93.99 94.08 ± 0.06 89.16 91.42 90.27 ± 0.13 92.09 93.56 92.82 ± 0.12

‘-’ means not participating in training.

3.2.2. Effect of BERT

To further verify the effectiveness of BERT in detail, several experiments with word2vec-,
original BERT-, and fine-tuned BERT-based models were conducted on four benchmark
datasets. Their F1-scores are presented in Table 5. As expected, the word2vec-based models
tended toward the lower F1-scores than BERT-based ones on all datasets, as discussed in
Section 3.2.1. BERT, which consists of 12-layer of bidirectional Transformers, could dynami-
cally generate high-quality embeddings according to the different contexts. For example,
BiLSTM with original BERT achieved significant improvement of F1-scores with +9.07%,
+0.11%, +1.35%, and +2.06% on CLUENER, AgCNER, CCKS2017, and Resume, respectively.
However, there was still room for improvement because of the task independence of the
original BERT. The fine-tuning BERT-based models have presented the best performance
in multiple domain-specific datasets for the reason that BERT not only maintains the
strong ability of semantic representation but also obtains the domain awareness after fine-
tuning, which may encourage BERT to represent the domain-specific features efficiently [9].
Besides, in the case of BERT, the performance of IDCNN, Gated CNN, AR-CNER, and
CNN-BiLSTM-CRF were also improved. Therefore, the present findings demonstrated the
effectiveness of BERT, and it would be more suitable for the domain-specific NER tasks
after fine-tuning.

3.2.3. Effect of Adversarial Training

The F1 of the adversarial training-based models with word2vec, original BERT, and
fine-tuning BERT were presented in Table 6. Combining with the details presented in
Table 5, several important conclusions could be summarized: (1) The word2vec-based
model with adversarial training tended towards slightly worse results, indicating that in the
case of poor text representation, adding perturbation would be counterproductive. (2) The
F1 of original BERT-based models with adversarial training were significantly improved
compared with those listed in Table 5, indicating the effectiveness of the adversarial
training to enhance the robustness and generalization. Taking BiLSTM as an example, its
F1 increased by +1.92% on AgCNER and +1.5% on Resume. (3) The F1 of BiLSTM with
fine-tuning BERT and adversarial training were further increased by +2.2% on AgCNER
and +0.45% on Resume, which indicated that in the case of original BERT and fine-tuned
BERT, the recognition performance could be further improved by using adversarial training.
(4) There was very little difference in terms of F1-scores between the BiLSTM, AR-CCNER,
and CNN-BiLSTM-CRF, which indicated that the complex architectures such as radical
features, self-attention, and CNN might be unnecessary. (5) The experimental results in
Tables 5 and 6 show that Gated CNN and RD_CNN achieved better performance than
BiLSTM. In actual uses, they could replace BiLSTM as feature encoders to extract local and
global context features when integrating high-quality text representation and adversarial
training. Furthermore, most of the standard deviations listed in Table 6 are lower than
those in Table 5, indicating that the adversarial training may contribute to improving the
stability of the model. In short, the above experimental results verified the effectiveness of
adversarial training and once again demonstrated that adversarial training could enhance
the robustness of the NER model.
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Table 5. F1 of models with word2vec, original BERT, and fine-tuning BERT without adversarial training.

Algorithms CLUENER AgCNER CCKS2017 Resume
W O F W O F W O F W O F

BiLSTM 67.70
±0.41

76.77
±0.35

78.11
±0.18

94.08
±0.06

94.19
±0.07

94.88
±0.02

90.27
±0.13

91.62
±0.16

91.56
±0.13

92.82
±0.12

94.88
±0.11

95.86
±0.17

IDCNN 66.58
±0.38

76.33
±0.23

77.98
±0.11

93.99
±0.06

93.91
±0.13

94.74
±0.07

91.46
±0.29

91.20
±0.31

92.01
±0.13

92.71
±0.42

94.44
±0.33

96.03
±0.13

Gated CNN 66.26
±0.25

75.23
+0.22

76.90
±0.34

93.56
±0.11

93.72
±0.02

94.76
±0.08

91.02
±0.28

89.86
±0.12

91.15
±0.14

89.25
±0.35

93.12
±0.23

96.27
±0.16

RD_CNN 66.16
±0.15

75.73
±0.21

77.95
±0.18

93.20
±0.08

93.89
±0.04

94.82
±0.05

89.18
±0.23

90.03
±0.19

91.52
±0.17

89.56
±0.23

93.39
±0.17

95.87
±0.19

AR-CCNER 68.67
±0.35

77.08
±0.26

78.04
±0.28

94.46
±0.08

94.12
±0.06

94.67
±0.06

91.45
±0.30

91.10
±0.15

91.77
±0.28

93.09
±0.25

95.01
±0.19

96.55
±0.27

CNN-BiLSTM-CRF 68.45
±0.37

76.88
±0.22

78.18
±0.12

94.07
±0.12

94.53
±0.02

94.78
±0.05

92.03
±0.16

91.49
±0.24

91.28
±0.25

93.84
±0.18

95.18
±0.16

95.26
±0.24

“W” represents word2vec, “O” means the original BERT, and “F” donates the fine-tuned BERT.

Table 6. F1 of adversarial training-based models with word2vec, original BERT, and fine-tuning BERT.

Algorithms CLUENER AgCNER CCKS2017 Resume
W O F W O F W O F W O F

BiLSTM 67.78
±0.29

92.58
±0.13

93.68
±0.18

93.95
±0.06

96.11
±0.17

98.31
±0.02

91.05
±0.23

96.07
±0.16

95.72
±0.13

92.19
±0.15

96.38
±0.09

96.83
±0.17

IDCNN 66.12
±0.25

94.72
±0.21

94.45
±0.17

93.71
±0.08

96.98
±0.14

98.23
±0.05

91.27
±0.19

96.12
±0.13

95.25
±0.17

93.13
±0.12

96.91
±0.11

96.16
±0.12

Gated CNN 66.07
±0.14

95.03
±0.16

96.33
±0.13

93.48
±0.03

97.48
±0.15

98.42
±0.08

90.88
±0.12

96.27
±0.11

96.19
±0.14

91.57
±0.16

96.73
±0.11

97.57
±0.15

RD_CNN 65.88
±0.16

94.51
±0.18

96.68
±0.13

92.86
±0.07

97.35
±0.14

98.95
±0.05

90.18
±0.16

95.56
±0.10

95.61
±0.15

91.20
±0.17

96.01
±0.13

97.34
±0.14

AR-CCNER 62.30
±0.36

91.64
±0.24

89.66
±0.25

92.80
±0.11

97.50
±0.12

97.70
±0.06

90.96
±0.20

96.08
±0.16

95.97
±0.12

90.36
±0.15

96.74
±0.12

97.26
±0.14

CNN-BiLSTM-CRF 67.23
±0.26

90.81
±0.19

89.82
±0.22

93.67
±0.11

96.57
±0.12

97.66
±0.12

91.63
±0.16

95.33
±0.19

95.14
±0.17

93.07
±0.16

96.77
±0.13

96.91
±0.16

“W” represents word2vec, “O” means the original BERT, and “F” donates the fine-tuned BERT.

4. Discussion
4.1. Performance for Rare Entities

In this section, AgCNER and CLUENER were selected as comparable datasets to
verify the performance of ACE-ADP in identifying the rare entities, which are challenging
for NER models.

The experimental results were illustrated in Figures 4 and 5, which showed that ACE-
ADP outperformed other comparable models and significantly improved the F1-scores of
all categories both in AgCNER and CLUENER, especially the categories that are difficult-
to-identify or have a low percentage of entities. In terms of AgCNER, ACE-ADP still
maintained the highest F1 on easy-to-identify entities such as disease, pest, and crop, which
were 98.98%, 98.73%, and 98.88%, respectively. Meanwhile, it significantly improved the F1
of rare entities such as fertilizer, weed, and pathogeny by +11.99%, +3.95%, and +8.25%
(8.06% on average) compared with the word2vec-based BiLSTM. Moreover, according to
the results of CLUENER reported in [49], ACE-ADP could effectively improve the Precision,
Recall, and F1 of difficult-to-recognize entities such as address, scene, and book, all of
them achieved F1-scores above 90%. The possible reasons are that adversarial training is
helpful to improve the robustness of the model, and fine-tuned BERT can generate the
character-level embeddings with rich domain-specific semantic information, which also
contributes to improving the NER performance.

In addition, we took the Ft-BERT-BiLSTM and ACE-ADP as examples and visualized
their confusion matrices on the AgCNER to further illustrate the effectiveness of the
proposed model. As shown in Figure 6, ACE-ADP obtained more correctly predicted
labels of the rare entities (e.g., fertilizer, weed, and pathogeny) than Ft-BERT-BiLSTM,
which means that ACE-ADP can achieve higher TP, while FP and FN are relatively low.
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According to Equation (3), ACE-ADP tends to obtain a higher F1. Thus, the experimental
results illustrated that the high-quality text representation and adversarial training could
effectively enhance the NER models’ robustness and were useful to identify the rare and
difficulty-to-identify entities.
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4.2. Robustness and Generalization

The curves of training and validation loss for Word2vec-BiLSTM-CRF, BERT-BiLSTM-
CRF, and ACE-ADP on AgCNER were visualized as Figure 7. As shown in Figure 7a,b,
the validation losses of Word2vec-BiLSTM-CRF and BERT-BiLSTM-CRF decrease with
the increase in iteration and then gradually increase, showing the obvious over-fitting
characteristics, while that of ACE-ADP decreases first and then tends to be flat, indicating
that ACE-ADP could effectively alleviate the over-fitting problem.

Apart from the training set and testing set of AgCNER used in this paper, another
dataset, which has never been used before and contains 2223 agricultural samples, was
considered as the final testing dataset to further verify the model’s robustness and gener-
alization. Besides, the experiments were also conducted on the standard Resume, which
contains the standard training set, development set, and testing set, and is widely used
in Chinese NER tasks. The experimental results on the extended AgCNER and standard
Resume are listed in Table 7. Taking AgCNER as an example, the models that integrated
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fine-tuned BERT and adversarial training outperformed the state-of-the-art models, i.e.,
FGN, Flat-Lattice, and TENER, and delivered significantly better Precision, Recall, and
F1-scores on both development and testing sets. The same conclusion could also be drawn
on Resume.
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Figure 6. Confusion matrixes of (a) Ft-BERT-BiLSTM, and (b) ACE-ADP on AgCNER dataset. x-axis: predicted labels;
y-axis: true-axis; numbers on the cell where x = y represents the TP values.
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Figure 7. The training and validation losses for (a) Word2vec-BiLSTM-CRF, (b) BERT-BiLSTM-CRF, and (c) ACE-ADP on
the AgCNER dataset.

Table 7. Experimental results on extended AgCNER and Resume.

Algorithms

AgCNER Resume

Dev Test Dev Test

P R F1 P R F1 P R F1 P R F

ACE-ADP 98.30 98.32 98.31 98.50 98.47 98.49 96.43 97.79 97.11 96.63 97.66 97.14
IDCNN 98.15 98.30 98.23 98.18 98.25 98.21 95.52 96.69 96.10 94.55 96.13 95.33

Gated CNN 98.07 98.76 98.42 98.17 98.75 98.46 96.57 98.47 97.51 96.86 99.00 97.92
RD_CNN 98.71 99.20 98.95 98.69 99.19 98.94 96.87 98.65 97.75 97.11 98.93 98.01

AR-CCNER 97.38 98.03 97.70 97.80 97.88 97.84 95.91 97.79 96.84 97.10 98.33 97.71
CNN-BiLSTM-CRF 97.51 97.81 97.66 97.63 97.58 97.61 95.91 96.38 96.14 95.64 96.79 96.22

FGN 94.33 94.56 94.45 94.26 94.62 94.44 93.13 95.82 94.46 92.12 94.73 93.41
Flat-Lattice 93.52 94.31 93.91 93.71 94.11 93.91 94.74 96.26 95.49 94.90 95.83 95.36

TENER 92.88 95.09 93.97 93.03 95.09 94.05 94.45 95.09 94.77 93.71 94.52 94.11

“dev” represents the development set, “test” donates as the testing set.
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Therefore, the above experimental results demonstrated that our works, i.e., integrat-
ing the contextual embedding and adversarial training, may contribute to alleviating the
over-fitting problem and enhancing the robustness and generalization of the NER models,
which would provide us with a feasible solution for the issue of agricultural diseases and
pests named entity recognition.

4.3. Convergence

As shown in Figure 8, to evaluate the impact of contextual embeddings and adversarial
training on convergence, we took AgCNER as an example and visualized the change curves
of F1 with each iteration by using the BiLSTM that integrated the word2vec, original BERT
(Or), fine-tuning BERT (Ft), and adversarial training (AT), respectively. The word2vec-
based model showed the slowest convergence speed. Meanwhile, the adversarial training
(Word2vec-AT) seems to speed up the convergence of the model a lot at the beginning,
but the effect was limited. In contrast, from the change curve of BERT-Or, it could be
seen that BERT significantly accelerated the convergence, for the reason that compared
to word2vec, the contextual embeddings generated by BERT contain deeper semantic
information and would provide better initialization for the model [23]. However, due to
the task independence and lack of domain knowledge, the F1 was slightly lower than that
of the word2vec-based model when it tended to be stable. Fine-tuning could equip BERT
with domain awareness and provide abundant domain-specific features for the contextual
encoders. Therefore, the convergence of BERT-Ft was greatly accelerated; its F1-scores are
generally higher than word2vec- and original BERT-based models. In terms of BERT-Or-AT
and BERT-Ft-AT, adversarial training could not only accelerate the convergence speed
but also significantly improve the recognition performance of the model in the case of
high-quality text representation. For example, during the entire training process, the values
of F1 of BERT-Ft-AT were always higher than those of BERT-Ft. Therefore, the above
experimental results showed that fine-tuning BERT and adversarial training could improve
not only the NER performance but also accelerate the convergence.

4.4. Visualization of Features

To intuitively illustrate the effective effect of BERT on the agricultural and other
domain-specific text representation, we visualized the sentence-level embeddings produced
by the embeddings-based methods on the training data of the four datasets from From four
different perspectives. As shown in Table 8, 100 samples for each dataset were randomly
selected, and each sentence-level embedding was projected into a three-dimensional vector
by using T-SNE [55]. All the images were obtained by rotating clockwise about the Z-axis
by 0

◦
, 90

◦
, 180

◦
, and 270

◦
, respectively. In the first row of Table 8, all data points are mixed

indiscriminately in space, illustrating that the text representation generated by word2vec
cannot effectively represent the semantic features in different domains. In the second row
of Table 8, the same type of data points, especially those belonging to AgCNER, CCKS2017,
and Resume, were clustered well. However, the data points belonging to CLUENER were
relatively loose, and there were several data points mixed with other types of data points,
confirming that the original BERT does have a positive effect on the text representation,
but due to the task independence, it may not be enough that only using it to generate the
domain-specific embeddings. For the fine-tuned BERT (i.e., the last row of Table 8), the
data points were correctly divided into four clusters, and the similar data points were
more closely distributed, verifying that fine-tuning makes BERT have domain-awareness.
Moreover, compared to Word2vec and Original BERT in Table 8, it was more clear of
the boundaries between the different types of data points, which was consistent with [9],
indicating that injecting domain-specific knowledge by fine-turning may be helpful to the
domain-specific NER task.
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Perturbation size γ represents the degree of perturbation to embedding representa-
tion. It is one of the most important parameters during the adversarial training process.
According to [56,57], a group of γ range from 0.001 to 0.1 were selected as the candidate
perturbation sizes to find the most suitable γ. Similar to [57], the bigger γ was not con-
sidered since the larger perturbation may destroy the semantic information of the text
representation. As shown in Figure 9, the model achieved different F1-scores for AgC-
NER and Resume when the perturbation size γ was set to different values, which proved
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that different perturbation sizes could affect the performance of the model in different
degrees. Besides, the final results were not obvious when γ was varied from 0.001 to 0.01,
indicating that when γ < 0.01, the effect of adversarial training on the NER model was
hardly observed. We could also find that when γ = 0.1, the model obtained the optimal
F1-scores of 98.31% and 96.83% on AgCNER and Resume, respectively, indicating that
adversarial training could give full play to its performance. Thereby, 0.1 was selected as
the perturbation factor during the entire experiment.

In summary, comprehensive experiments and discussions demonstrated the effec-
tive performance of ACE-ADP in identifying the agricultural named entities. Besides, an
ablation study further demonstrated that it could effectively identify rare entities while
accelerating convergence. In the future, we will extend our model to other specific fields
to further verify its robustness and generalization. Moreover, we also attempt to improve
the model to make it suitable for relation extraction and the joint intent recognition and
slot filling task so that to play a role in the construction of agricultural diseases and pests
question answering systems based on the knowledge graph.
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5. Conclusions

To address the problems of rare entity recognition and polysemous words in CNER-
ADP tasks, we presented a universal ACE-ADP framework, which effectively enhances
the semantic feature representation by introducing and integrating contextual embeddings
and adversarial training to recognize the named entities in agricultural diseases and
pests. The high-quality context embeddings with agricultural knowledge and high-level
features were generated by adopting the BERT that fine-tuned on the agricultural corpus.
Furthermore, adversarial training was also introduced to enhance the robustness and
generalization of the NER model. Comprehensive experimental results showed that ACE-
ADP could significantly improve the F1-scores of the agriculture-related dataset. Moreover,
the ablation study and discussion not only verified that ACE-ADP maintained strong
robustness and generalization but also showed that it had a strong ability to recognize the
rare entities, which is of great benefit to the construction of agricultural diseases and pests
question answering systems based on the knowledge graph. To serve digital agriculture,
the proposed model will be integrated into the knowledge graph-based question answering
systems so that to improve the accuracy in identifying the agricultural diseases and pets-
related nouns and make the question answering systems provide more accurate solutions
for the agricultural diseases and pests control.
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Appendix A

As shown in Algorithm A1, the steps of our proposed model can be summarized
as follows:

Algorithm A1 Pseudocode for domain-specific named entity recognition task with adversarial
training and contextual embeddings.

Input: Fine-tuned BERT model for a specific field, global learning rate lr, perturbation size γ, the
number of iterations T, a domain-specific sentence S, and their ground-truth labels Y.
Output: the predicted labels Ŷ, the training weights of the model θ̂.

1:
Converting the sentence S into the contextual embeddings E = (e1, e2, . . . , en) by fine-tuned
BERT on the texts in the field of agricultural diseases and pests.

2: For t = 1, . . . , T do
3: H = BiLSTM(E), according to Equation (8) to Equation (10).
4: P = HW + b, according to Equation (12).
5: Calculating the loss

(
Ŷ, Y

)
by using the CRF algorithm.

6: g← ∇Elogp
(
ŷ
∣∣E; θ̂

)
,

7: ε← γ
√

d
8: ηadv ← −ε× g/l2_normalize(g)
9: Eadv = E + ηadv
10: loss

(
Ŷadv, Y

)
← Repeat lines 3–9

11: loss = loss
(
Ŷ, Y

)
+ loss

(
Ŷadv, Y

)
12: F1-scores← conlleval(Y, Ŷ), calculating the overall F1-scores for predicted labels.
13: If F1-max > F1-scores then
14: F1-max ← F1-scores
15: Save the weights θ̂ of the model
16: end for
17: Output: the best-predicted labels Ŷ, the best training weights of the model θ̂.

1. The sentence is converted into contextual embeddings by using BERT, which is fine-
tuned on the texts of agricultural diseases and pests.

2. The character-level embeddings are used as input of the BiLSTM to extract the
global context features. Note that other contextual encoders such as Gated CNN
and RD_CNN can also be used to extract the context features according to the experi-
mental results in Section 3.2.3.

3. The possible labels are predicted, and the loss is calculated by the CRF layer.
4. Calculating the perturbation according to Equation (17) and adding it to the original

character-level embeddings.
5. Steps (1) to (4) are repeated until a maximum iteration is reached.
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