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Abstract: The analysis, measurement, and computation of remote sensing images often require
enhanced unsupervised/supervised classification approaches. The goal of this study is to have a
better understanding of (a) the classification performance of multispectral image and hyperspectral
image data; (b) the classification performance of unsupervised and supervised models; and (c)
the classification performance of feature selection among different models. More specifically,
the multispectral images and hyperspectral images with high spatial resolution are well accepted for
improving land use and classification. Hence, this study used multispectral images (WorldView-2)
and hyperspectral images (CASI-1500) and focused on the classifiers K-means, density-based
spatial clustering of applications with noise (DBSCAN), linear discriminant analysis (LDA),
and back-propagation neural network (BPN). Then the feature selection (principle component
analysis, PCA) on four classifiers is studied. The results show that the image material of CASI-1500
classification accuracy is slightly better than that of WorldView-2. The overall classification of BPN
is the best, the overall data has a κ value of 0.89 and the overall accuracy is 97%. The DBSCAN
presents a reality with good accuracy and the integrity of the thematic map. The DBSCAN can attain
an accuracy of about 88% and save 95.1% of computational time.

Keywords: image classification; linear discriminant analysis; density-based clustering

1. Introduction

Rice is an important crop in Taiwan, therefore, the Agriculture and Food Agency Council of
Agriculture Executive Yuan in Taiwan has focused on the location and spatial distribution of paddy
rice planting area. The rice spatial information database is used by the Taiwan Food Bureau to grasp
the changes in rice production through field surveys and remote sensing image analysis. The use of
remote sensing detection technology is to classify the use or growth of agricultural land. It can estimate
the planting area or crop yield which has become an acceptable method. In Taiwan, there have been
studies using remote sensing images to establish rice yield estimation models [1] and to quantify the
long-term average yield and spatial distribution of rice [2,3].

Excessive studies on remote sensing image classification are contributed by experts and scholars
for generating those thematic maps [3–7]. They proposed different image classification models through
supervised or unsupervised classification methods [8–10] and considered computing them with
different algorithms. The target categories on how to improve classification accuracy have been
extensively discussed. These arise two basic reasons for material image data [4] and approaches which
make the interpretation interesting and different:
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1. The ability to interpret different types of characteristic spectra is solved by increasing ancillary
information [5–7,11,12] to improve the classification accuracy of an image. Researchers usually
use supervised classifiers to resolve image processing problems [10,13–15]. Therefore, ancillary
information has become an alternative component of the analyzed dataset to enhance classification
outcomes. Adding different types of band information may help improve classification results.

2. Suitable classification approaches for models can improve classification results. In addition,
the selection of applicable mathematical algorithms for high-precision parameters is important to
model the data and verify the classification outcomes. Generally speaking, the establishment of
synchronized image capture and ground survey operations can provide high accuracy in various
modeling and different features [14–19].

In Taiwan, aerial orthophotos and satellite images are often used to study the use of classified
agricultural land. (1) The aerial orthophotos data of Taiwan has a spatial resolution of 25 cm. In the
past, this kind of datum is difficult to obtain. Unfortunately, the images are only red, green, and blue
visible spectral bands, with a lack of near-infrared band information. Because the visible spectral
values are similar, the classification of the green crops effect is quite limited. Leaf pigments and cell
walls are hardly absorbed in the near-infrared region (700–1300 nm). The reflectance spectrum of the
leaves is quite different in the near infrared region. In a peak area, the reflectivity is related to various
factors such as the thickness, size, arrangement, and cell contents of mesophyll cells. (2) The spatial
resolution of the satellite image is too rough. The small area of farmland cannot be distinguished.
The length of the farmland is located between 10 and 50 m and the width is generally 7 to 20 m.
Therefore, the spatial resolution of 6 to 40 m satellite image data in the target area of Taiwan is
very hard to use. In other words, the spatial resolution is too low to separate various agricultural
land uses. Part of the research will collect images from multiple periods and increase the accuracy
of classification by adding time-series information [2,6]. Therefore, the multispectral image and/or
hyperspectral image with high spatial resolution and multiple bands are the research materials that
domestic scholars would like to obtain. At present, many studies have used high-resolution with
multispectral WorldView series of image data. This was combined with deep learning for research and
analysis, and the classification results were quite good [20–22]. Hyperspectral images have a finer and
continuous spectrum, the number of bands is 10–20 times higher than that of the multispectral data,
and the resolution is enhanced by a small wavelength which is conducive to the segmentation and
extraction of fine information. Therefore, hyperspectral images are often used as materials to develop
estimation models or algorithms for quantifying targets [23–25].

In 2014, the Taiwan Agriculture Committee launched the “Golden Corridor Agriculture New Plan
and Action Plan” and entrusted the Executive Institute of Agricultural Experiments to collect land use
information for the second crop of the Golden Corridor in 2014. The study used multispectral image
and hyperspectral image data combined with field investigation to establish an accurate agricultural
classification method through image data. Our analytical data and the field survey data in this
study are the sample data provided by the research institute, Taiwan Agricultural Research Institute,
Council of Agriculture (TARI). Due to a lack of appropriate classification algorithms for machine
learning, the selection of suitable mathematical algorithms is required to test and conduct high-precision
parameter screening modeling and verification of various studies.

This set of data of TARI is a very rare research material. They also involved the increase in band
information and resolution or high spatial dimension. The database is relatively large and requires a
good classification method for investigation and research. Clustering can be done well by selecting an
appropriate algorithm. This can aggregate similar data into corresponding clusters. Unfortunately,
it encounters some problems by applying them. In most cases, it seems difficult to recognize which
input parameter plays an important role for a particular target. If the user lacks domain knowledge,
the survey data must be re-evaluated. Therefore, most of the studies point out that the accuracy of
supervised classification is higher than that of unsupervised classification. However, considering the
research area of general telemetry images, there may not be ground true data that can be used directly.
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The training and testing data of land classification require a lot of manpower and resources to produce
them for a supervised model. In other words, the land use of in situ surveys is very time-consuming
work. Moreover, the image could be also influenced by weather factors. On the other hand, delay in
image acquisition time will also produce a slight inconsistency during image capture. This all may
result in a slight inaccuracy for final classification results. Land classification will increase the problem
of land-use change, such as short-term crop conversion, which increases the difficulties in image
classification. Therefore, it was decided to use two widely used unsupervised classification methods:
K-means and density-based spatial clustering of applications with noise (DBSCAN). On the other
hand, it also used two supervised classification methods with higher classification accuracy: linear
discriminant analysis (LDA) and Artificial Neural Network (ANN)–backpropagation neural network
(BPN). In this study, the classification accuracy was compared and thematic maps were drawn.

K-means has been developed by many software or toolboxes. It is easy to take and apply which is
also the most common unsupervised classification model. DBSCAN which provides an interesting
solution for image classification. This data analysis can be performed in an in situ process which
does not request previously investigating the rice and non-rice zone. Linear discriminant analysis
(LDA) is a well known approach with some labeled data which is selected as the parallel study.
The LDA classification was by Blei et al. [26], who suggested that the simplicity and effectiveness of the
model, the trend of the topic model research, has been set. At present, several neural network models
have been proposed and they have been successfully used in business forecasting and engineering
applications. Vellido et al. [27] collected the commercial analysis of the use of neural networks from
1992 to 1998. There are approximately 78% of applications using supervised backpropagation neural
network (BPN) as an analytical model. Gupta and Stafford [28] also suggested that BPN is suitable for
solving problems in prediction, classification, and system model construction. It is widely used in the
natural and social sciences [13–15].

The purpose of this study was to use the multispectral and hyperspectral images. This study was
also designed to compare the difference between the unsupervised classification models and supervised
classification models. The ground truth data, combined with common mathematical algorithms such
as K-means, DBSCAN, LDA, and BPN are applied for rice area classification. It is decided to examine
and compare the classification accuracy of paddy rice and to apply the classification algorithm in
decision making. The research further presents the classification results then discusses the reasons that
may lead to poor classification results.

2. Materials and Methods

2.1. Study Area

The Golden Corridor located in Yunlin County is the sample data provided by the research
institute, TARI. The longitude and latitude of the Golden Corridor address is at 23.6754◦ N and
120.3758◦ E, respectively, with a high-rail speed track across. The study area has a length of the test
area of 942 m and a width of 569 m with the size of the area of 0.536 km2. This study used multispectral
image (WorldView-2) and the hyperspectral image (CASI-1500) to establish an accurate agricultural
land interpretation method through image classification. In the second season crop, a large number
of paddy fields are converted into corn, cabbage, groundnut, etc. The utilization is 15% for paddy
fields and 60% for dry fields. Figure 1a,b show the location of the test area and the false color image
of the WorldView-2 image and CASI-1500. The land use survey was conducted during September
2014. The ground truth state is shown in Figure 1c. The utilization is 47.1% for peanuts, 32.7% for
others, 16.9% for paddy rice, and 3.3% for corn. Figure 1d shows the spatial distribution of 500 training
data (generated by random numbers) used for the supervised classification and 2000 verification data
(generated by random numbers) for comparing the classification accuracy. Figure 1e shows the rice
growth period corresponding to the data collection time. The second-stage crop is mainly planted at
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the end of July and harvested in mid-November. Due to the large time difference between the field
survey and image obtained, some crops were harvested.
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2.2. Introduction on CASI-1500 and WorldView-2 Image Data

Sample image data were provided by TARI. TARI purchased the multispectral images of the test
area from the manufacturer. Table 1 lists the full width at half maximum (FWHM) of each band of
multispectral and the hyperspectral data. The hyperspectral image was commissioned and used the
CASI-1500 sensor to capture images with image wavelengths ranging from 350 to 1050 nm, 72 bands,
and a spatial resolution of 1 m. The CASI-1500 shooting date was on 6 November 2014. The image
has been processed completely by TARI for radiation correction, space correction, and atmospheric
correction. The multispectral image WorldView-2 was commissioned by DigitalGlobe. The image
was taken on 23 October 2014. WorldView-2 have eight bands (List in Table 1), a spatial resolution of
2 m. We resampled the 2 m spatial resolution of the Worldview-2 image to 1 m, so that the data have
the same spatial position for comparison. Worldview-2 data were calibrated by a TARI. Due to poor
weather, the video shooting took place more than the field investigation did one month late. The state
of rice shows the maturity levels of different growth (Figure 1e), while when the WorldView-2 image
took place, the rice spike was mainly green. In the CASI-1500 image, the local rice spike has turned
yellow. Thus, the difference in the band information between different patches may exist. However,
the classifiers in this study can compare the classification diversity for the CASI-1500 image data.

Table 1. The full width at half maximum (FWHM) of each band and the best accuracy of the clustering
center of multispectral (8 bands) and the hyperspectral data.

Multispectral (WorldView-2) Hyperspectral (CASI-1500)

Bands Centre
(nm)

FWHM
(nm)

Paddy Rice
Cluster Center Band Centre

(nm)
FWHM

(nm)
Paddy Rice

Cluster Center

Coastal 425 25 −0.7668 1 370.7 4.8 −0.2697
Blue 480 30 −0.7729 2 380.2 4.8 −0.4077

Green 545 35 −0.4959 3 389.8 4.8 −0.4064
Yellow 605 20 −0.6557 4 399.3 4.8 −0.5165

Red 660 30 −0.8055 5 408.9 4.8 −0.6197
Red
Edge 725 20 0.3295

NIR1 832.5 62.5 0.4875 68 1008.3 4.8 0.3325
NIR2 950 90 0.4907 69 1017.8 4.8 0.3204

70 1027.3 4.8 0.3045
71 1036.8 4.8 0.3730
72 1046.3 4.8 0.3423

2.3. Selection of Training and Testing Samples

As mentioned previously, due to the small test area and the difficulty in obtaining data, it was
decided to select training samples and testing samples from the same figure with random selection
of pixel in each kind of the corps. The study selected 500 samples (100 paddy rice, 400 others) as the
modeling parameters in the farmland area (about 0.15% of the data), and it was based on the random
number method. There were 2000 samples (600 paddy rice, 1400 others) selected for testing the data
of model verification. In addition, the test applied the classification model to the entire region and
further compared the classification accuracy of various algorithms. The data distribution is shown in
Figure 1d.

2.4. Classification Modeling for Experiments

To have a better understanding of the classification performance of K-means, DBSCAN, LDA,
and BPN, this study was designed to construct parallel approaches on a given rice field to observe
the discrepancy of classification outcomes. Due to the large number of image bands in the study,
the study will use PCA for feature selection, and compare to which accuracy it was improved. Principal
component analysis (PCA) is a well known multivariate approach to reduce the data dimensions
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for data mining. In the initial stage, the usage of PCA considers a smaller number of variables in a
multivariate dataset. Mathematically, PCA is a process that decomposes the covariance matrix of a
matrix into two parts: eigenvalues and column eigenvectors. In the second stage, the reduction process
is achieved by taking p variables X1, X2, . . . , Xp and combining them to produce principal components
(PCs) PC1, PC2, . . . , PCp, which are uncorrelated. These PCs are also termed eigenvectors. Then,
the lack of correlation is a useful property as it means that the PCs are measuring for new “dimensions”
in the data. However, the new calculated PCs are ordered. For instance, the PC1 exhibits the largest
amount of variation, PC2 exhibits the second largest amount of variation . . . . . . and so on. When using
PCA, it is hoped that the eigenvalues of most of the PCs will be low so that they are virtually ignorable.
Consequently, it sieves a small amount of variables in the original number of variables (X variables)
which can be described using the smaller number of PCs [29,30]. The classifiers are K-means, DBSCAN,
LDA, and BPN. Then, the PCA is used for dimension selection. We set 65% as the largest eigenvalue
of the WorldView-2 (eight bands by PCA selection for five PCAs) and CASI-1500 (72 bands by PCA
selection for 46 PCAs) to compare with a study example to determine whether the influenced factor
works better or not.

2.4.1. K-Means

K-means is an iterative clustering algorithm by MacQueen [31]. The items are moved among a
set of clusters until the desired set is reached. The cluster center is determined as the mean value of
each cluster. While it implements the K-means approach, the first step is to assign numbers of clusters
and the initial value for each cluster center. Then, it assigns each item ti to the cluster, which has the
closest center, and to calculate the new mean value for each cluster as a new center. These steps were
repeated until the convergence criteria were successfully met. This algorithm is inherently iterative
to approach the optimal solution. Hence, the performance of the K-means will depend on the initial
positions of the cluster center which makes it advisable to either employ a proper initial cluster set or
allow more iterations.

2.4.2. DBSCAN

The density-based clustering (DBSCAN) approach [32–36] resolved this type of problem.
The clusters are allocated in the dense regions in the data space which separates the lower density of
points by regions. The DBSCAN algorithm is based on this intuitive notion of “clusters” and “noise”.
The key idea is that for each point of a cluster, the neighborhood of a given radius has to contain at least
a minimum number of points. The DBSCAN algorithm applies a set of points in a given space as well as
aggregates data points which are packed together nearby (points with many nearby neighbors). It can
also treat as outlier points (noise) that allocate alone in low-density regions. In addition, spatial datasets
using DBSCAN can handle huge amounts of data with smaller related cluster patterns in various
dimensions. This process can decrease a huge amount of computation time. The shapes of the image
data clusters should be adjusted for bad cases which are always favorable and should be or extracted.
DBSCAN employs a data clustering algorithm that considers a density-based clustering process by
evaluating the data distribution and location. A set of points in some space were grouped together
with the concept of density. As the algorithm was applied, it closely aggregated nearby sample points.
It also marked as outlier points those that were alone in low-density regions (whose nearest neighbors
were too far away). DBSCAN is one of the most common clustering algorithms used for handling
improperly distributed sample data, especially in Geosciences or image classification. Most of the
readers are not familiar with DBSCAN, thus, a brief introduction to DBSCAN follows.

First, assume a set of points is to be clustered. A developed computer program by Python follows
the DBSCAN algorithm. The definition of the core points, reachable points, and outliers are introduced
as follows. A core point (P) is selected by the computer program if at least MinPts nearby points are
within distance ε of it (including p). Those points are defined as directly reachable from p. The program
will check (a) that none of the points are directly reachable from a non-core point; and (b) that each
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of the points is directly reachable from a core point. The program will also check that each point
q is reachable from p if there is a series of path p1, ..., pn. Considering one of the points p1 = p and
pn = q, for each pi + 1, find all the points that are directly reachable from pi and record these points into
a matrix. The program defines those points that are not reachable from any other point as outliers.
More specifically, if p is selected as a core point, then it is selected as a cluster aggregated with the
corresponding nearby points that may be reachable from it. Those corresponding nearby points may
be core or non-core points. The developed program will also check that each computed cluster includes
at least one core point. The non-core points can be part of a cluster, and the program will not use
them to reach more points. The DBSCAN process is illustrated as follows. The Eps is defined as all
the points corresponding to region O with the given associated radius. Please see Figure 2a. The user
should determine the minimal number of data point p with regard to the clustering set P. Please see
Figure 2a. The DBSCAN clustering process is as follows.
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Figure 2. Visualize the steps for density-based spatial clustering of applications with noise (DBSCAN).
(a) Parameter illustration; (b) Direct density can approach; (c) Indirect linkage by density; and (d) The
linkage by density.

1. Directly density reachable: each of the sample points is tested against the cluster-center with
the associated radius. If this point falls in the range, the rest of the points will also be tested.
This procedure is called directly density reachable which makes a cluster group of D. Please see
Figure 2b. The developed program system will automatically count the number of sample data,
which is either greater than the minimum data number given or not. This minimal data number
given is named as MinPts. Please see Figure 2c. For instance, if the user defined it as MinPts = 5,
the program will search the nearby data which fall in this range with the Eps = 1.

2. Density reachable: in certain cases, for instance, the data points in a scatter diagram are a group
but they are distributed linearly. The program will check each of the data with each of their
neighboring points to see whether they falls in the minimal density or not. That is, a series of
data may distribute as a rectangle shape and they are density reachable. Furthermore, these data
could also be targets of clustering. Please see Figure 2d.

3. Outlier analysis of DBSCAN: as mentioned before, if a sample point does not fall in any of the
ranges defined by the user, it is called an outlier or noise data. Since the DBSCAN algorithm can
detect noise data, our developed program can be robust to outliers. In essence, the outlier analysis
data in image classification are very important. Since the majority of the data could be observed
by the main target category, a salt and pepper effect could also be significantly affected by the
minor data. The DBSCAN can remove them to a list table. Figure 3 show steps for DBSCAN.

2.4.3. LDA

Linear discriminant analysis (LDA) is a classical statistical approach for classifying samples of
unknown classes [11]. LDA is related to machine learning to find the linear combination of features
which best separate two or more series of classes of objects. LDA can consider the measurements
which are independent variables for various observations through continuous quantities. LDA is also
to be viewed as an a priori process of data processing. Each case must have a score on one or more
quantitative predictor measures and a score on a group measure. When dealing with categorical data,
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LDA is also different from factor analysis in that it is not an interdependent technique: a distinction
between independent variables and dependent variables (also called criterion variables) must be made.Agriculture 2020, 10, 465 8 of 18 
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2.4.4. BPN

Neural networks are an information processing idea based on the way biological neural systems
process data. Neural networks (NN) were first proposed in the early 1940s as a simulation of human
brains’ cognitive learning processes [28]. They may be programmed so that the primary function
is to develop various NN models of computer problems by trail and error or learning procedures.
In the past twenty years, back propagation neural network were extensively applied in many fields.
The relationship between massive data and a certain phenomenon is obtained through a learning
system (instead of calculation), based on the neuron cell concept. Backpropagation is a widely used
algorithm in training feedforward neural networks for supervised learning. Backpropagation computes
the gradient of the loss function with corresponding weights of the network for a single input–output.
This process makes it feasible to use gradient methods for training multilayer networks and updating
weights to minimize loss is very popular. In the past, engineers and researchers experienced that the
described variables for classifying remote sensing imagery are tough tasks. If a rice spatial image
datum was well developed to describe the input variables and output categories rationally, it may be
more suitable to apply a back propagation neural network as a learning machine.

2.5. Data Pre-Processing with Evaluation Model

The model of our study contains DBSCAN, PCA, LDA and BPN four different approaches to
understanding the different features between hyperspectral and multispectral data. LDA is a research
method by attempting to use a single dependent variable as a linear combination to demonstrate
features and measurements. We randomly and uniformly selected 500 training data items and
2000 testing data items for which a dataset was ready to verify the models. The research steps are
shown in Figure 3. In Figure 3, the normalization process will arrange all the corresponding data to
[−1, 1] by Equation (1):

Xinew = 1−
2(Xi −Xmin)

(Xmax −Xmin)
(1)
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The research was designed to use PCA as a pre-processing tool to select the influenced attributes
of the image spectral among 72 bands. While various attributes were selected, the classifier was
adopted to present different classification outcomes. There are four classification methods for the
test. The first classifier is the K-means as a tool to discern the paddy rice area. As part of this study,
the DBSCAN was also applied as a classifier to approach the image classification on paddy rice. On the
other hand, the LDA and BPN was used as a parallel study to compare the diversity outcomes from an
image classifier. The data processing is shown in Figure 4, PCA has the function of attribute reduction,
which can reduce the signal-to-noise ratio. Therefore, we also discuss PCA for LDA, DBSCAN and
BPN groups, respectively, to check the difference in the data. The study will use κ and overall accuracy
to calculate which classification method has better results.
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Figure 4. Research Steps. This study used multispectral images (WorldView-2) and hyperspectral
images (CASI-1500) and focused on the classifiers K-means, density-based spatial clustering of
applications with noise (DBSCAN), linear discriminant analysis (LDA), and back-propagation neural
network (BPN). Then the feature selection (principle component analysis, PCA) on four classifiers
is studied.

3. Results and Discussion

This experiment was based on the farmland data that were investigated in the field. This experiment
focused on the use of appropriate mathematical algorithms to improve the classification accuracy of
classification among rice and other crop types. The above process will classify the sample: if it is
similar to rice, it is classified into rice (replaced with rice); otherwise, the program will assign it in
other types. In the supervised classification, 500 training samples and 2000 verification test samples
are randomly selected to verify the model established by the training data. It is considered that
some bands may not be suitable for parameter modeling. Therefore, the band is reduced in the PCA
process and then classified. As mentioned above, 46 of the 72 bands that are factors are reduced to
extract the performance of classification by the PCA approach. It is decided to set the 70% maximum
eigenvalues of 72 bands (selected by PCA) to compare the research accuracy and it determines whether
the classification effect will improve or not. The data handler must assign K (centroid number), Minpts,
and Eps, which are three independent initial tracking values to achieve the best accuracy. The program
has an iterative loop that does not stop until the best precision is reached.

3.1. Generation of Thematic Map

3.1.1. The Thematic Map Generated by K-Means

K-means and DBSCAN are both unsupervised learning approaches. Figure 5e–h present the
thematic map of the full-size image classification of K-means on CASI-1500 and WorldView-2
with/without feature selection. For unsupervised learning, the label data were not requested for
analysis which avoided a great amount of human in situ work for investigating. The thematic map is
shown in Figure 5. In this figure, the thematic map is generated from the full-size image classification of
K-means on CASI-1500 (hyperspectral) and WorldView-2 (multispectral) with/without feature selection.
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By using PCA for preprocessing, the hyperspectral data performed better than those of multispectral
data. From the observations of the thematic map, most of the paddy rice area was integrity.
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Figure 5. Thematic map of the full-size image unsupervised classification of the K-means and
DBSCAN on CASI-1500 (hyperspectral) and WorldView-2 (multispectral) with/without feature selection.
(a) CASI-1500 K-means; (b) WorldView-2 K-means; (c) CASI-1500 PCA+K-means; (d) WorldView-2
PCA+K-means; (e) CASI-1500 DBSCAN; (f) WorldView-2 DBSCAN; (g) CASI-1500 PCA+DBSCAN;
and (h) WorldView-2 PCA+DBSCAN.

3.1.2. The Thematic Map Generated by DBSCAN

Figure 5e–h present the thematic map of the full-size image classification of DBSCAN on CASI-1500
and WorldView-2 with/without feature selection. The density-based clustering algorithm will adjust
the factor of K (number of centroids) and Eps is used to obtain the highest accuracy classification
result. The final parameter of inputs is selected by the combination of MinPts = 2, Eps = 0.05 as the
best for the hyperspectral data. The combination of MinPts = 5, Eps = 0.35 was selected as the best
for the hyperspectral data. This outcome was derived from the iteration search varying MinPts from
2 to 25 at 0.05 per iteration and Eps from 0.05 to 1.5 at 0.05 per iteration. The minimal error was
attained step by step by following the previous ranges for MinPts and Eps. This figure is generated by
following a similar process in Figure 5. Figure 5 is an unsupervised learning approach. The outcomes
are clearly compared with two important conclusions: (a) hyperspectral image data interpret the
classification outcomes much better than the multispectral image data; (b) DBSCAN provides better
both in hyperspectral image data and multispectral image data by considering the results of solving the
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outlier data. The red parts (commission error) and blue parts (omission error) in Figure 5. This implies
that the DBSCAN has better performance in classification than those of K-means. The feature selection
method (PCA) does not display well for the K-means analysis. The outcome of DBSCAN is a little bit
higher than that of K-means. The DBSCAN handles the outlier data much better than the K-means,
especially when a proper EPS and radius are selected.

3.1.3. The Thematic Map Generated by LDA

This study used the Fisher’s linear discriminant, which is a statistics and machine learning
approach to find a linear combination of features. Figure 6a–d present the thematic map of the
full-size image classification of the LDA on CASI-1500 and WorldView-2 with/without feature selection.
This clearly separates two or more classes of objects or events. PCA does not change much or
improve the LDA approach of feature selection compared to Figures 5 and 6. Figure 6 has very few
red parts (commission error). The omission error displays many places on the thematic maps of
considering/ignoring feature selection. Applying both hyperspectral and multispectral materials, it also
displays an omission error much larger than the commission error. LDA clearly improves the accuracy
rate of classification. However, the computational time of LDA is 6.5 times more than DBSCAN.
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Figure 6. Thematic map of the full-size image supervised classification of LDA and BPN on CASI-1500
(hyperspectral) and WorldView-2 (multispectral) with/without feature selection. Note: the red parts
are rice, classified as other categories (commission error). The blue parts are others, classified as rice
(omission error). (a) CASI-1500 LDA; (b) WorldView-2 LDA; (c) CASI-1500 PCA+LDA; (d) WorldView-2
PCA+LDA; (e) CASI-1500 BPN; (f) WorldView-2 BPN; (g) CASI-1500 PCA+BPN; and (h) WorldView-2
PCA+BPN.
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3.1.4. The Thematic Map Generated by BPN

Figure 6e–h present the thematic map of the full-size image classification of BPN on CASI-1500
and WorldView-2 with/without feature selection. In Figure 6e-g, it can be observed whether it has
missed or misjudged the quite small proportion. Most of the errors come from the edge of the
field area. As observed in Figure 6f,h, the process through PCA does not improve the classification
accuracy. BPN obtains the best accuracy among the four classification methods. Neural networks
have a calculation of iteration, so the classification result of the image will not be affected by the time
difference between the image capture and field survey (Figure 1e).

This study wanted to explore if the original 72 bands are then divided into odd and even bands of
36 bands for the two different cases. Then, it was decided to compare the differences in data patterns to
the classification results. The thematic map of the study is shown in Figure 7. Figure 7 shows that
there are only small differences between the 72 bands, odd arrays, and even tissues, with no significant
difference. Studies have shown that data analysis with BPN yields similar results.Agriculture 2020, 10, 465 13 of 18 
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Figure 7. Thematic map of the full-size image classification of BPN on CASI-1500 (hyperspectral)
with the different bands. Note: the red parts are rice, classified as other categories (commision error).
The blue parts are others, classified as rice (ommision error). (a) CASI-1500 BPN 72; (b) BPN 36 Even;
and (c) BPN 36 Odd.

From the experience of long-term field observation, we find that the edge area may be mainly
affected by the following factors and shown in the Figure 8. There are some possible reasons for poor
classification: (a) different planting directions; (b) paddy rice not full; (c) weed pixels interference, and
different degrees of sunlight; (d) uneven fertilizer application, mainly the location of the outlet or inlet
of the irrigation water which will affect the distribution of fertilizer in the field to varying degrees;
(e) poor growth of machine channels, the tiller passes through the squeezing position repeatedly,
and the soil becomes denser; or (f) the growth rate of the paddy rice is different. Therefore, the growth
of the edge area is relatively inconsistent compared to the middle position. In addition, it is also
possible that the information on the hill block of agricultural land utilization is summarized as paddy
rice in the entire block, so even the surrounding area is indeed not paddy rice, and the classification
result is also classified as non-paddy rice, but matching with the ground truth information will be
classified as the omission error.
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Figure 8. Possible reasons for poor classification: (a) different planting directions; (b) paddy rice not
full; (c) weed pixels interference; (d) uneven fertilizer application; (e) poor growth of machine channels;
and (f) the growth rate of paddy rice is different.

3.2. The Error Matrix for Accuracy

Table 2 shows the accuracy of 2000 verification samples of K-means, LDA, DBSCAN, and BPN
(with/without PCA). It was found that BPN had the highest classification accuracy, the overall
accuracy reaching 98%, followed by LDA, with an overall accuracy of 96%. Among the unsupervised
classification methods, the PCA + DBSCAN had the higher overall accuracy (90%). Moreover,
the DBSCAN could identify paddy rice areas without in situ investigation. It had been shown
that the PCA plays an important role in DBSCAN in hyperspectral data than in multispectral data.
It displays better agreements for accurate outcomes for hyperspectral data. This study summarizes
the prominent function of PCA which is quite important for clustering analysis (DBSCAN), than the
supervised classification analysis. Especially for a mass volume of data such as hyperspectral data.
Since Worldview-2 or CASI-1500 images were taken during the reproductive period of rice, rice in
different mounds has a non-synchronized growth state. For example, Park et al. [6] used time-series
multispectral images for the field rice classification research. The research collected 11 multispectral
images (Landsat) from before planting (March) to after the harvest (September) of rice. His study
used support vector machines for supervised classification to analyze and compare the accuracy
of rice classification in each period. Their results show that the classification accuracy of different
growth stages will be different. For example, the classification accuracy of just the planting stage is
72~81%, the classification accuracy of the growth stage is 90~97%, and the harvest stage is 78~88%.
The images used in this study are close to the upcoming harvest. Unsupervised classification does not
have the characteristics of training samples like supervised classification. Therefore, the classification
performance is slightly lower, which is accepted.
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Table 2. Accuracy of 2000 verification samples. Statistical results of full-frame image verification
accuracy (total 323,600 pixels).

2000 Samples Verification Accuracy Full-Frame Image Verification
Accuracy

Image Type Study Way Kappa Mean OA *
(%) Mean Kappa Mean OA

(%) Mean

Casi-1500 K-means 0.64
0.50

86.70
80.38

0.47
0.41

84.26
83.21WorldView2 K-means 0.35 74.05 0.35 82.16

Casi-1500 PCA +
K-means 0.45

0.46
78.55

79.68
0.44

0.39
80.79

80.95

WorldView2 PCA +
K-means 0.47 80.80 0.34 81.11

Casi-1500 DBSCAN 0.74
0.64

89.30
86.38

0.60
0.63

86.48
88.09WorldView2 DBSCAN 0.55 83.45 0.65 89.70

Casi-1500 PCA +
DBSCAN 0.83

0.77
92.70

90.15
0.57

0.56
85.04

86.97

WorldView2 PCA +
DBSCAN 0.71 87.60 0.56 88.91

Casi-1500 LDA 0.93
0.93

97.10
96.90

0.85
0.84

95.72
95.34WorldView2 LDA 0.92 96.70 0.83 94.96

Casi-1500 PCA +
LDA 0.93

0.92
97.10

96.63
0.79

0.80
93.59

93.81

WorldView2 PCA +
LDA 0.91 96.15 0.80 94.03

Casi-1500 BPN 0.98
0.97

99.35
98.63

0.90
0.89

97.28
96.96WorldView2 BPN 0.95 97.90 0.88 96.64

Casi-1500 PCA + BPN 0.91
0.89

96.15
95.53

0.82
0.82

95.21
95.11WorldView2 PCA + BPN 0.87 94.90 0.81 95.02

Casi-1500 BPN72 0.98
0.98

99.35
99.3

0.90
0.90

97.28
97.25Casi-1500 BPN 36 odd 0.99 99.55 0.90 97.37

Casi-1500 BPN 36
even 0.98 99.00 0.89 97.11

* OA: Overall accuracy.

Table 2 also shows the results of the verification accuracy of four actual true evidences,
and Figures 5–7 show a graphical representation of the accuracy of full-frame image verification.
Comparing the difference between the two different verification areas (2000 random sampling data
and 323,600-pixel data in the whole area) in Table 2, the results show that the overall average accuracy
of Table 2 is quite similar, it decreased the mean from 0.4 to 2.8%. In this area, it was decided
to consider the four different models mentioned previously. Similar to the previous calculation,
the K-means with/without feature selection of PCA attain about 82~84% accuracy vs. 80~81%,
respectively. The DBSCAN is also an unsupervised approach which presents about 4.9~6.0% accuracy
compared to the K-means. The LDA and BPN are a supervised approach which requests a series
of label data of previous preparing works. These preparing works of in situ investigation are very
time-consuming for large training datasets. In addition, the computational time of the huge training
data is many times larger than DBSCAN.

4. Conclusions

Paddy rice is an important crop that plays a crucial role in agriculture in Taiwan. Different image
data with a suitable image classification model is very helpful to determine the area and location of
paddy rice. On the other hand, different classification models may result in various classification
outcomes with different image material which draw great attention from scientists and scholars.
Therefore, this study analyzes multispectral (WorldView-2) and hyperspectral images (CASI-1500)
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of a typical agricultural land in Yunlin County, Taiwan. The study uses unsupervised classification
algorithms of K-means and PCA and supervised classification algorithms of LDA and DBSCAN for
rice image classification. The image data and ground truth data of our study area are well recorded
and verified.

The advantage of using DBSCAN is that it does not need to pre-request given categories. That is,
it greatly reduces a huge amount of in situ works. In addition, it renders better K-means classification.
The DBSCAN approach performs about 5.4% better classification outcomes than those of K-means.
It also saves a great amount of the computational time to only 15% (such as comparing to LDA).
The DBSCAN with considering the feature selection (PCA) can attain an about accuracy of 90% and
also save 95.1% of the computational time which compares to BPN. Although, the flaw of this method
is that the accuracy cannot be compared to a supervised learning model, such as BPN. To sum up,
DBSCAN can widely be applied to the geosciences of remote sensing without a large number of
preprocessing calculations and parameter screening is a good model to save labor time and cost, as well
as for fast classification.

Among all the approaches, the results show that the BPN, which is a supervised approach,
has the highest accuracy for rice classification in hyperspectral and multispectral. With a κ of 0.90
and an overall classification accuracy of 97%, hyperspectral is better than those of the multispectral.
The accuracy of other classifications is significantly lower. For LDA, even if the status of CASI-1500
and WorldView-2 have a different record on the field investigations, but the classification outcomes are
still well modeled by BPN.

Comparing the image data of the supervised and unsupervised classification, the hyperspectral
classification accuracy is better than that of multispectral image classification since the hyperspectral
has more information to interpret the in situ investigation. Different approaches are presented and
hyperspectral and multispectral images are both employed to show their differences in error matrix
and thematic maps. In this study, one can observe the classification and track the distribution status of
the error information. PCA for feature selection will slightly reduce the accuracy but greatly improve
the computation efficiency. BPN is the best classifier in the supervised approach.
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