
Figure S3: Flowcharts of Methodologies for Automatically Detecting Intraoperative Adverse Events [17–29]. 
 
 

 
 
 
 
 
 
 
 
 
 
 

Chen et al (2021) 
(17)

150 videos training 
dataset (10% for 

validation)

3 experienced 
urologists graded 

video clips 0-3 based 
on visual clarity to 
establish ground-

truths

ResUNet for 
segmentation (neural 

network)
KNN, NB, Random 

Forest, SVM for video 
classification

137 videos testing 
dataset

Evaluation of 
recall, accuracy, 

precision

TRAINING

TESTING



 
 
 
 
 
 
 
 
 
 
 

Morita et al 
(2020) (18)

310 training data (57 
problems), 15 

validation data (5 
problems) 

Annotations of 
surgical problems in 

video of cataract 
surgery made by 

ohpthalmologists

Inception V3 (neural 
network)

100 test data (50 
problems)

Evaluation of 
accuracy, recall, 
specificity, ROC

TRAINING

TESTING



 

 
 
 
 
 
 
 
 
 
 
 

Park et al (2020) 
(19)

50 training videos 
(10,000 ICG curves 
from 200 different 

locations in the ICG 
videos)

Training ICG curves 
classified into 25 

common patterns, 
were associated with 

risk of inadequate 
perfusion

Self-organizing map 
(neural network)

15 testing videos Evaluation of 
sensitivity, 

accuracy, AUC

TRAINING

TESTING



 
 
 

 
 
 
 
 
 
 
 

Su et al (2022) 
(20)

85 perforation 
patient cases and 

233 non-perforation 
patient cases

Experienced 
radiologist labeled  
perforations with 
bounding boxes

Spatial-temporal 
networks (CNN, RNN)

n/s
Evaluation of 

sensitivity, 
precision, AUC

TRAINING

TESTING



 
 
 

 
 
 
 
 
 
 
 

Zhang et al 
(2019) (21)

1,400 ultrasound
data matrices

Labeling of ground-
truths (ablated or

normal tissue)

Convoluted neural 
netowrk (CNN)240 ultrasound data 

matrices

Evaluation of AUC

TRAINING

TESTING



 
 
 

 
 
 
 
 
 
 
 

Zha et al (2020) 
(22)

Single patient model: 
85% for training

Cross-patient model: 
4 patients for 

training

Expert 
neurophysiolgosits 
classified EMG into 

five main types

CNN with LSTM

Single patient 
model: 15% of data 

for testing

Cross-patient model: 
1 patient for testing

Evaluation of
accuracy and recall

TRAINING

TESTING



 
 
 

 
 
 
 
 
 
 
 

Garcia-Martinez 
et al (2017) (23)

23 in vivo 
laparoscopic training 

videos

in vitro training 
videos with 5 

different 
configurations

Blood pixel threshold
established for 

bleeding detection

Computer vision 
alogrithm

32 in vivo images for 
testing

25 in vitro images for 

Evaluation of 
sensitivity, 

specificty, accuracy

TRAINING

TESTING



 
 
 

 
 
 
 
 
 
 
 
 

Wei et al (2021) 
(24)

130 laparoscopic 
videos

Videos annotated by 
three trained 

surgeons: blood, 
bleeding, burn, and 

thermal injury

4-stage stabilized 
temporal 

convolultion network
130 laparoscopic 

videos
Evaluation of PPV, 

AUC

TRAINING

TESTING



 
 
 

 
 
 
 
 
 
 
 

Hua et al (2022) 
(25)

12 bleeding vidoes
Ground-truth 
bleeding point 
marked by two 

surgeons

RCNN

RGB and optical flow 
map

n/s Evaluation of sensitivity, 
precision, and IoU 

TRAINING

TESTING



 
 
 

 
 
 
 
 
 
 
 

Okamoto et al 
(2019) (26)

10 videos Annotations of 
ground-truth

SVMn/s Evaluation of 
recall, specificity, 

and accuracy

TRAINING

TESTING



 
 
 

 
 
 
 
 
 
 
 

Jo et al (2016) 
(27)

4 testing videos
Established threshold 

for hemorrhage 
candidate areas

Original algorithmn/s Evaluation of 
sensitivity and 

specificity

TRAINING

TESTING



 
 
 

 
 
 
 
 
 
 
 

Kugener et 
al(2022) (28)

123 videos

Both automated (no-
annotation) and
semi-automated 

(annotation) 
assessed

Deep neural 
network, LSTM20 videos Evaluation of 

specificity and 
RMSE

TRAINING

TESTING



 
 
 

 

Pangal et al 
(2022) (29)

127 videos
Blood-loss measured 

(ml) to establish 
ground-truths

Deep neural 
network, LSTM20 videos

Evaluation of 
sensitivity, 
specificity, 
accuracy, 

precision, and NPV

TRAINING

TESTING


