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Abstract

:

Distributed energy resource integration in power systems has advantages and challenges in both the economic and the technical operation of the system. An aggregator, as in the case of a Virtual Power Player, is essential in order to support the operation of these small size resources. Innovative approaches capable of supporting the decisions made in terms of resource scheduling, aggregation and remuneration are needed. The present paper addresses a methodology capable of managing resources through the activities of an aggregator, providing different choices of aggregation and remuneration strategies. The methodology is validated in a case study regarding a 21-bus network, composed of 20 consumers and 26 producers.
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1. Introduction


Aggregators are entities introduced by the energy market liberalization, opening the way to resource management by internal and external players in a given market. The term aggregator is defined in the European energy efficiency directive (2012/27/EU), as follows: “aggregator means a demand response service provider that combines multiple short-duration consumer loads for sale or auction in organized energy markets”.



1.1. Background


Although the term aggregator usually only refers to the manager of consumers, at the same time, this entity can also be a virtual power plant, i.e., a manager of multiple generators or an aggregator of producers [1,2,3].



An aggregator of producers usually deals with the management of distributed generation, which is defined in the European electricity directive (2009/72/EC) as “generation plants connected to a distribution system”.



Aggregators can be of several types, for which different responsibilities are assumed [4]:




	
Parallel Aggregator—can participate at the same time in distinct markets (electricity, water, heat);



	
Large-scale Aggregator—can aggregate large dimension production units that are connected in HV or VHV;



	
Micro Aggregator—aggregates small production units;



	
Global Aggregator—aggregates both production and consumption units.








In this paper, it is considered that the aggregator is of a micro and global type, dealing with small production and consumption resources.



The aggregator’s role starts with the scheduling of its resources. However, the main features are the aggregation and remuneration, namely, on which basis these are performed [5,6]. The aggregation process defines how the resources are joined together and thus the final energy scheduled per group. The aggregator can then use this energy in an auction in energy markets, giving the possibility of negotiation at the level of larger resources when comparing with individual consumers or distributed generators [7,8].



The goal of an electric power system is always to provide electricity to its consumers, taking into account certain levels of security and quality. For the aggregator, the consumers are seen as a double-faced resource, since they have to be supplied by a given amount, but can provide flexibility regarding that consumption [9,10]. This gives robustness to the aggregator’s operation, allowing him several options of scheduling and load management [11,12,13]. Distributed generators allow a similar flexibility, because of the penetration of renewable energy sources they provide. These resources are more easily placed in and out of the network’s operation, with reduced costs for the aggregator, when compared with thermal or other major power plants.




1.2. Related Literature


With the aim of aggregating resources, the way to create groups can consider several approaches and distinct features, namely, on which basis the resources are grouped and the number of groups [14]. These issues are part of the activities of an aggregator; thus, decision support techniques or tools capable of helping the aggregator in these matters are needed. A usual way of creating these kinds of tools is using clustering methods in order to find the similarities/patterns in large amounts of data, and then join the related resources [15,16,17,18]. Another major feature of the aggregator is the remuneration of resources, i.e., if the consumers and distributed generators are a part of the aggregator’s schedule, these will require remuneration for the service they are providing [19,20,21]. In this way, besides the scheduling and aggregation, decision support regarding the strategies implemented for the remuneration of resources (e.g., the resources can be paid individually, by type, according to the group, etc.) is needed.



In [22], the authors present work regarding the scheduling of resources in a microgrid, considering flexible loads of several types (load curtailment and shifting). Also, the forecast of electricity prices is made in order to minimize the microgrid operation costs. In [23], the authors refer to aggregators as a player oriented for the integration of demand response in energy markets, by presenting a model for the frequency regulation with the use of this type of resource. This is currently one of the main activities in European markets; several demand response programs presented by the system operator are related to frequency regulation. In [23], the authors perform a scheduling of resources, and compute their remuneration, proposing a business model for distributed resources in the energy markets.



In fact, other methods can be found in the literature concerning the aggregation and remuneration of resources, namely, the ones based on Locational Marginal Pricing (LMP). The authors in [24] proposed a methodology for the distributed generation remuneration with LMP, in radial distribution systems. This method was applied to a 34-bus network. In [25], a similar study, with concern for demand response, was applied to a 12-bus system with real-time pricing. These works, [24,25], have focused on the use of LMPs for the network cost and optimal resource allocation in a planning phase in order to optimize the use of the grid. With focus on congestion management and pricing, the authors in [26] considered both active and reactive power in a distribution system addressing also the voltage support. In [27], according to the calculated congestion, demand response is scheduled, also considering the interactions between the aggregator and distribution system operator. In this way, signals are given to the consumers/producers in the day-ahead in order to efficiently manage the congestion situations. In many works, like in [28], the use of LMP is mainly driven by the marginal cost of non-renewable resources. These works are very relevant in the field, considering the assumptions of the main objective of the work. In the present paper, the authors assume that distributed generators and demand response resources are available randomly in the network, so we are not aiming at deciding the optimal allocation of the resources. Also, we are not focusing on congestion management and voltage support; in fact, our main concern is the remuneration of active power/real energy. Additionally, for a fair remuneration of the resources, the authors in the present paper assume that all the consumers in the same tariff are paid the same price, disregarding the location in the network. The power-flow implemented in the proposed methodology is needed in order to ensure that there is no overuse of line capacity and violations in voltages. In this way, calculating an average price in each group and comparing it with the traditional payment by type of resource are drivers in the developed work, instead of calculating LMP remuneration which would not be so clear for the small size resource owners that are paid for active energy.



Another important topic is the use of parallel and distributed processing approaches in order to overcome the issues that can be raised with the scalability of the increasing the number of distributed generation and demand response resources in a mixed-integer non-linear algorithm used for the optimization. Such methodologies can be used as single methods, as in [29], or hybrid approaches, as in [30]. With application of the LMP definition, a parallel processing approach was proposed in [31] for energy storage systems. Relevant focus is given to non-dispatchable resources in [32]. A very relevant survey in the field has been published in [33]. The implemented distributed algorithms are driven to power flow problems, frequency and voltage control, and wide-area control.



In fact, storage systems are a key resource in the scope of distributed energy resources, allowing a more flexible management of the resources as a whole [34]. Such flexibility is a great advantage of storage systems; however, several issues and challenges must be overcome, as discussed in [34,35]. The authors in the present paper assume that the tariff definition, and therefore the aggregation and remuneration of resources, is made offline so the time and computing resources needed to run the proposed methodology are not critical. However, in a very large scenario of implementation, the proposed methodology will require adequate processing means similar to the ones referred to.



As the distributed energy resources are owned by market players, which can change the aggregator that manages the resources, remunerating them, it is also important to refer to the fact that a dynamic aggregation should be made so the resources do not lose their strategic behavior and therefore reduce the social welfare that normally comes from the active behavior of resources. Such a problem has been addressed in the literature, namely, by applying game theory to the strategic players’ behavior [36,37].




1.3. Contribution


In the current paper, it is considered that the aggregator has no profitability objective. The implemented tool is composed of a methodology that approaches the three major activities of the aggregator: scheduling, aggregation and remuneration, with special focus on the latter two, by providing a comparison between distinct methods. In this way, the following contributions are identified, compared with previous related works in [38,39]:




	
Including demand response based on shifting of consumption (Equations (10)–(12));



	
Validating the network operation limits for line capacity and bus voltages (Equations (2)–(4));



	
Proposal of three distinct aggregation considerations, reporting their influence on the aggregation outcome. In previous works, the aggregation is made for each scenario, one by one, for each period. In the present paper, it is made for multiple scenarios;



	
Evaluation and comparison of four different remuneration methods is based on the aggregation. In the previous papers, maximum and average prices were approached. In this paper, additional methods are implemented and compared.










2. Proposed Methodology


In the present section the implemented methodology is defined. We consider demand response programs and distributed generators, in a mixed-integer nonlinear problem, involving an aggregator managing the technical conditions of a region. In this way, the aggregator assumes a role of operator and resource manager. This perspective is also applicable to a Balance Responsible Party (BRP) [40,41]. The need for several definitions of an aggregator arises as it also can assume multiple roles in the energy system’s operation. Figure 1 shows the implemented concept.



In the scheduling of resources, the authors propose the introduction of three demand response programs: load reduction, curtailment, and shifting. Thus, a multi-period optimization is considered and performed simultaneously for all the periods considered. Regarding generation-side resources, the main grid suppliers and distributed generators are considered, in order to satisfy consumption in any given period, allied with the use of the demand response program flexibility. For the aggregation and remuneration, based on the aggregator for the contribution of its resources, the authors propose distinct methods that allow different outcomes for the aggregator’s cost and consumer/producer’s benefit. Depending on the specific actual scenario, the aggregator may choose different methods for the aggregation and remuneration of its resources.



The aggregation variables, i.e., the features upon which the aggregation will be made, are the energy scheduled for each resource and the costs of this schedule. The aggregation is made separately for each type of resource, producer and consumer. In this way, the costs considered for the first are the linear costs of each producer, while for the latter, one considers the costs of each demand response program.



Table 1 shows the aggregation and remuneration methods that will be applied after the resource scheduling. These methods will be discussed in the results section. The consideration and comparison of several aggregation and remunerations methods is also an improvement from previous published work, in [14]. Thus, the influence of different data in the aggregation and remuneration process is analyzed rather than just chosen and presented.



The methodology is fully developed in MATLAB, based on the use of its optimization tool, TOMSYM programming. The aggregation is performed using the clustering algorithm K-Means, available through an embedded MATLAB function. The use of matrix-based software in these kinds of applications allows a clearer and easier definition of the problem, since the issues addressed here, often involve multiple dimensions and variables.




3. Scheduling Formulation


In the present section the mathematical formulation is defined, which performs the resource scheduling. In this way, we begin with the objective function presented in Equation (1). For each period t, the operation costs are minimized according to the resource availability. Since load shifting considers changes and/or transfers of consumption amongst distinct periods, the optimization is made for all periods at the same time, which increases the methodological complexity and amount of input data.


      M i n O C =         ∑  p = 1  P    P   (  p , t  )    D G   ⋅  C   (  p , t  )    D G   +   ∑  s = 1  S    P   (  s , t  )    S u p   ⋅  C   (  s , t  )    S u p         +   ∑  c = 1  C    [       P   (  c , t  )    r e d   ⋅  C   (  c , t  )    r e d   +  P   (  c , t  )    c u t   ⋅  C   (  c , t  )    c u t   +  P   (  c , t  )    e n s   ⋅  C   (  c , t  )    e n s         −   ∑  d = 1  T    (   P   (  c , t , d  )    s h i f t   +  P   (  c , d , t  )    s h i f t    )  ⋅  C   (  c , t , d  )    s h i f t        ]          ∀ t ∈  {  1 , … , T  }       



(1)







Equations presented in (2) and (3) are related to the network operation conditions defining the power flows, active and reactive, respectively.


       P   (  i , t  )    i n j   =   ∑  j = 1 ≠ i  B    V   (  i , t  )    ⋅  V   (  j , t  )           ⋅ [       G   (  i , j  )    ⋅ cos  (   θ   (  i , t  )    −  θ   (  j , t  )     )        +  B   (  i , j  )    ⋅ sin  (   θ   (  i , t  )    −  θ   (  j , t  )     )       ]  ,    ∀ t ∈  {  1 , … , T  }       



(2)






       Q   (  i , t  )    i n j   =   ∑  j = 1 ≠ i  B    V   (  i , t  )    ⋅  V   (  j , t  )          ⋅  [       G   (  i , j  )    ⋅ sin  (   θ   (  i , t  )    −  θ   (  j , t  )     )        −  B   (  i , j  )    ⋅ cos  (   θ   (  i , t  )    −  θ   (  j , t  )     )       ]  ,    ∀ t ∈  {  1 , … , T  }       



(3)







These equations take into account the voltage and respective angle limits, assuring quality in the energy delivery to the consumers—Equation (4). Equation (5) shows how the energy transitions occur in each bus, maintaining the balance of the network. For this, the aggregator can use several available resources, such as DR and distributed generators. The equations in (6) reflect the operation conditions of the distributed generators, regarding active and reactive components. The same applies to the equations presented in (7), in relation to the external suppliers.


       P   (  i , t  )    i n j   =   ∑  p = 1 ∈ i  P    P   (  p , t  )    D G   +   ∑  s = 1 ∈ i  S    P   (  s , t  )    S u p           +   ∑  c = 1 ∈ i  C    [       P   (  c , t  )    r e d   +  P   (  c , t  )    c u t   +   ∑  d = 1  T    (   P   (  c , t , d  )    s h i f t   +  P   (  c , d , t  )    s h i f t    )  +        P   (  c , t  )    e n s   −  P   (  c , t  )    l o a d        ]           Q   (  i , t  )    i n j   =   ∑  p = 1 ∈ i  P    Q   (  p , t  )    D G   +   ∑  s = 1 ∈ i  S    Q   (  s , t  )    S u p   −   ∑  c = 1 ∈ i  C    [   Q   (  c , t  )    l o a d    ]          ∀ t ∈  {  1 , … , T  }       



(4)






       V   (  i , t  )    m i n   ≤  V   (  i , t  )    ≤  V   (  i , t  )    m a x            θ   (  i , t  )    m i n   ≤  θ   (  i , t  )    ≤  θ   (  i , t  )    m a x           ∀ i ∈  {  1 , … , B  }  ,    ∀ t ∈  {  1 , … , T  }       



(5)






       P   (  p , t  )    m i n D G   ≤  P   (  p , t  )    D G   ≤  P   (  p , t  )    m a x D G            Q   (  p , t  )    m i n D G   ≤  Q   (  p , t  )    D G   ≤  Q   (  p , t  )    m a x D G           ∀ p ∈  {  1 , … , P  }  ,    ∀ t ∈  {  1 , … , T  }       



(6)






       P   (  s , t  )    m i n S u p   ≤  P   (  s , t  )    S u p   ≤  P   (  s , t  )    m a x S u p            Q   (  s , t  )    m i n S u p   ≤  Q   (  s , t  )    S u p   ≤  Q   (  s , t  )    m a x S u p           ∀ s ∈  {  1 , … , S  }  ,    ∀ t ∈  {  1 , … , T  }       



(7)







Now concerning the demand response programs, in Equation (8) it is shown the conditions for a load reduction program, where energy curtailment is continuous, instead of discrete as in the load curtailment program—Equation (9), subject to a binary variable for decision making regarding the scheduling or not of a given consumer.


      P   (  c , t  )    r e d   ≤  P   (  c , t  )    m a x _ r e d   ,    ∀ c ∈  {  1 , … , C  }  , ∀ t ∈  {  1 , … , T  }      



(8)






      0 ≤  P   (  c , t  )    c u t   ≤  P   (  c , t  )    m a x _ c u t            P   (  c , t  )    c u t   =  P   (  c , t  )    m a x _ c u t   ⋅  λ   (  c , t  )    c u t   ,         ∀ c ∈  {  1 , … , C  }  , ∀ t ∈  {  1 , … , T  }  ,     λ   (  c , t  )    c u t   ∈  {  0 , 1  }       



(9)







The load shifting program conditions are defined by Equations (10) to (12), based on [42]. This program intends to allow the consumer to transfer loads between the periods considered, thus improving the aggregator operation flexibility.


       P   (  c , t , d  )    m i n _ s h i f t   ≤  P   (  c , t , d  )    s h i f t   ≤  P   (  c , t , d  )    m a x _ s h i f t           ∀ c ∈  {  1 , … , C  }  , ∀ t ∈  {  1 , … , T  }       



(10)






        ∑  d = 1  T    P   (  c , t , d  )    s h i f t   ≤  P   (  c , t  )    m a x _ s h i f t − o u t           ∀ c ∈  {  1 , … , C  }  , ∀ t ∈  {  1 , … , T  }       



(11)






        ∑  d = 1  T    P   (  c , d , t  )    s h i f t   ≤  P   (  c , t  )    m a x _ s h i f t − i n           ∀ c ∈  {  1 , … , C  }  , ∀ t ∈  {  1 , … , T  }       



(12)








4. Case Study


The case study used to validate the proposed methodology corresponds to a Portuguese university campus [43]. The network is composed by 21 buses, allocating 20 consumers and 26 production units. The consumers and producers are classified according to Table 2. The consumers will be defined by their average daily consumption. In Figure 2, the data for consumption and production are presented for the considered periods.



The same figure shows that consumption tends to increase during the day, mainly in the morning until noon, after which it decreases slightly through the afternoon, rising again at the end of the afternoon.



At night, the consumption is residual due to consumer’s behavior, as the generation is also affected due to the lack of photovoltaic production. The external supplier makes available a constant output equal to 500 kWh in all periods, thus providing a solution for when distributed generation is not sufficient to satisfy consumption. Figure 3 shows the available production along the considered periods.



In terms of network characteristics, Table 3 shows the considered parameters regarding the branches and buses that compose the network. The voltage limits in every bus are from 0.95 to 1.05 p.u., while voltage angle limits are from   − π   to  π .




5. Results


In this section, the results are shown and analyzed for the considered case study. The scheduling of resources is discussed in Subsection 5.1, the results for aggregation are presented in Subsection 5.2, and the remuneration of resources is presented in Subsection 5.3.



The proposed methodology is classified as a mixed-integer non-linear problem, since there are binary variables and non-linear operations in some constraints. These considerably increase the complexity of the problem. As for the objective function, all of its components are linear. This methodology is fully implemented in MATLAB®, through the use of the TOMLAB®/TOMSYM environment.



5.1. Scheduling of Resources


In this subsection, the results of the scheduling are addressed, taking into account the energy scheduled for the several types of resources considered, for each period. In this way, results are shown in Figure 4.



The scheduling results show a large penetration of distributed generation, with a certain level of demand response utilization, namely, through load reduction and curtailment programs. Also, regarding the shifting of consumption, results show that certain periods are more convenient to consume energy than others, namely, the optimization shows that consumption in the night (hours 1 to 3) has been reduced in order to be consumed, in its majority, along the day taking advantage of the available photovoltaic energy.



The energy losses are also accounted, being summed to the initial consumption values, according to the load shifting made, as shown in Figure 5.



In this way, the aggregator obtains the cost minimization through the use of distributed resources, with a focus on distributed generation, but using demand flexibility to adjust consumption according to the context of available production-side resources. The optimization run time is 55 min for the proposed case study, obtaining a total cost of 64.56 m.u. for the aggregator. This shows that currently, the optimization is not suitable to be applied in closer to real-time problems, i.e., the aggregator must have enough time to obtain the solution and deal with other issues regarding the implementation of resources and market participation.



The complexity of the problem increases significantly when considering that the aggregator is responsible for the technical verification of the network, i.e., the solution presented by it regarding the scheduling of resources must be in accordance with technical limits of the physical network. In this way, the equations of AC power flow make the optimization problem become included in the class of mixed-integer non-linear programming (MINLP), which increases significantly the complexity, and consequently requires a higher computation time. In real applications, the entities (transmission system operators, distribution system operators, balance responsible parties, aggregators) that manage the physical operation of the network are not keen on using AC power flow calculations due to the issues referred to above (computation time and complexity), for which results may be needed with more time in advance. Instead they commonly use DC power flow calculation, allowing some simplifications regarding its implementation when compared with the AC. The choice of using AC power flow in this paper is based on the consideration of day-head planning by the aggregator and the dimension of the network being relatively small. Thus, the computation time and the complexity of the problem can be solved in useful time, taking into consideration the planning horizon and network considered.




5.2. Aggregation of Resources


The aggregation results are related to the resource distributions inside each group, for a total of K number of groups. The aggregation is based on the K-Means clustering algorithm, and its inputs are the scheduled energy obtained before in the optimization, and the respective costs considered. The aggregation methods are applied for each period individually, i.e., a period must be chosen to undertake the aggregation analysis. Thus, the results shown in this subsection are relative to period 12. Firstly, it is presented the results regarding the method that does not require the clustering algorithm, the third, shown in Table 4. Regarding the methods 1 and 2, these are shown in Table 5.



The results regarding all the methods for producers show that the resource distribution starts to be affected in the third cluster scenario; the total number of groups equal to 6. For consumers, the type of method used and the cluster scenario change the distribution of resources amongst the groups.



One can see that in the third method of aggregation, it is obtained the groups according to the resource classification; however, this can also be seen through the other methods. Taking into consideration each group’s total schedule, there are groups with the same amount in the different methods, for example, 34.34 kWh is the biomass resource group in aggregation method 3, but also group 3 in method 1, and group 3 in method 2 has the same total energy scheduled. This can also be seen considering the photovoltaic resource’s group in method 3 (310.26), with group 2 and 1 from method 1 and 2, respectively.



This suggests that the clustering k-means, given the energy scheduled and cost, can identify this pattern of producer’s type without actually being served as input. These group similarities between methods starts to fade with the increase in the number of groups when considering the methods 1 and 2, since method 3 remains the same. Regarding the consumer’s clustering, these similarities mentioned before can also be seen, especially for industrial consumers that retain the same amount of energy schedule through the different methods and clustering scenarios.




5.3. Remuneration of Resources


In this subsection, it is presented the remuneration methods mentioned before in Section 2. In this way, four different sets of results are obtained, where two of these are applicable without aggregation results (methods 1 and 4), and the other two are applicable based on the groups formed (methods 2 and 3).



The results obtained for the remuneration methods are presented in Table 6. The results show that the clustering scenarios and remuneration methods have an influence on the aggregator’s operation costs.





6. Discussion


In Table 6, the “Total” rows always represent the total remuneration value in monetary units (m.u.). In methods, the headline is “Payment”; the row mentioned before is the sum of these values, whereas in the methods the headline is “Tariff”; the row mentioned before is the sum of the product between the tariff obtained and energy in each group.



In the remuneration results, the similarities between the methods are less evident and noticeable, since they consider different approaches to the resource remuneration, i.e., distinct price designs are applied. One can see that for the case study and clustering scenarios considered, the total remuneration amongst the several methods does not change until the total number of groups formed is equal to 6, and even so, few methods modify (method 3 for producers and method 2 for consumers), i.e., for a total number of groups equal to 4 and 5, the remuneration results stay the same. Also, one can notice that when a change in remuneration occurs due to clustering scenarios, this remuneration decreases regarding the previous clustering scenario. However, this observation is only valid for the case study considered with its resource’s characteristics, since this analysis can be different when addressing other networks or set of resources.



The aggregator with this price information can then choose the most beneficial regarding its actual operation context, for example, if the aggregator has the need to induce more participation from consumers in future demand response events, the maximum price per group method (method 2) guarantees that consumers will most likely want to participate due to the incentive that this method produces by over-remunerating some of the participants (with a price lower than the highest in the group).



In order to discuss the relevance and actual value of the proposed methodology in comparison with other remuneration approaches, the comparison with an approach where the resources are paid according to their availability must be done. In fact, this is a common approach that considers a non-discriminatory use of all the resources by paying all of them for all of the available generation and for all the provided demand reduction. In this way, if the aggregator is using such an approach instead of using the proposed scheduling/aggregation/remuneration methodology in which the resources are used as optimally scheduled, the remuneration costs would be 33.31 m.u. and 3.85 m.u., respectively, for producers and consumers. These remuneration values, compared to the ones in Table 6, show that the proposed methodology can provide lower remuneration costs of the aggregator, which is an advantage for the proposed methodology.




7. Conclusions


This paper presents an approach for decision support regarding the aggregator’s activities that include several tools for the context of its operation. The aggregator is seen as the manager of a small network region, acting as an operator in what concerns the scheduling computation. Distributed generation and distinct demand response resources and programs are considered in this paper to address the scheduling by the aggregator, later developing clustering and remuneration methods to allow the aggregator to better fit these processes given its operation context.



In this way, the presented methodology aims at the minimization of operation costs for the aggregator using the available distributed resources and others that may exist, such as external suppliers, while implementing and insuring the correct solution given the restrictions of operation and of the resources included. The optimization is performed for every period considered at the same time, allowing changes amongst these with the implementation of a load shifting program. This allows the aggregator to be aware of every modification in the controlled region, and thus make easier the balance of that region even with the application of demand response programs that alter the expected consumption level.



A case study with 20 consumers and 26 generators (of which 25 are distributed and are included in the network) of several types has been used to show the application of the presented methodology. The network parameters are also considered in order to guarantee that the solution obtained is feasible for the network’s operation.



The clustering and remuneration results presented allow an analysis of the distributed resources being used in market negotiation and support the viable and successful operation of the aggregator together with the scheduling of the resources.
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Nomenclature




	
Variables




	
    P   (  p , t  )    D G     

	
Amount of active energy acquired from the distributed generator p, in period t




	
    Q   (  p , t  )    D G     

	
Amount of reactive energy acquired from the distributed generator p, in period t




	
    P   (  s , t  )    S u p     

	
Amount of active energy acquired from the external supplier s, in period t




	
    Q   (  s , t  )    S u p     

	
Amount of reactive energy acquired from the external supplier s, in period t




	
    P   (  c , t  )    r e d     

	
Amount of energy reduced by the consumer c, in period t




	
    P   (  c , t  )    c u t     

	
Amount of energy curtailed by the consumer c, in period t




	
    λ   (  c , t  )    c u t     

	
Binary variable, deciding when to perform curtailment of the consumer c, in period t




	
    P   (  c , t  )    e n s     

	
Amount of energy non-supplied to the consumer c, in period t




	
    P   (  c , t , d  )    s h i f t     

	
Amount of energy shifted by the consumer c, from period t to period d




	
    V   (  i , t  )      

	
Voltage level in bus i, in period t




	
    θ   (  i , t  )      

	
Voltage angle level in bus i, in period t




	
Parameters




	
    C   (  p , t  )    D G     

	
Linear cost for the distributed generator p, in period t




	
    C   (  s , t  )    S u p     

	
Cost from acquiring energy from the external supplier s, in period t




	
    C   (  c , t  )    r e d     

	
Cost from reducing energy supply from the consumer c, in period t




	
    C   (  c , t  )    c u t     

	
Cost from curtailing energy supply from the consumer c, in period t




	
    C   (  c , t  )    e n s     

	
Cost from energy non-supplied to the consumer c, in period t




	
    C   (  c , t  )    s h i f t     

	
Cost from shifting energy supply from the consumer c, in period t




	
    G   (  i , j  )      

	
Conductance value of the line connecting bus i to bus j




	
    B   (  i , j  )      

	
Susceptance value of the line connecting bus i to bus j




	
    P   (  c , t  )    l o a d     

	
Amount of expected active consumption from consumer c, in period t




	
    Q   (  c , t  )    l o a d     

	
Amount of expected reactive consumption from consumer c, in period t




	
    V   (  i , t  )    m i n     

	
Minimum value for voltage at bus i, in period t




	
    θ   (  i , t  )    m i n     

	
Minimum value for voltage angle at bus i, in period t




	
    V   (  i , t  )    m a x     

	
Maximum value for voltage at bus i, in period t




	
    θ   (  i , t  )    m a x     

	
Maximum value for voltage angle at bus i, in period t




	
    P   (  p , t  )    m i n D G     

	
Minimum amount of active energy available for the on-site or distributed generator p, in period t




	
    Q   (  p , t  )    m i n D G     

	
Minimum amount of reactive energy available for the on-site or distributed generator p, in period t




	
    P   (  p , t  )    m a x D G     

	
Maximum amount of active energy available for the on-site or distributed generator p, in period t




	
    Q   (  p , t  )    m a x D G     

	
Maximum amount of reactive energy available for the on-site or distributed generator p, in period t




	
    P   (  p , t  )    m i n S u p     

	
Minimum amount of active energy available by the external supplier s, in period t




	
    Q   (  p , t  )    m i n S u p     

	
Minimum amount of reactive energy available for the external supplier s, in period t




	
    P   (  p , t  )    m a x S u p     

	
Maximum amount of active energy available for the external supplier s, in period t




	
    Q   (  p , t  )    m a x S u p     

	
Maximum amount of reactive energy available for the external supplier s, in period t




	
    P   (  c , t  )    m a x _ r e d     

	
Maximum amount of consumption reduction from consumer c, in period t




	
    P   (  c , t  )    m a x _ c u t     

	
Maximum amount of consumption curtailment from consumer c, in period t




	
    P   (  c , t  )    m i n _ s h i f t     

	
Minimum amount of energy shifted from period t to period d, by consumer c




	
    P   (  c , t  )    m a x _ s h i f t     

	
Maximum amount of energy shifted from period t to period d, by the consumer c




	
    P   (  c , t  )    m a x _ s h i f t − o u t     

	
Maximum amount of energy shifted from period t to all other periods, by the consumer c




	
    P   (  c , t  )    m a x _ s h i f t − i n     

	
Maximum amount of energy shifted to period t from all other periods, by the consumer c




	
Indexes




	
  P  

	
Total number of distributed generators




	
  S  

	
Total number of external suppliers




	
  C  

	
Total number of consumers




	
  T  

	
Total number of periods




	
  B  

	
Total number of buses








Acronyms




	DR
	Demand Response



	DG
	Distributed Generation



	HV
	High Voltage



	VHV
	Very High Voltage
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Figure 1. Possible aggregator roles in the energy system. 
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Figure 2. Consumption and production data considered before scheduling. 
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Figure 3. Available production by type of source. 
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Figure 4. Results of the scheduling of resources. 
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Figure 5. Consumption and losses detail. 
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Table 1. Considerations for the application of the aggregation and remuneration methods.
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Methods

	
Description

	
#






	
Aggregation

	
Observation Average (individual)

	
Only one observation of the variables considered will enter the aggregation algorithm

	
1




	
Nº periods = Nº of observations

	
All observations from the variables considered will enter the aggregation algorithm

	
2




	
Type

	
The resources are grouped based on their type (domestic, wind, etc.), thus without application of K-Means algorithm

	
3




	
Remuneration

	
Individual Price

	
The resources in any group are remunerated at their cost considered in the scheduling

	
1




	
Max. Price in Group

	
The resources in each group are remunerated based on the highest price in that group

	
2




	
Price average in group

	
The resources in each group are remunerated based on the average price in that group

	
3




	
Type

	
The resources in any group are remunerated according to their type, as in the third aggregation method

	
4
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Table 2. Consumers and Producers characterization.






Table 2. Consumers and Producers characterization.





	
Resources

	
No. of Units

	
Average Price (m.u./kWh)

	
Load/Capacity (kWh)




	
Red.

	
Cut.






	
Consumers

	
Domestic

	
8

	
0.0701

	
0.0804

	
5.85




	
Small commerce

	
2

	
0.0696

	
0.0804

	
11.88




	
Medium commerce

	
4

	
0.0678

	
0.0795

	
17.96




	
Large commerce

	
4

	
0.0686

	
0.0807

	
24.98




	
Industrial

	
2

	
0.0671

	
0.0798

	
48.23




	
Producers

	
Photovoltaic

	
20

	
0.0509

	
5.42




	
Wind

	
4

	
0.0567

	
62.40




	
Biomass

	
1

	
0.0521

	
40




	
Ext. Supplier

	
1

	
0.1000

	
500
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Table 3. Branch characterization.






Table 3. Branch characterization.





	Line ID
	R (p.u.)
	X (p.u.)
	Max. Power (kVA)





	1
	0.00017
	0.00002
	120.6



	2
	0.00007
	0.00004
	276.4



	3
	0.00025
	0.00004
	142.7



	4
	0.00042
	0.00006
	133.0



	5
	0.00042
	0.00006
	133.0



	6
	0.00197
	0.00004
	37.4



	7
	0.00007
	0.00004
	315.9



	8
	0.00226
	0.00008
	52.0



	9
	0.00029
	0.00006
	170.4



	10
	0.00052
	0.00007
	133.0



	11
	0.00052
	0.00007
	133.0



	12
	0.00014
	0.00009
	251.5



	13
	0.00035
	0.00005
	142.7



	14
	0.00024
	0.00010
	239.7



	15
	0.00024
	0.00010
	239.7



	16
	0.00013
	0.00005
	237.6



	17
	0.00198
	0.00011
	69.3



	18
	0.00225
	0.00012
	69.3



	19
	0.00079
	0.00011
	133.0



	20
	0.00019
	0.00012
	251.5



	21
	0.00124
	0.00004
	52.0



	22
	0.00065
	0.00008
	120.6



	23
	0.00106
	0.00006
	78.3
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Table 4. Results for the Third Aggregation Method.
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Group

	
Scheduled (kWh)

	
# of Resources






	
Distributed Generation

	
Wind

	
1

	
310.26

	
4




	
Photovoltaic

	
2

	
173.81

	
20




	
Biomass

	
3

	
34.34

	
1




	
Total

	
518.42

	
25




	
Demand Response

	
Domestic

	
1

	
12.21

	
8




	
Small commerce

	
2

	
3.34

	
2




	
Medium commerce

	
3

	
12.23

	
4




	
Large commerce

	
4

	
13.18

	
4




	
Industrial

	
5

	
10.56

	
2




	
Total

	
51.53

	
20
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Table 5. Results for the aggregation methods 1 and 2.
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Producers

	
Consumers




	
Method 1

	
Method 2

	
Method 1

	
Method 2




	
Cluster Scenario

	
Group

	
Scheduled (kWh)

	
# of Resources

	
Scheduled (kWh)

	
# of Resources

	
Scheduled (kWh)

	
# of Resources

	
Scheduled (kWh)

	
# of Resources






	
K = 4

	
1

	
145.42

	
12

	
310.26

	
4

	
13.80

	
9

	
7.18

	
4




	
2

	
310.26

	
4

	
145.42

	
12

	
10.56

	
2

	
25.41

	
8




	
3

	
34.34

	
1

	
34.34

	
1

	
13.18

	
4

	
8.37

	
6




	
4

	
28.39

	
8

	
28.39

	
8

	
13.98

	
5

	
10.56

	
2




	
5

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
6

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
Total

	
518.42

	
25

	
518.42

	
25

	
51.53

	
20

	
51.53

	
20




	
K = 5

	
1

	
28.39

	
8

	
310.26

	
4

	
13.87

	
5

	
19.27

	
6




	
2

	
58.40

	
5

	
12.79

	
4

	
8.37

	
6

	
3.15

	
1




	
3

	
310.26

	
4

	
34.34

	
1

	
7.18

	
4

	
10.56

	
2




	
4

	
34.34

	
1

	
145.42

	
12

	
10.56

	
2

	
4.74

	
2




	
5

	
87.02

	
7

	
15.60

	
4

	
11.54

	
3

	
13.80

	
9




	
6

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
Total

	
518.42

	
25

	
518.42

	
25

	
51.53

	
20

	
51.53

	
20




	
K = 6

	
1

	
58.40

	
5

	
87.02

	
7

	
8.37

	
6

	
7.89

	
3




	
2

	
74.58

	
1

	
235.69

	
3

	
6.25

	
2

	
7.46

	
4




	
3

	
28.39

	
8

	
34.34

	
1

	
10.56

	
2

	
6.59

	
3




	
4

	
34.34

	
1

	
28.39

	
8

	
6.93

	
2

	
6.34

	
5




	
5

	
235.69

	
3

	
74.58

	
1

	
5.43

	
3

	
10.56

	
2




	
6

	
87.02

	
7

	
58.40

	
5

	
13.98

	
5

	
12.69

	
3




	
Total

	
518.42

	
25

	
518.42

	
25

	
51.53

	
20

	
51.53

	
20
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Table 6. Results for all the remuneration methods.
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Method

	
Producers

	
Consumers




	
M1

	
M2

	
M3

	
M4

	
Schedule (kWh)

	
M1

	
M2

	
M3

	
M4




	
K

	
Group

	
Schedule (kWh)

	
Payment (m.u.)

	
Tariff (m.u./kWh)

	
Tariff (m.u./kWh)

	
Payment (m.u.)

	
Payment (m.u.)

	
Tariff (m.u./kWh)

	
Tariff (m.u./kWh)

	
Payment (m.u.)






	
4

	
1

	
145.42

	
6.18

	
0.0500

	
0.0425

	
6.25

	
9.20

	
0.64

	
0.0900

	
0.0711

	
7.36




	
2

	
310.26

	
19.36

	
0.0700

	
0.0625

	
19.39

	
7.04

	
0.48

	
0.0900

	
0.0700

	
5.63




	
3

	
34.34

	
1.72

	
0.0500

	
0.0500

	
1.72

	
8.79

	
0.62

	
0.0900

	
0.0650

	
7.03




	
4

	
28.39

	
1.26

	
0.0600

	
0.0438

	
1.22

	
8.83

	
0.64

	
0.0900

	
0.0740

	
8.25




	
5

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
6

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
Total

	
518.42

	
28.52

	
32.41

	
28.53

	
28.58

	
33.86

	
2.38

	
3.05

	
2.37

	
28.27




	
5

	
1

	
28.39

	
1.26

	
0.0600

	
0.0438

	
1.22

	
9.25

	
0.64

	
0.0900

	
0.0680

	
7.40




	
2

	
58.40

	
2.57

	
0.0500

	
0.0440

	
2.51

	
5.58

	
0.41

	
0.0900

	
0.0733

	
4.47




	
3

	
310.26

	
19.36

	
0.0700

	
0.0625

	
19.39

	
4.29

	
0.28

	
0.0900

	
0.0700

	
4.62




	
4

	
34.34

	
1.72

	
0.0500

	
0.0500

	
1.72

	
7.04

	
0.48

	
0.0900

	
0.0700

	
5.63




	
5

	
87.02

	
3.61

	
0.0500

	
0.0414

	
3.74

	
7.69

	
0.57

	
0.0900

	
0.0700

	
6.15




	
6

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
Total

	
518.42

	
28.52

	
32.41

	
28.52

	
28.58

	
33.86

	
2.38

	
3.05

	
2.37

	
28.27




	
6

	
1

	
58.40

	
2.57

	
0.0500

	
0.0440

	
2.51

	
5.58

	
0.41

	
0.0900

	
0.0733

	
4.47




	
2

	
74.58

	
5.22

	
0.0700

	
0.0700

	
4.66

	
4.16

	
0.25

	
0.0700

	
0.0600

	
3.33




	
3

	
28.39

	
1.26

	
0.0600

	
0.0438

	
1.22

	
7.04

	
0.48

	
0.0900

	
0.0700

	
5.63




	
4

	
34.34

	
1.72

	
0.0500

	
0.0500

	
1.72

	
4.62

	
0.37

	
0.0900

	
0.0700

	
3.70




	
5

	
235.69

	
14.14

	
0.0700

	
0.0600

	
14.73

	
3.62

	
0.23

	
0.0900

	
0.0667

	
2.90




	
6

	
87.02

	
3.61

	
0.0500

	
0.0414

	
3.74

	
8.83

	
0.64

	
0.0900

	
0.0740

	
8.25




	
Total

	
518.42

	
28.52

	
32.41

	
28.49

	
28.58

	
33.86

	
2.38

	
2.96

	
2.37

	
28.27
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