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Abstract: In this paper, a novel state of health (SOH) estimation method based on partial charge
voltage and current data is proposed. The extraction of feature variables, which are energy signal, the
Ah-throughput, and the charge duration, is discussed and analyzed. The support vector machine
(SVM) with radial basis function (RBF) as kernel function is applied for the SOH estimation.
The predictive performance of the SOH by the SVM are performed with full and partial charging
data. Experiment results show that the addressed approach enables estimating the SOH accurately
for practical application.
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1. Introduction

Nowadays, oil crisis and environmental pollution bring increasing concern to our daily life.
Vehicle electrification can effectively mitigate their influences. Among all the solutions, the most
popular manner is electric vehicles (EVs), which employ the energy storage system and one or two
motors to power the vehicle [1–3]. In an EV, hundreds to thousands of cells connected in series/parallel
topologies enable powering the EV for the maximum range of 100–500 km. Consequently, it is
necessary to manage the battery pack to ensure safe and proper operations by a so-called battery
management system (BMS). With increase of cycle numbers of lithium-ion batteries, the electrode
materials gradually become inactive, leading to the performance degradation of the battery. The battery
state of health (SOH) is an estimation to evaluate the battery capability status, by which the battery
related inner parameters including state of charge (SOC) and remaining driving range can be accessed
with higher precision. Actually, the battery aging rate depends on the battery operation state, including
charging and discharging rates, depth of discharge, and the external environment such as ambient
temperature and storage conditions. Gaining more knowledge about battery aging can potentially
bring improvement of the battery life and avoid occurrence of safety hazard [4–6], and thus it motivates
researchers to conduct the SOH estimation for lithium-ion batteries.

Currently, various studies on the SOH estimation have been put forward [7,8], which can be
classified into the physical-based method, the parameter variation method of the equivalent circuit
model (ECM), the data-driven method and the fusion method [9]. The physical-based method considers
the physical degradation of the battery and includes the electro-chemical based model and external
characteristic model. The model based electro-chemical property is extensively investigated for
the SOH estimation [10,11]. The electro-chemical based methods establish the model based on the
internal specific physical and chemical reaction of the battery during the charge and discharge process.
However, the complex modeling process and excessive computation intensity limit its wide application.
An external characteristic model was introduced [12] to discover the relationship among capacity,
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charge and discharge current rate, discharge depth and temperature, and was validated to be suitable
under fixed battery operation conditions. The ECM is a widely employed method for the SOH
estimation [13]. In [13], the Thévenin ECM and the genetic algorithm (GA) are implemented together
to identify the parameter variation, and the results show that it can achieve reliable SOH estimation.
To sum up, for physical-based approaches and the ECM based method, various complex equations
with considerable parameters are required for the accurate SOH prediction, and thus it is difficult to
achieve the online prediction due to complex computation. The data-driven approach is an efficient
and effective method [14–16], which typically includes neural networks (NN), support vector machines
(SVMs), Gaussian regression process (GRS), relevance vector machine (RVM), autoregressive and
moving average (ARMA), etc. [17–21]. In [16], a SOH estimation method is proposed based on the
ARMA model. Liu, D et al. [21] predicted battery degradation trend using GRS model. Considering the
possibility analysis, the Dempster–Shafer theory (DST) and the Bayesian Monte Carlo (BMC) method
are integrated together to realize battery capacity forecasting [22]. However, these models can only
be applied in fixed discharging and charging operations, implying that they are inadequate for
real-time application. To conduct better performance for SOH prediction, fusion methods attract
much attention. They employ two or more approaches to operate together thereby achieving the
estimation, e.g., ARMA, NN, fuzzy logic, etc. [23]. Although these blended methods can increase the
predictive precision to some extent, their excessive complexity brings the heavy computation intensity
for practical application.

Aiming to overcome the aforementioned problems, an SVM is introduced to achieve precise
SOH estimation in this paper [24–26]. Different from other data-driven methods, the SVM method is
more suitable for nonlinear problems with small samples, and can effectively prevent against local
minimization. Moreover, it is not sensitive to dimension of the data and variability. In [24], a SVM
classification and regression model is proposed for different status of batteries, and is declared to
achieve desirable results. However, the discharging process is infeasible to extract input vectors for
on-board SOH estimation due to stochastic characteristic of the discharge current. In [25], combined
with the rain flow theory, the SVM algorithm is applied to predict the SOH under the complex
operating conditions. However, some feature vectors are difficult to measure and calculate in practical
application. Therefore, it is imperative to select suitable feature vectors to achieve real-time estimation.
In addition, SVM, as a data-driven method, needs large quantity of data to build and train the model,
which brings pressure of storage amount for the BMS. From this point, the SVM based SOH estimation
algorithm should be carefully designed considering fewer data while achieving high accuracy. This is
the main research focus of this paper.

In this paper, the extraction of characteristics variables for the battery SOH estimation is
introduced in detail, where partial charging voltage curve is analyzed and discussed for different
aging status [27]. Then, the SVM model with the radial basis function (RBF) as the kernel function is
established for the SOH estimation based on the partial charging voltage data. Experiment validation
proves the feasibility of the proposed algorithm. The remainder of this paper is organized as follows.
In Section 2, the battery charging process is detailed and analyzed, based on which the related
characteristic variables are extracted in depth for the following study. Section 3 introduces the SVM
algorithm comprehensively as well as its application for the SOH estimation. Based on the proposed
method, a series of results regarding SOH estimation are shown and analyzed in Section 4, and key
conclusions are summarized in Section 5.

2. Definition and Description of State of Health

In this paper, the SOH of the lithium-ion battery is described by the loss of rated capacity, which
can be furnished as,

SOH =
Cbat
Cnom

× 100%, (1)

where Cnom and Cbat denote the nominal and actual battery capacity, respectively.
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For the sake of accurate SOH estimation, the extraction of characteristic variables is pivotal. Due to
complexity of the battery inner structure and materials, it is difficult to extract efficient features from
the data under a static condition. Based on this, data from charge/discharge test are more feasible for
the SOH study. The offline discharge test is a common method for the measure of battery capacity,
in which the battery is discharged by a constant rate at a certain temperature; however, this method
would accelerate the battery degradation and its whole test time is relatively long. In addition, focusing
on on-road application, the lithium-ion battery pack in EVs is irregularly discharged under different
driving conditions, leading to difficulty estimating the SOH online. Instead, the charging process is
more applicable for the SOH estimation, owing to its constant current (CC), as shown in Figure 1.
Moreover, in practice, when EVs are charged, the battery charging data are easy to acquire and the
BMS has enough capability to handle the SOH estimation. Considering this, the data during the CC
charge process are selected for the SOH estimation.

In this paper, the battery cycling data are collected from a public source [28], which records the
voltage, current, temperature and capacity for each charge and discharge cycle [28,29]. After screening
all the operation process, the charging data of two batteries (called Cell 1 and Cell 2 hereinafter)
by the CC method are analyzed and main parameters are listed in Table 1. They are 18,650-size
lithium-ion cells with 2.0 Ah nominal capacity, and LiNi0.8Co0.15Al0.05O2 was applied as the main
positive electrode material. The battery is charged under the CC mode first until the battery voltage
reaches 4.2 V, and then sustains under the CV mode until the charging current drops to 20 mA.

Table 1. List of batteries with their operating parameters.

Battery Number Charge Current (A) Discharge Current (A) Ending Discharge Voltage (V) Temperature (◦C)

Cell 1 1.5 2 2.7 24
Cell 2 1.5 2 2.2 24
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the regular charge pattern variation of external signals to depict the variation of SOH. The battery 
partial voltage variation profile under the CC mode with different cycle numbers is shown in Figure 
2, based on which we can find that the tendency of three charge curves are obviously different. From 
this point, we can extract proper vectors from the CC charging voltage curve to estimate the SOH.  

However, when the batteries in EVs are charged for daily use, the initial SOC is rarely the same 
due to random driving conditions. Moreover, to achieve a uniform SOH estimation based on the 
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Figure 1. Charge process of battery.

The capacity and the internal resistance are commonly selected to characterize the lithium-ion
battery degradation. Actually, the battery internal parameters vary slowly with increase of cycle
numbers. The external measured signals can be affected by variation of internal parameters, and thus
the shape of externally measured voltage curve would also be changed. Based on this, we can employ
the regular charge pattern variation of external signals to depict the variation of SOH. The battery
partial voltage variation profile under the CC mode with different cycle numbers is shown in Figure 2,
based on which we can find that the tendency of three charge curves are obviously different. From this
point, we can extract proper vectors from the CC charging voltage curve to estimate the SOH.

However, when the batteries in EVs are charged for daily use, the initial SOC is rarely the same
due to random driving conditions. Moreover, to achieve a uniform SOH estimation based on the
charging data, the data region should be defined properly. In addition, the BMS needs to store and
process large data for the SOH estimation. Thus, we can say that the prerequisite of selecting all CC
charging data for the SOH estimation cannot make sense.
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Here, a novel SOH estimation approach based on a reasonable voltage region [Vl, Vh] during the
charging process may be helpful to perform the SOH estimation, where Vl and Vh denote the lower and
upper limits of the voltage region, respectively. In order to select Vl and Vh, three criterias should be
considered. Firstly, the voltage curve starting from the low voltage Vl to the end voltage Vh at different
cycle numbers can reflect the battery aging rate. As shown in Figure 3, the curves for two different
voltage regions [3.8, 4.2] and [3.9, 4.0] at different cycle numbers are described. We can find that
shape of voltage curves with different cycle numbers varies with the selected region. It means that the
different charging voltage region curve can reflect the different variation trend of SOH. Secondly, the
low voltage Vl should be as high as possible. If the charging voltage in the beginning is higher than
the selected low voltage Vl, it is difficult to guarantee the data’s effectiveness and to achieve the SOH
estimation. Thirdly, the range of the voltage region [Vl, Vh] should be as narrow as possible to reduce
data storage capacity and the computation labor.
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Figure 2. Terminal voltage curves under different battery cycle numbers.
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Figure 3. Terminal voltage curves during battery cycle numbers for different voltage region. (a) The
curve of constant current (CC) charging voltage region [3.8, 4.2]; (b) The curve of CC charging voltage
region [3.9, 4.0].

3. State of Health Estimation Model

In this paper, the SVM algorithm is adopted for the SOH estimation based on the partial voltage
variation, which can solve nonlinear regression and irregularity problems. First, the SVM algorithm is
introduced along with its regression characteristics. Then, the operation steps of the SOH estimation
are presented based on the calculation process.

3.1. Support Vector Machine

Support vector machines, steming from the statistical learning theory, is widely applied for
classification and forecast [23,30], which supplies an efficient manner to deal with nonlinear and
high-dimensional problems. Here, the input-output dataset regarding the battery CC charging data
(xi, yi; i = 1, 2, . . . , l) is defined, where xi ∈ Rd is d-dimensional input vectors and yi ∈ R is SOH. For the
nonlinear ε-support vector regression (ε-SVR), the optimization goal is to find a function f (x) = wTφ(x)+ b
that tolerates the deviation of ε with the true value of sample y in a high dimensional feature space,
where w is the weight vector and b denotes the regression parameter, and φ(x) maps x into a high
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dimensional feature space. This can be realized by introducing the error penalty factor C and the slack
variables ξi and ξ∗i . The related nonlinear problem can be formulated as,

min
w,b,ξi ,ξ∗i

1
2‖w2‖+ C

l
∑

i=1

(
ξi + ξ∗i

)
s.t. (w · φ(x)) + b− yi ≤ ε + ξi

yi − (w · φ(x))− b ≤ ε + ξ∗i
ξi, ξ∗i ≥ 0, i = 1, 2, . . . l.

(2)

Then, Lagrange multipliers αi and α∗i are employed for solving w and b, respectively. Finally, the
approximating function for predicting the battery SOH can be gained as,

f (x) =
n

∑
i=1

(αi − α∗i )K(x, xi) + b, (3)

where K(x, xi) = (φ(xi) · φ(x)) is the kernel function. Based on the above offline training, Equation (3)
can be programmed in the BMS and then can be applied to achieve the on-board SOH estimation for
real operation. The authors aim to further exploit the potential SVM algorithm applied for the battery
SOH estimation. The primary advantage of SVM is that the support vectors (SVs) can determine the
regression model, of which the Lagrange multipliers should satisfy αi 6= 0 and α∗i 6= 0. Support vectors
can not only help to catch the significant samples, but also can avoid the so-called curse of dimension.
In the next step, the selection of input vectors and the corresponding parameters are conducted to
achieve the SVM application.

3.2. Feature Extraction and Data Processing

Generally, the steps of building a SVM model contains feature extraction, data processing, optimal
SVM parameters searching, data training, data prediction, etc.

Feature variables selection is the key step for training the SVM model. The selected features
should reflect the change of voltage curve for different cycle numbers, as discussed in Section 2. In [31],
the lithium-ion battery life model is proposed which can be formulated as,

Qloss = B · exp
(
−Ea

RT

)
(Ah)

z, (4)

where B denotes the pre-exponential factor, R is the gas constant, z is the power law factor and Ea is the
activation energy in J mol−i and T is the absolute temperature. Ah is the Ah-throughput and can present
different C-rates when charging the battery. In order to quantify the capacity fading behavior with same
C-rate, a variable, i.e., time t during the cycle is introduced. Hence, we can see the loss capacity Qloss
is related with Ah, and t. In addition, energy signal Es can effectively reflect the difference of voltage
curve for different SOH [24]. To sum up, we consider three feature values, i.e., Es, Ah, and t, that need
to be extracted from the CC charging data to track the SOH variation, which can be yielded as,

Es =
∫ t2

t1
V2dt

Ah =
∫ t2

t1
Idt

t = t2 − t1

, (5)

where V is the battery voltage, I is the battery current, and t1 and t2 are time nodes when battery
voltage reaches Vl and Vh, respectively. Figure 4 describes the variation of these three features across
cycles for Cell 2 under different voltage regions. We can observe that, with increase of cycle numbers,
the variation trend of these three features is similar. Aiming to easily train the SVM model, the
normalization process is imposed in this paper, as shown in Table 2.
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Table 2. An example of feature vectors.

Vector SOH t Ah Es

Unscaled 92.82% 3027 1.2687 48777
Scaled 1 0.7808 0.7780 0.7932

SOH: state of health.
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3.3. Optimal Support Vector Machine Parameter Determination

There are two key steps needed to properly build the SVM model: determination of the kernel
function and selection of its parameters. The main function of the kernel function is to implement the
nonlinear mapping from the original input space to a high dimension space. By comparison, the RBF
is employed in this paper as the kernel function and can be formulated as

K(xi, xi) = e(−g‖xi−xj‖2) = e−
‖xi−xj‖

2

2σ2 , (6)

where g = 1/2σ2 and denotes width of the RBF. C and g need to be optimized which are crucial
to improve the estimation precision of the SVM algorithm. Variety of approaches can be applied to
optimize them. Among all the manners, the grid search algorithm is an exhaustive searching algorithm,
which needs to be guided by some performance metric and typically measured by the cross-validation
(CV) on the training set [32]. Among all the CV methods, the k-fold CV (k-CV) is the most popular CV
candidate, and thus we select it to train the RVM model. More concretely, C and g are ensured within a
certain range and the minimal square error (MSE) is employed to evaluate the selection for different C
and g based on the k-CV calculation,

MSE =
1
l

l

∑
i=1

( f (xi)− yi)

2

, (7)

where f (xi) is the estimated SOH, yi is the actual value, and l is the number of testing samples. Then, we
modify the range of grid search based on the results of the previous step and repeat the previous step
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until a suitable (C, g) is found with target of minimizing the MSE. The purpose of the SVM model
established in this paper is not to memorize input training sets, but to estimate the unknown input
samples precisely. Hence, evaluation of generalization error is extremely important. To sum up, the
employed CV algorithm is capable of avoiding the occurrence of over-fitting with the acceptable
computational labor and consequently can reduce the generalization error.

For comprehensively evaluating the predictive performance, a combination of evaluation metrics
is commonly employed [26,33]. Here, MSE and the mean absolute relative error (MARE) are referred
together to evaluate the performance of the proposed method from different aspects, as show in (7) and (8).

MARE =
1
l

l

∑
i=1

| f (xi)− yi|
yi

× 100%. (8)

By giving relatively higher weighting to large errors, MSE is an appropriate index for avoiding larger
deviations but cannot reflect the central tendency (average error) of the model. Mean absolute relative error
is a natural tool for assessing average relative error of model, which can compensate for the shortcoming
of MSE. Benefiting from these indexes, the predictive errors can be observed for deeper analysis. It is
necessary to mention that the proposed method with regard to the SVM is realized based on LIBSVM
toolbox under MATLAB/Simulink 2016a, which is developed by MathWorks with headquarters in Natick,
Massachusetts, U.S.A [34]. The result validations are presented in the next section with detailed analysis.

4. Predicted Results and Analysis

To investigate the predictive accuracy of SOH, experiment validations of four cells are conducted.
Here, two different batteries Cell 1 and Cell 2 are adopted for the following discussion. The effective
discharging and charging cycle number is 166 for Cell 1 and Cell 2. The SVM model is trained offline based
on 60% charging cycle data, and the remaining charging data are applied for validation. In practice, all
CC charging data are difficult to gain during the real-time SOH estimation because it is hardly possible to
discharge the battery to its low threshold every time. Here, we also discuss the situation that only partial
charging data can be obtained. In addition, another two cells, namely Cell 3 and Cell 4, are tested and their
SOH estimation is conducted to validate the performance of the proposed algorithm.

4.1. State of Health Estimation with All Charging Range

For Cell 1 and Cell 2, the prediction results and errors of SOH estimation are presented in
Figures 5–8. We can observe that, the proposed method based on the SVM algorithm performs precise
estimation. As can be seen in Figures 6 and 8, most of error can be limited within 1.6%. Moreover, for
Cell 1, the maximum error, MSE and MARE are 0.98%, 6.5 × 10−6 and 0.26%, and for Cell 2, the
maximum error, MSE and MARE are 1.87%, 9.6 × 10−6 and 0.21%, respectively. Hence, we can
conclude that the proposed SVM model can achieve the reliable battery SOH estimation.
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4.2. State of Health Estimation with Partial Charging Range

Here, the predicted results by the proposed method for different range of charging voltage are
discussed. The MSE and MARE are selected as error indexes to evaluate the proposed model, and
related results are shown in Table 3, and Figures 9 and 10, respectively. We selected the initial charging
voltage from 3.75 V to 4.15 V with 0.05 V as the step interval. The data region ranges from 0.05 V to
0.55 V. The results reveal that larger voltage range can bring more precise estimation results. As shown
in Figures 9 and 10, the MSE and MARE for different voltage ranges of Cell 1 and Cell 2 are depicted.
For both cells, different voltage region shows varied estimation precision. As shown in Figure 10
and Table 3, the voltage region [3.75, 4.20] validation exhibits minimum estimate error for Cell 1.
By comparison, the voltage region of [3.95, 4.00] is a suitable selection for Cell 1, which optimally fits
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three standards mentioned above, and its MSE and MARE are 2.0 × 10−5 and 0.41%, respectively.
Meanwhile, as shown in Figure 10 and Table 3, the voltage region of [3.95, 4.00] estimates SOH with
MSE of 2.3 × 10−5 and MARE of 0.36% for Cell 2, which are the optimal voltage region for Cell 2.
Moreover, compared with the MSE and MARE based on all charging voltage and current data, the
estimation error can be accepted for Cell 1 and Cell 2 when applying the selected voltage region.
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Figure 9. Error under different voltage region with Cell 1 testing samples: (a) MSE; and (b) MARE.
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Table 3. Error performance under different voltage region.

Voltage
Region

Cell 1 Cell 2
Voltage
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(%)
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(%)

MSE
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[3.75, 3.85] 0.65 0.67 0.78 0.67 [3.85, 4.20] 0.14 0.32 0.098 0.23
[3.75, 3.90] 0.59 0.57 0.71 0.64 [3.90, 3.95] 0.48 0.52 0.69 0.64
[3.75, 3.95] 0.52 0.54 0.44 0.47 [3.90, 4.00] 0.17 0.34 0.30 0.36
[3.75, 4.00] 0.23 0.38 0.34 0.41 [3.90, 4.05] 0.11 0.30 0.14 0.31
[3.75, 4.05] 0.097 0.25 0.19 0.31 [3.90, 4.10] 0.090 0.27 0.14 0.30
[3.75, 4.10] 0.068 0.23 0.12 0.24 [3.90, 4.15] 0.12 0.29 0.079 0.20
[3.75, 4.15] 0.050 0.20 0.13 0.25 [3.90, 4.20] 0.12 0.29 0.086 0.22
[3.75, 4.20] 0.034 0.18 0.12 0.21 [3.95, 4.00] 0.20 0.41 0.23 0.36
[3.80, 3.85] 0.85 0.80 1.27 0.84 [3.95, 4.05] 0.35 0.49 0.41 0.45
[3.80, 3.90] 0.61 0.60 0.84 0.67 [3.95, 4.10] 1.07 0.74 0.46 0.46
[3.80, 3.95] 0.56 0.61 0.56 0.54 [3.95, 4.15] 0.74 0.63 0.32 0.39
[3.80, 4.00] 0.22 0.36 0.36 0.43 [3.95, 4.20] 0.66 0.57 0.28 0.41
[3.85, 4.05] 0.10 0.26 0.18 0.29 [4.00, 4.05] 2.00 1.04 1.10 0.81
[3.80, 4.10] 0.060 0.22 0.12 0.25 [4.00, 4.10] 0.96 0.82 2.24 1.06
[3.80, 4.15] 0.054 0.21 0.14 0.22 [4.00, 4.15] 0.99 0.84 1.46 0.90
[3.80, 4.20] 0.040 0.19 0.12 0.27 [4.00, 4.20] 1.96 1.03 1.61 0.88
[3.85, 3.90] 0.58 0.59 0.60 0.57 [4.05, 4.10] 2.87 1.54 20 3.59
[3.85, 3.95] 0.48 0.48 0.47 0.50 [4.05, 4.15] 3.21 1.72 9.98 2.36
[3.85, 4.00] 0.20 0.35 0.39 0.42 [4.05, 4.20] 3.70 1.70 9.90 2.74
[3.85, 4.05] 0.13 0.31 0.16 0.31 [4.10, 4.15] 3.41 1.74 11 3.21
[3.85, 4.10] 0.11 0.31 0.14 0.30 [4.10, 4.20] 5.84 2.13 14 3.42
[3.85, 4.15] 0.12 0.31 0.094 0.23 [4.15, 4.20] 12 3.07 20 3.95
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Figures 11–14 compare the results of Cell 1 and Cell 2 under the selected voltage range, i.e., [3.95, 4.0].
In Figures 11 and 13, the proposed method can accurately estimate the SOH variation, of which the
errors for both Cell 1 and Cell 2 can be limited to within 2%. Thus, we can conclude that the prediction
error maintains at the low error level and is applicable for practical application when partial charging
data are available.
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4.3. State of Health Estimation for Different Cells

To extend validation for the proposed method, Cell 3 and Cell 4 are tested. The prediction results
and errors of SOH estimation are presented in Figures 15 and 16 and Table 4. As shown in Figure 16
and Table 4, the proposed algorithm exhibits very small prediction errors. The MSE and MARE for
two cells’ SOH estimation are 0.45 × 10−4 and 0.52 × 10−4, and 0.93% and 0.88%, respectively, proving
the effectiveness when applying the algorithm to different cells.

Table 4. Error performance under voltage region [3.95, 4.00].

Error Cell 3 Cell 4

MSE (10−4) 0.45 0.93
MARE (%) 0.59 0.88
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5. Conclusions

In this paper, a novel predictive method of SOH is addressed based on the charging data
considering real application requirement. Three feature vectors, i.e., Es, Ah, and t, are analyzed
and chosen as characteristic variables, which are set to be the input of the proposed SVM model.
The grid search method is employed to search the optimal kernel parameters of SVM model.

The partial charge data are considered to achieve the SOH estimation, where the voltage range of
3.95 V to 4.0 V is adopted given that it can satisfactorily obtain accurate predictions. The experiment
results validate that the proposed method can efficiently predict the SOH online with less than 2%
error. However, in actual application, sampling error, temperature and other factors could have an
important impact on estimation precision and thus future study can be focused on them along with
different voltage region validation.

In addition, battery pack SOH estimation should also be the research focus based on the proposed
algorithm considering the computation intensity and data storage limitation. Furthermore, future
research should focus on different lithium-ion batteries’ SOH estimation, since they can exhibit different
degradation mechanism and electrical performance.
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