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Abstract: There is a growing body of literature that recognizes the importance of product safety and
the quality problems during processing. The working status of cutting tools may lead to project
delay and cost overrun if broken down accidentally, and tool wear is crucial to processing precision
in mechanical manufacturing, therefore, this study contributes to this growing area of research
by monitoring condition and estimating wear. In this research, an effective method for tool wear
estimation was constructed, in which, the signal features of machining process were extracted by
ensemble empirical mode decomposition (EEMD) and were used to estimate the tool wear. Based
on signal analysis, vibration signals that had better linear relationship with tool wearing process
were decomposed, then the intrinsic mode functions (IMFs), frequency spectrums of IMFs and
the features relating to amplitude changes of frequency spectrum were obtained. The trend that
tool wear changes with the features was fitted by Gaussian fitting function to estimate the tool
wear. Experimental investigation was used to verify the effectiveness of this method and the results
illustrated the correlation between tool wear and the modal features of monitored signals.

Keywords: tool wear estimation; modal analysis; tool condition monitoring

1. Introduction

Performance degradation assessment for mechanical equipment is of importance in
condition-based maintenance to lower cost, improve reliability, and reduce maintenance cost, thus,
it becomes an important research area for machine fault diagnosis and reliability analysis [1,2].
Cutting tools are one of the most important elements during machining, which have a close relationship
with product precision [3]. Their reliability influences the total manufacturing effectiveness and stability
of machine tools. In most circumstances, wear degradation is the main failure for tool and will lead to
the waste of product and time, as well, tool condition is closely related to machine’s efficiency and
productivity, therefore, tool condition monitoring is important. How to estimate tool wear life is also
beneficial as it is helpful for predictive maintenance.

As an important concern during processing, a number of studies are being done by many
researchers for tool wear. Traditional prediction and estimation approaches of tool wear are based on
statistical analysis from a huge amount of historical experiment data [4], among which statistical
distribution models have been used in this area, such as exponential distribution and Weibull
distribution [1,2]. This kind of method depends on plentiful historical data from related equipment.
Therefore, further investigation combining monitored signals and physical modes should be carried
out. The key information of tool conditions can be determined from monitored data in machining.
Most studies on tool wear have been carried out in tool wear compensation method for precision
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tuning and providing a reference for extended tool life and good surface quality [5-7]. Some signal
processing methods, such as wavelet packet decomposition and neural network, have been used to
extract features from cutting force signals, AE signals, and vibration signals produced in mechanical
manufacturing for tool state prediction [3,4,8]. Tool-wear prediction and monitoring also can improve
the controlling of high-speed machining processes [9]. Most of the researches have focused on the
qualitative analysis of cutting tool state, but performance degradation data of cutting tools is also
meaningful in the process. EEMD is an algorithm to decompose signals, which utilizes the white
noise could provide uniformly distributed scale in time-frequency space. It was mainly applied in
the medical field initially. In recent years, researchers have applied EEMD to machine fault analysis
and diagnosis more. The vibration signals measured from rotating machinery usually are complex,
non-stationary, and nonlinear. Especially, the useful multi-fault features are too weak to be identified
at the early stage [10,11]. H. Jiang [12] combined EEMD and multiwavelet packet for optimizing
mechanical fault diagnosis method. Y. Lei [13] also presented a diagnosis method for fault diagnosis of
rotating machinery and improving Hilbert-Huang transform (HHT) based on EEMD and sensitive
IMFs. Empirical mode decomposition (EMD) can be applied to modal analysis method [14], but there
is a serious mode mixing phenomenon in EMD. EEMD, compared with EMD, has greater capacity
in modal analysis for fault diagnosis and estimation. In this research, a novel method for tool wear
estimation is developed by combining tool wear and monitored signals analysis based on modal
analysis. Ensemble empirical mode decomposition (EEMD) for monitored signals is taken advantage
of to extract the related features for tool wear analysis. An experiment data set of tool condition is
used to verify the effectiveness of this method. The results show that this method can benefit to the
tool wear estimation. This paper is structured as follows. The ‘Algorithm Theory and Method” section
introduces some algorithms of this method and the flow path in detail. The ‘Experimental Study’
section presents tool milling experiment, provides the data set, and analyzes the signals by using this
method. The ‘Method Validation and Application’ section uses experimental data to verify the method.
In this section, the feasibility and practicability of this method are proved. Concluding remarks are
given in the “Conclusion” section.

2. Algorithm Theory and Method

2.1. Method Flowchart

In this paper, the modal features of monitored signals are extracted by EEMD and the trend fitting
of the features is applied to real-time estimation of tool wear. The process of method is shown in
Figure 1.

Method
Signal acquisition )
. Feature extraction
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—Modal analysis—]
Correlation analysis > oca aa gISIS Tool wear:|
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Figure 1. The flowchart of the method.
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There are mainly three parts, i.e., signal acquisition and analysis, feature extraction of monitored
signals, and tool wear estimation. The first part is signal acquisition and analysis, here the milling
parameters and the processing conditions are known to collect process signals, and the monitored
signals that reflect the inherent modal information are selected in the milling process and calculated
the correlation coefficients with the tool wear. The second part is feature extraction of selected signals.
Monitored signals are collected in the milling process, and the modal features of monitored signals are
extracted by EEMD. The third part is tool wear estimation, i.e., the characteristics of monitored signals
are analyzed based on feature extraction to estimate the tool wear. The modal information of the
monitored signals with different inherent frequency is selected as the input variables for trend fitting,
and method tests and contrasts are executed. In the end, an example for tool analysis is investigated
in this research to verify the effectiveness of the method and the estimation results can be shown in
real time.

2.2. Monitored Signals and Tool Wear

Signal monitoring is of vital importance in order to estimate tool wear. The researches need
to get sufficient monitoring information of tool condition. Cutting force can be used on condition
estimation [15,16] as it is directly related to wearing process, meanwhile, some researchers payed more
attention on vibration signals to estimate tool wear [17,18]. The precision of tool wear that obtained
through directly measuring tool is high but affects the production, and it is also not easy to implement
the on-the-fly measurement of tool wear in the actual production. Therefore, research on indirect
measuring methods is necessary, and tool wear is analyzed by measuring its relationship for milling
force, vibration signals, AE signals, etc. To determine the best information for tool condition analysis,
investigation is conducted to obtain the related parameters for condition analysis. Correlation analysis
is investigated to observe whether there is some kind of interdependent relationship between these
signals and tool wear.

If X is a random variable, E(X) is the expectation of X and E{[X — E(X)]*}} is exist,
E{[X — E(X)]?*} will be called the variance of X, marked as D(X). E{[X —E(X)][Y —E(Y)]} is called
the covariance of the random variable X and Y, marked as Cov(X,Y). The correlation coefficient py,

of X and Y is defined as:
Cov(X,Y)

D(X)v/D(Y)
In which, D(X) is the variance of X and D(Y) is the variance of Y.

The linear function a 4+ bX of X is used to approximate Y, and the mean square error e is used to
measure the degree of goodness of Y.

)

Pxy =

e=E {(Y —(a+ bX))z]
2)
= E(Y?) + 1?E(X?) + a* — 26E(XY) + 24bE(X) — 24E(Y)

The smaller the value of ¢ is, the greater the approximate degree of a + bX and Y is. Find the
partial derivatives of e about a and b and make them equal to zero.

% — 24 4+ 2bE(X) —2E(Y) =0
{ & — % (X2) —2E(XY) +24E(X) =0 ®)
The solutions as follows:
by — Co[\;g({,) Y) @
a0 = E(Y) — boB(X) = E(Y) — E(x) VX Y) 5)
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ag and by will be substituted into (6):
minE [(y —(a+ bx))z} —E [(y — (o + bOX))Z] = (1 - pxy2>D(Y) ©)

It can be seen from the Formula (6) that pyx, <1, and pxy, can show the linearity between X and Y.
When py,, is large, the correlation degree between X and Y is better; when py, is small, it shows that
the correlation degree between X and Y is poor; when py, = 1, there is a linear relationship between X
and Y; when py, = 0, itis said that X and Y are not related.

The monitored signals showing the high correlation with tool wear are chosen to extract features.

2.3. Modal Feature Extraction Based on Empirical Mode Decomposition (EEMD)

Feature extraction is a key step in signal processing. Monitored signals mix multiple modes and
contain a lot of invalid information. In order to better solve the mode mixing problem, EEMD is
chosen to decompose the monitored signals, which utilizes the white noise could provide uniformly
distributed scale in time-frequency space. It is widely used in all kinds of signal analysis fields.
EEMD was presented to utilize the full advantage of the statistical characteristics of white noise to
perturb the signal in its true solution neighborhood, and to cancel itself out after serving its purpose by
WU [19]. EEMD can reduce the mode mixing to some extent depending on the parameters adopted in
the EEMD algorithm [11]. In current studies on EEMD, the parameters are generally selected artificially
and subjectively.

The proposed ensemble empirical mode decomposition is developed as follows:

Step 1: add a white noise series n,,(t) to the targeted data.
X (£) = x(£) + 1m (t) )

Step 2: decompose the data with added white noise into intrinsic mode function (IMF).
Step 3: repeat step 1 and step 2 again and again, but with different white noise series each time.
Step 4: obtain the ensemble means of corresponding IMFs of the decompositions as the final result.

1 M
IMFi:MZai,m i=12---,1 m=12---,M (8)
m=1

M is the number of computing average.
Then x(t) can be obtained:

N
x(t) = Z Yn(t) +1n )
n=1

The effects of the decomposition using the EEMD are that the added white noise series cancel
each other, and the mean IMFs stay within the natural dyadic filter windows, significantly reducing
the chance of mode mixing and preserving the dyadic property.

Figure 2 shows a time-dependent trend chart and frequency spectrum for raw signal y,
and time-dependent chart and frequency spectrums IMFs of signal ¥ decomposed by EEMD at some
points are also presented in Figure 2. Signal y can be obtained by formula below.
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Figure 2. Time-dependent chart and frequency spectrums of vibration signals and intrinsic mode

functions (IMFs) by ensemble empirical mode decomposition (EEMD).

y =2 xsin(20 x t) +4 x sin(80 x t) — sin(10 x f)
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45

50f13

(10)

As shown in Figure 2, the signal is decomposed into IMFs by analyzing modes, and the frequency
spectrums present the amplitude changes of different modes. Different frequency components are
separated, so smaller frequency peaks in the raw signal are enlarged in figure above by decomposing.
By decomposing the monitored signals, the mode information is more plentiful and modal features are

more distinct. Feature extraction can use statistical methods to reduce dimension.

2.4. Curve Fitting of Tool Wear

Different distributions as the alternatives are chosen to match the relation between the feature
value and tool wear. Linear, exponential, and Gaussian distribution as the alternatives are chosen to
calculate the parameters of distribution in this paper. More different distributions will be discussed in

the future depending on the feature extracted.
Linear distribution can be expressed by Equation (11).

fLinear(x) =ax+b

Exponential distribution can be expressed by Equation (12).

fExpunent(x) = ﬂ'ebx

Gaussian distribution can be expressed by Equation (13).

x—b?
fGuassian(X) = a-e(~C%))

(11)

(12)

(13)

where g, b, and c are estimators of the distribution parameters and can be calculated using MATLAB
based on the relation between the features extracted and the tool wear curve. To compare fitting results
of different distributions, so goodness of fit is evaluated by root mean square error (RMSE).

Lol di(n)*

RMSE =
MS N

(14)
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Here, N is the number of fitting points and di(n) is deviation value between actual value and
estimation value at nth point. A small RMSE that means the tool wear curve fits the distribution,
correspondingly. The larger RMSE is, the worse the effect of the fitting is.

3. Experimental Study

3.1. Milling Experiments

Milling experimental data come from Li’s team of Singapore Institute of Manufacturing
Technology [3]. The data set contains tool wear, cutting force, AE signals and vibration signals.
The milling experiment scheme is introduced in this section. Milling experimental data come from
Li’s team of Singapore Institute of Manufacturing Technology [3]. A high speed computer numerical
control (CNC) machine, whose spindle speed up to 42,000 rpm, was selected to achieve the experiment.
The workpieces, whose material used in the milling experiment was stainless steel, were cut off from
original stock and their surfaces were prepared through face milling to get rid of the original skin layer
containing hard particles. Three piezo accelerometers were mounted on the workpiece to measure the
machine tool vibrations of cutting process in X, Y, Z direction respectively. The outputs of these sensors
were conditioned through corresponding signal conditioning accessories such as charge amplifiers
or couplers. The voltage signals were captured by a NI DAQ PCI 1200 board with 12 KHz frequency.
The DAQ board generates 16-bit digitized data and directly streamed to a hard disk of an Intel Core 2
Quad 2.66 GHz based industrial PC with 8 GB RAM.

The acquisition and installation of cutting vibration and schematic diagram for the experiment are
shown in Figure 3. The machining tests were carried out with cutting speeds 4.7 m/min and spindle
speed 23,600 rpm. In the experiment, tool life-cycle experiments were made by inspecting the tool wear.
The cutter’s wear was measured after a complete cutting distance using a LEICA MZ12 microscopy
system (Leica Microsystems, Wetzlar, Germany). In order to reduce the influence of other factors on
the vibration signals, the same cutting parameters were selected in the experiments of three tools.
Experimental data was acquired at 50 KHz/channel. Experiments data set contains three groups
tool and 315 times milling experiments a group, and each experiment include vibration signals in
X, Y, Z dimensions; cutting force signals in X, Y, Z dimensions; and AE signals. Among the data set,
two groups are chosen as training set that used for learning, and one group is chosen as test set that
used only to assess the performance.

High Speed Milling Data Acquisition Intelligent Predictive
Machine Card Monitoring System

Figure 3. Tool conditions monitoring in high speed milling process.

3.2. Correlation Analysis of Signals

To achieve modal analysis based on inherent modal information preferably, vibration signals,
displacement signals and speed signals that are related to modal information always are selected. In this
paper, thinking about modal analysis, we chose vibration signals to decompose and extract features.
Figure 4 shows root mean square (RMS) of vibration signals in X, Y, Z directions of three groups tool
in the milling process respectively.
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Figure 4. Vibration signals of tool in the milling process.

The graph shows that these has been a marked increase in the amplitude of vibration signals
with time, in spite of the fluctuations. Through calculating the correlation coefficient for effective
value of the signals and the tool wear, the results are shown in Table 1. It can be concluded that the
characteristics of vibration signals have better relationship with the tool wear. Based on the results,
it can be proposed that, as for the method to monitor the performance degradation of tool in the
milling process, the vibration signals and tool degradation monitored show the consistent and high
correlation. Meanwhile, vibration signals are easy to get in the processing Thus, thinking about data
size and correlation coefficients, vibration signals in X direction are used as an indicator to recognize
tool wear in this paper.

Table 1. Correlation coefficients for vibration with tool wear.

Groups In X Direction In Y Direction In Z Direction
1 0.9605 0.9574 0.9337
2 0.9328 0.9278 0.9467
3 0.9370 0.9406 0.9220

3.3. Feature Extraction of Test Data

A cutting test is one of the frequently used methods to monitor tool condition in the milling
process. With the increase of tool wear, the cutting edge is passive and inevitably leads to the change
of cutting vibration. As there are many reasons affecting the milling process, the milling vibration is
not stable especially with wearing condition increment, but both of them have a larger correlation.

In many components of cutting vibration, the influence of tool wear on the vibration is obvious.
Anyhow, the cutting vibration increases with cutting tool wear despite some fluctuation. It is mainly
related to some factors such as material properties, built-up edge, and measurement error that
accumulate in the cutting process. However, the influence on the overall upward trend of cutting
vibration is small.

By analyzing vibration signals of training set in the milling process, we find that its amplitude
increases with wearing stage, which can be used as a characteristic for tool condition analysis.
Decomposing signals and obtaining IMFs, we plotted the frequency spectrums of IMFs. What is
interesting in these frequency spectrums of the first IMF, called IMF1, is the phenomenal change of
amplitude in three frequency bands at the different stage. It is obvious that frequency amplitude
increases with wearing stage as the tool is not sharp between 11.2 KHz and 11.4 KHz approximately.
The peak located at 16 KHz is always existed and the peak between 17 KHz and 19 KHz is in the
middle and late processing. Figure 5 shows frequency domain analysis for the first IMF of cutting
vibration in different tool stages. Figure 5a is the cutting vibration in X direction at the initial stage.
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Figure 5b is cutting vibration in X direction at the middle stage. Figure 5c is cutting vibration in
X direction at the late stage. A possible explanation for the trend may be that the tool wear changes
its natural mode of vibration in the first intrinsic mode function between 11.2 KHz and 11.4 KHz,
so amplitude varies with the tool wear. The peak located at 16 KHz, is probably related to resonant
frequency of sensor, so there is no significant change in amplitude. The peak between 17 KHz and
19 KHz may be related to the different stages of tool wear. It can be seen from the frequency spectrum
that the energy between 11.2 KHz and 11.4 KHz is distributed at the early stage of tool cutting with
less amplitude, while the energy widely concentrates in between 11.2 KHz and 11.4 KHz at the late
stage with more amplitude, therefore the frequency band is extracted to estimate tool wear. In future
work, studies about other frequency bands will be considered.

To show the feature trend with the number of milling significantly, feature value Gn is introduced
in this paper, that can be calculated using

f=114 KHz
Gn(j)= ). Aif) j=12,---,P (15)
f=112 KHz

where j is the number of cut, and P = 315 in Figure 6. A;(f) shows the frequency spectrum amplitude
of IMF1 decomposed from vibration signals at the jth milling in f Hz. The results obtained from
preliminary calculation of Gn in the milling process are shown in Figure 6. In spite of the fluctuations
in the amplitude, the amplitude of Gn is expected to continue increasing with time in the milling
process, and the results of the correlational analysis between Gn and the tool wear show that there is
a high correlation between the feature value and the tool wear.

0.8

06

0.4

02

ok

0 2 4 6 8 10 12 (c) 14 16 18 20 22 24 25
f(KHz)

Figure 5. The first IMF frequency spectrum of vibration signals at the different stage. (a) The first IMF
frequency spectrum of vibration signals at the initial stage; (b) The first IMF frequency spectrum of vibration
signals at the middle stage; (c) The first IMF frequency spectrum of vibration signals at the late stage.
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Figure 6. Time-dependent trend chart for Gn of vibration signals in the milling process.

3.4. Tool Wear Distribution Fitting and Parameters Calculation

Linear, exponential, and Gaussian distribution as the alternatives are chosen to calculate the
parameters of distribution depending on the distribution between the feature value and the tool wear.
Table 2 is the parameter a, b, and c calculated of these distribution, and root mean square error (RMSE)
is also shown in table below. RMSE of the table below illustrates that Gaussian distribution provides
the best fit to describe the tendency of tool wear.

Table 2. Estimated parameters of distribution.

Distribution Linear Exponential Gaussian
a 0.02635 0.07289 0.192
b 0.06255 0.2148 6.261
C - - 5.985
root mean square error (RMSE) 0.0094 0.0099 0.0093

As shown in Figure 7, linear distribution fitting curve, exponential distribution fitting curve,
and Gaussian distribution fitting curve are compared with actual tool wear depending on these
parameters calculated in Table 2. Figure 7 presents that the three distributions are similar in accuracy
and all fit well, which indicates that the wear is related to the feature value. According to the Figure 7
and Table 2, Gaussian distribution is selected as the fitting distribution.

0.2
0.18
0.16 7 #
0.14
E
Eo12}
©
:
5 04}
o
L - -
008} ==y e + Actual tool wear
>4 Exponential distribution
il s Linear distribution
i Gaussian distribution
0.04
0.02 L ;
0.5 1 15 2 25 3 3.5 4 4.5

Gn

Figure 7. The tool wear fitting distribution figure.
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4. Method Validation and Application

4.1. Validity of Tool Wear Estimation

Tool wear estimation is mainly based on the modal features of vibration signals in this work as
the cutting vibration is highly sensitive to tool wear and can be measured with fairly good accuracy.
The first step is to filter out the noise and remove non-cutting signals using EEMD. Then the main
features were identified and captured from the vibration signals using statistical methods.

Regardless of the emergency, tool wear should be a degradation process, similar to the wear
process of most of mechanical part, and is an irreversible process. The actual degradation process of
tool should be a monotonous process, and difficult to be obtained in the actual production, so the tool
degradation process can be observed only through indirect methods. According to the method in the
‘Feature Extraction of Test Data’ section, vibration signals of test set are processed. Figure 8, shows the
frequency spectrum of vibration signal IMF1 at different times of a milling experiment.

0.8 T T

0.6 :
0.4 =

0.2 :
0 m L . L e A A ] *IMJNMJL foad —
16 18 20

0 2 4 6 8 10 12(8) 14 22 24 25
0.8 T ] T

0.6 :
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=02+ 4

0 D ——— | — ‘ e —
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0.8 ‘ ;
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0.4+ ‘ ]
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() bt e st AR At B 1T g A il
0 2 4 6 8 10 12 1
(c)

f(KHz)

4

Figure 8. Frequency spectrum of vibration signal IMF1 at different times of milling experiment.
(a) Frequency spectrum of vibration signal IMF1 at 85th milling experiment; (b) Frequency spectrum of
vibration signal IMF1 at 185th milling experiment; (c) Frequency spectrum of vibration signal IMF1 at
285th milling experiment.

The feature value, Gn, can be calculated by the similar formula in Section 3.2 and the results are
shown in Table 3.

Table 3. Gn value of in the milling.

Number of Cut 85 185 285
Gn 1.1210 2.5329 2.9481

The number of milling can be converted to the time according to the milling experiment
scheme. So the estimated tool wear and the actual tool wear are calculated and compared in Table 4,
simultaneously, to get the accuracy of the results, absolute error is also calculated and shown in
table below.
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Table 4. Comparison of estimated and actual tool wear.

Time (s) Estimated Tool Wear (mm) Actual Tool Wear (mm) Absolute Error (mm)
376 0.0918 0.0874 0.0044
816 0.1303 0.1065 0.0238
1256 0.1413 0.1583 0.017

These calculated results in table above suggest that the method can be used to estimate tool
wear. In addition, Equation (11) can be optimized to improve accuracy, which will be researched in
future work.

4.2. Tool Wear Real-Time Estimation and Early Warning

It is very important to identify tool wear and forecast tool failure in the milling process by monitored
signals. To achieve this goal, the method is realized in MATLAB and the calculated results can be shown
in time, from which tool condition monitoring and tool wear estimation can display concurrently As
shown in Figure 9, real-time monitoring signals are displayed once per 0.05 s and tool wear estimation is
updated a point after a milling, which is designed for about 4 s. Tool wear estimation can be calculated
and shown timely during the milling process, which is a useful application in modern manufacturing
industry. The warning line that is regarded as the maximum tool wear can be set according to actual
processing requirements. In Figure 9, 0.13 mm is chosen as the safety tool wear line.

0.2 0

ARSI A

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
Time(s)

[
2 0.09
° ~+tool wear estimation
£0.07 - -the warning line
0 5

10 15 20 25 30 35 40 45 50
Number of milling

o
o

T-0.2

vibration signal

Figure 9. The tool wear real-time monitoring graph.

The figure is a screenshot of the dynamic display and tool wear estimation can be updated in real
time according to machining signals.

5. Conclusions

Tool wear estimation is studied in this paper based on the modal analysis and curve fitting.
An algorithm is developed for real-time estimation of tool wear through monitoring and decomposing
sensor signals. The vibration signals have a larger correlation with tool wear, and under the condition
that the actual vibration signals are easy to obtain, so the estimation method based on vibration signals
is more practical. EEMD can decompose signals to multiple modes and reduce the mode mixing
problem, which helps to improve the accuracy in estimation by feature extraction. The Gaussian
fitting function provides the best fit to describe the trend that the tool wear changes with the features,
and root mean square error (RMSE) is only 0.0093. The viability of the method is tested with the tool
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milling experiments and absolute error is controlled within 0.025 mm. In further work, the method can
be used to real-time estimate tool wear. The paper contributes in a modal way to our understanding of
tool wear and provides a basis for wear estimation of tool by modal analysis. Notwithstanding the
relatively limited sample, this work offers valuable insights into the works for tool wear, and the tool
modal can be illustrated through the physical mechanism. The issue of the tool modes is an intriguing
one which could be usefully explored and applied in manufacturing industry in further research.
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