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Featured Application: The proposed routing protocol can be applied to enable communication in
an extreme environment, where network infrastructure is not available.

Abstract: In opportunistic networks such as delay tolerant network, a message is delivered to a
final destination node using the opportunistic routing protocol since there is no guaranteed routing
path from a sending node to a receiving node and most of the connections between nodes are
temporary. In opportunistic routing, a message is delivered using a ‘store-carry-forward’ strategy,
where a message is stored in the buffer of a node, a node carries the message while moving, and the
message is forwarded to another node when a contact occurs. In this paper, we propose an efficient
opportunistic routing protocol using the history of delivery predictability of mobile nodes. In the
proposed routing protocol, if a node receives a message from another node, the value of the delivery
predictability of the receiving node to the destination node for the message is managed, which is
defined as the previous delivery predictability. Then, when two nodes contact, a message is forwarded
only if the delivery predictability of the other node is higher than both the delivery predictability
and previous delivery predictability of the sending node. Performance analysis results show that the
proposed protocol performs best, in terms of delivery ratio, overhead ratio, and delivery latency for
varying buffer size, message generation interval, and the number of nodes.

Keywords: delivery predictability; routing; PRoPHET protocol; delay tolerant networks; opportunistic
routing protocol

1. Introduction

In opportunistic delay tolerant networks (DTN), where end-to-end routing path is not available,
a message is delivered using forwarding between nodes when they contact each other [1–5]. Example
application scenarios for DTN include disaster environments, where the infrastructure is destroyed
and thus, communication should be carried out using sparsely distributed peer nodes. In DTN, when a
node generates a message, it stores the message in its buffer and carries it while moving. Then, if a
node contacts another node opportunistically, it forwards the message to the node if the forwarding
condition is satisfied. This kind of message delivery is called a ‘store-carry-forward’ strategy [1–5].

Figure 1 shows a DTN environment, where the network is fragmented and connectivity between
a source node and a destination node is disrupted. As shown in Figure 1, only partial connections
between neighboring nodes are available. Figure 2 shows a ‘store-carry-forward’ strategy in DTN
environments, in order to enable message delivery between any two nodes. When node A has a
message to deliver, where the destination node of the message is node C, it firstly stores the message
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in its buffer. Then it carries the message while moving and forwards it to node B when node A and the
node B are within communication range. After that, node B stores the message in its buffer and moves
while carrying it until it contacts node C. The message is finally delivered to node C from node B using
opportunistic contact.
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Many works related to DTN protocols have been carried out [1–8]. In epidemic protocols [6],
a node forwards a message to other nodes whenever they are within the communication range. It is
very simple but a high message overhead is a major drawback due to the limited buffer space of mobile
nodes. In the spray and wait protocol [7], the number of total message copies for each newly generated
message is limited by L to reduce the message overhead. Therefore, only L-1 copies of the messages
can be disseminated to other nodes from the message generation node in the spray phase. In the wait
phase, L nodes with have only one message copy delivers the message to the destination node of
the message only. However, in the spray phase, message copies are disseminated blindly, without
a predefined criterion. In the probabilistic routing protocol for intermittently connected networks
(PRoPHET) [8], the delivery predictability between two nodes, which has a value between 0 and 1,
is calculated based on contact history between them, and a message is forwarded based on the delivery
predictability. The delivery predictability of a node A to a node B, P(A,B), estimates a likelihood of
delivering a message to a node B. Therefore, it is highly likely that if a node has a higher delivery
predictability, it is a better node to deliver the message. If two nodes contact, the delivery predictability
between them increases, as defined in Equation (1) [8]:

P(A, B) = P(A, B)old + (1− ∆− P(A, B)old)× Pencounter, (1)
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where Pencounter and ∆ are a scaling factor and parameter defining an upper bound of P(A,B),
respectively. As time passes on after the last contact, the delivery predictability between node A
and B decreases, as defined in Equation (2) [8]:

P(A, B) = P(A, B)old× γK, (2)

where γ and K are the aging constant an the number of passed time units after the last contact,
respectively. Additionally, there is a transitive property, i.e., if node A and node B contact frequently,
and if node B and node C contact frequently, it is highly probable that node A and node C contact
frequently, as defined in Equation (3) [8]:

P(A, C) = MAX (P(A, C)old, P(A, B) ∗ P(B, C)recv× β), (3)

where β is a scaling constant. In the PRoPHET protocol, when two nodes contact, i.e., when they
are within the transmission range, they exchange summary vectors which include all the delivery
predictability values of all previous contact nodes [8].

In this paper, the PRoPHET protocol is considered as a base protocol. In PRoPHET, several
forwarding strategies are defined. In the GRTR strategy, for example, a message to a destination
node to D is forwarded to node B from node A, if P(B,D) is larger than P(A,D). In the GTMX strategy,
a message is forwarded if P(B,D) is larger than P(A,D) and the number of forwarding of the message
considered is smaller than a threshold value NFmax. In GRTR+, a message is forwarded to if P(B,D) is
larger than P(A,D) and P(B,D) is larger than Pmax, which is the largest delivery predictability stored
by a node to which the message has been forwarded to ever. We note that GRTR, GTMX, and GRTR+
are just mnemonics [8].

In this paper, we propose an efficient opportunistic routing protocol using the delivery
predictability of previously contacted node, i.e., the history of delivery predictability. In the proposed
protocol, if a node receives a message from another node, the current value of the delivery predictability
of the receiving node to the destination node of the received message is stored as previous the delivery
predictability (preP) in the receiving node. We note that the value of preP of a node is defined for
each destination node individually and the value of preP for a node is updated whenever it receives a
message destined to the node. When two nodes contact, a message is forwarded to the other node,
if the delivery predictability of the other node is higher than both the delivery predictability and
preP of the sending node. If there is no value of preP for the considered message, only the current
delivery predictability values are compared and a message is delivered to the other node if the delivery
predictability of the other node is higher. The preP can be considered as an indicator of a good message
forwarder based on the history of delivery predictability. That is, if a node A has a higher preP than
the current delivery predictability of the contact node B, although node A has a smaller delivery
predictability currently than that of the contact node B, it is not appropriate to disseminate the message
to node B. This is because too much forwarding based on only current delivery predictabilities result in
the message dropping in the buffer due to buffer overflow and, thus, the overall performance degrades.

In the PRoPHET protocol with the GRTR strategy, if a node with a message has a small delivery
predictability, the message is forwarded significantly and results in the message dropping in the buffer.
In order to restrict the message dissemination efficiently in the PRoPHET protocol, enhanced message
forwarding strategies such as GTMX and GRTR+ were proposed. In the PRoPHET protocol with
the GTMX strategy, the total number of forwarding of the message is limited by a threshold value
in addition to the basic GRTR strategy comparing current delivery predictability. In the PRoPHET
protocol with the GRTR+ strategy, the additional condition is that the delivery predictability of the
receiving node is larger than a threshold probability, which is the largest delivery predictability
reported by a node to which the message has been sent so far. In the PRoPHET protocol with the
GRTR+ strategy, the threshold probability is a non-decreasing function of time and message forwarding
is too restricted as time goes on, which may result in an overall performance degradation. In the
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proposed protocol, we also use a threshold probability of preP but it is not a non-decreasing function
of time due to the aging property of the delivery predictability of the PRoPHET protocol and thus,
controls the message disseminations efficiently.

The basic idea of using both delivery predictability and the previous delivery predictability of the
sending node of the proposed protocol is similar to our preliminary work presented as an extended
abstract in [9]. However, the proposed work was extended significantly from the previous work from
the following aspects:

- The proposed protocol is described in more detail by completing the flowchart of the proposed
protocol and using an example of a message delivery to illustrate the proposed protocol.

- The performance of the proposed protocol is newly analyzed thoroughly using simulation
and compared with four other protocols in terms of the delivery ratio, overhead ratio,
and delivery latency.

- Related works are significantly extended in this paper.

The remaining part of this paper is organized as follows: In Section 2, we survey related
works. In Section 3, we describe the algorithm of the proposed protocol in detail using examples.
In Section 4, we analyze the performance of the proposed protocol extensively using simulations.
Finally, we conclude this work in Section 5.

2. Related Works

Related works on general delay tolerant networks protocols have been already covered by the
survey papers [10–14], where the authors classified and compared related protocols in detail. Since the
main focus of our paper is related to the PRoPHET protocol, we review related works on the extension
of PRoPHET protocol for performance enhancement. A lot of works related to PRoPHET protocol
have been carried out [15–26]. In Reference [15], the number of message copies is limited by using the
sociality of nodes in order to improve the performance of the proposed protocol. In Reference [16],
the buffer is managed by controlling the delivery predictability based on the number of message copies
in order to solve the network performance degradation problem due to excessive copies of a message.
In Reference [17], either Epidemic or PRoPHET is selected based on the density of nodes. That is,
if the number of simultaneous contacts is smaller than a threshold, the Epidemic protocol is applied.
Otherwise, the PRoPHET protocol is applied. By doing this, the appropriate protocol, either Epidemic
or PRoPHET, is selected dynamically based on the density of the neighboring nodes. In Reference [18],
contact duration, which is the time duration that contact is maintained, and the contact frequency
are also considered in the calculation of the delivery predictability for an efficient message delivery.
In Reference [19], the AntPRoPHET scheme was proposed, where ant colony optimization, which is
one of the nature-inspired optimization technique based on the behavior of ant, was applied to the
PRoPHET protocol in order to optimize the performance of the PRoPHET protocol. In Reference [20],
in order to reduce unnecessary message forwarding, the message is forwarded only when the delivery
predictability of the receiving node is larger than the sum of the delivery predictability of the sending
node and a minimum threshold value, and the sum of delivery predictabilities of the receiving
nodes so far is less than a predefined threshold value. In PRoPHET+ Reference [21], a new metric,
deliverability, which is defined as a weighted sum of battery power, location, popularity, buffer size,
and the delivery predictability was proposed. In Reference [22], hop count traversed by a message
as well as delivery predictability are considered to determine the next hop node. In Reference [23],
the distance-based PRoPHET protocol was proposed, where the distance between any two nodes
was considered additionally in order to calculate the delivery predictability. In Reference [24], a node
selects a node located in the smallest distance as a forwarder in order to transmit with the highest rate.
In Reference [24], the authors extended the algorithm in Reference [23] by additionally considering
the community mobility model, where the random waypoint mobility model was considered in
Reference [23]. In the history encounter-based spray and wait (HESnW) protocol [25], the multiple
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probabilities from node S to node D are defined as the multiplication of delivery predictability from
node S to node H, which is a history node that node S ever contacted before, and delivery predictability
from node H to node D. Then, a message is forwarded to a node in the spray phase, either if the node
has a higher delivery predictability or if the node’s multiple probability is higher than the delivery
predictability of the sending node when the deliver predictability of the node has higher than the
transfer threshold. In Reference [26], the authors proposed an improved PRoPHET protocol using
the context information of the node such as the average distance and time from the reception to the
delivery of a message.

In the related works on PRoPHET protocol in References [15–26], various context information
such as sociality [15], the number of message copies [16], the density of nodes [17], the contact
duration [18], ant colony optimization [19], sum of delivery predictability [20], weighted sum of battery
power, location, popularity, buffer size and delivery predictability [21], hop count [22], distance [23],
the community mobility model [24], multiple probability [25], and the average distance and time [26]
are used to decide a message forwarding. We classify the related works on extended PRoPHET
protocols, depending on whether delivery predictability is modified using context-additional context
information or whether additional metrics are used for the forwarding decision without modifying
delivery predictability, as shown in Figure 3.
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3. Proposed Protocol

In the proposed protocol, if any node receives a message from another node, the value of the
delivery predictability of the receiving node to the destination node for the message is managed as
preP in this paper. Then, when two nodes contact, a node with a message to send checks if the delivery
predictability of the other node is higher than both the delivery predictability and the previous delivery
predictability of the sending node, the message is forwarded. Otherwise, the message is not forwarded.
By doing this, we introduce more restrictions on forwarding in our proposed protocol than the basic
PRoPHET protocol and, thus, avoid the excessive forwarding of messages efficiently. In the proposed
protocol, if a message has not been forwarded yet from a node which generated the message originally,
message forwarding is carried out if the delivery predictability of the receiving node is higher than that
of the sending node. This is because we need to promote message dissemination when the message is
just generated and since the preP of the sending node is not defined in this case, we need to forward a
message based on the basic GRTR strategy of the PRoPHET protocol.

Figure 4 shows examples of forwarding in the proposed protocol compared with that of the
PRoPHET protocol with the GRTR strategy. In Figure 4a, which shows the operation of the PRoPHET
protocol with GRTR strategy, node S forwards messages M1, M2, and M3 to contact node B, and node
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B forwards message M5 to node S at T = t0 based on the comparison of the delivery predictabilities
of node S and node B. We assume a situation that the buffer of node B becomes full when it receives
messages M1, M2, and M3. At T = t1, when node B contacts node C, node C forwards message M6
and one message is dropped due to a buffer overflow. Node B forwards messages M1 and M3 to node
C. At T = t2, node C contacts node E and forwards messages M1, M6, and M7 to node E and receives
messages M8 and M9. At this time, the buffer of node C overflows and one message is dropped.
Additionally, the buffer of node B becomes full.
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In Figure 4b, node S forwards messages M2 and M3 and does not forward message M1, contrary
to the case in Figure 4a since the preP of message M1 of node S is higher than the delivery predictability
of node B at T = t0. Node B does not forward message M5 to node S. At T = t1, node B forwards
message M3 to node C and receives message M7 from node C by comparing the delivery predictability
and the preP values. Node C forwards messages M6 and M7 to node E and receives message M9 from
node E at T = t2. We note that message dissemination is efficiently restricted in the proposed protocol
and no message drop occurs in the considered forwarding scenario, contrary to the PRoPHET protocol
with the GRTR strategy, and this results in an overall performance enhancement.
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Figure 5 shows the flowchart of the proposed protocol. When two nodes A and B contact,
they firstly exchange summary vectors which include information of the messages they have in their
buffer and all the delivery predictability values of each node to all other previously contacted nodes.
We note that the values of preP are not exchanged during contact. Then node A chooses a message
which does not exist in node B. If the destination of the message in node A is node B, it is delivered to
node B. Otherwise, node A compares the delivery predictability of itself with that of node B. If P(A,D)
is larger than P(B,D), the message is not forwarded to node B. If P(A,D) is not larger than P(B,D), node
A checks if preP(A,D) exists. We note that if the message is generated in node A originally and has
not been forwarded to another node before, that is, preP(A,D) does not exist. If preP(A,D) does not
exist, the message is forwarded to node B since P(A,D) is not larger than P(B,D). If preP(A,D) exists,
the value of P(B,D) is compared with that of preP(A,D). If P(B,D) is larger than preP(A,D), the message
is forwarded to node B, and preP(B,D) is set as P(B,D). Otherwise, the message is not forwarded. If the
considered message is not the last message, the same procedure applies to the remaining messages.
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Figure 6 shows an example of the message delivery of the proposed protocol. Node A and node B
have the table for the message list as well as the delivery predictability and preP of the other nodes.
For example, in Figure 6, node A has messages M1, M2, M3, and M4. Delivery predictability for nodes
B, C, D, E, and F are stored but preP is stored only for nodes C, D, and E, since we assume that node A
has not exchanged message with node B and F yet. Additionally, node B has messages M5, M6, and M7.
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Delivery predictability for nodes A, C, D, E, and F are stored but the preP information is stored only
for C, D, E, and F. As shown in Figure 6b, after contact, message M1 is not forwarded to node B since
the delivery predictability of node B is not higher than node A. Message M2 is forwarded to node B
since the current delivery predictability and preP for node D, which is the destination node of message
M2, are higher than those of node A. M3 is delivered to node B since the destination node of M3 is
node B and the information of preP and delivery predictability for node B of node A are updated.
Message M4 is forwarded to node B with a rationale similar to the message M2. Only message M7 of
node B is forwarded to node A since node A has a higher delivery predictability and preP.
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4. Performance Analysis

In this section, we analyze the performance of the proposed protocol using an opportunistic
network environment (ONE) simulator developed by Helsinki University [27,28]. Then, we compare
the performance of the proposed protocol with the PRoPHET protocol with the GRTR strategy,
the PRoPHET protocol with the GRTR+ strategy, the PRoPHET protocol with the GTMX strategy,
and the modified HESnW [25] protocol, with a confidence interval of 95%. The modified HESnW
is selected as a comparing protocol since it is one of the latest protocols using the contact history
information of a mobile node. In the modified HESnW protocol, which is called HEPRoPHET hereafter,
we applied the concept of multiple probability of HESnW to the forwarding decision of PRoPHET
protocol. In HEPRoPHET, a message is forwarded to another node either if the node has a higher
delivery predictability or if the node’s multiple probability is higher than the delivery predictability
of the sending node when the deliver predictability of the node has a higher than transfer threshold.
The performance of the proposed protocol is compared with the PRoPHET protocol with GRTR,
PRoPHET with GRTR+, PRoPHET with GTMX, and HEPRoPHET in terms of delivery ratio, overhead
ratio, and delivery latency, defined as follows:

delivery ratio =
number of delivered messages
number of created messages

(4)

overhead ratio =
number of relayed messages− number of delivered messages

number of delivered messages
(5)

delivery latency =
sum of delivered messages′ delay

number of delivered messages
(6)

We assume the parameter values for simulation as listed in Table 1, where U[x, y] denotes a
uniform distribution between x and y. We also note that we randomly generate a source node and a
destination node for a message out of the total 126 nodes.

Figures 7–9 show the delivery ratio, overhead ratio, overhead ratio, and delivery latency for
varying the buffer size of the pedestrian and car from 10 Mbytes to 90 Mbytes, where the buffer size of
the trams is 10 times that of the varying buffer size of the pedestrian and car. In Figure 7, delivery ratios
of all the compared protocols increase as the value of buffer size increases, because more messages can
be accommodated in the buffer and thus the dropped messages decrease. Therefore, more messages
can be delivered to the destination node successfully without being dropped during delivery due to
the overflow of the buffer. The proposed protocol has the highest delivery ratio for all the considered
buffer sizes since the proposed protocol efficiently restricts message forwarding by considering preP
and, thus, the delivery ratio is the highest.

Figure 8 shows the overhead ratio for different buffer sizes. Overhead ratios of all the protocols
decrease as the value of the buffer size increases since the delivery ratio increases as the buffer size
increases for all the protocols and, thus, the overhead ratio decreases as can be seen in Equation (5).
We note that the effect of the increased relayed messages is minor since the number of generated
messages is fixed. The overhead ratio of the proposed protocol is the smallest out of all the considered
protocols since the proposed protocol restricts the forwarded messages efficiently and has a smaller
number of forwarded messages. It also has a higher delivery ratio.
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Table 1. The simulation parameter values.

Parameter Value

Area size (m2) 4500 × 3400 [25,29]

Number of rngSeeds 5

Router PRoPHET Router

Pencounter 0.75 [30]

γ 0.98 [30]

∆ 0

β 0.25 [30]

NFmax 5

Pmax (initial value) 0

Movement model pedestrian, car: Shortest Path Map Based Movement [25]
tram: Map Route Movement [25]

Speed (m/s)
pedestrian: U[0.5, 1.5] [25]

car: U[2.7, 13.9]
tram: U[7, 10]

Number of total nodes 126 (default)

Number of pedestrian 80 (default)

Number of cars 40 (default)

Number of trams 6 (default)

Simulation time (s) 216,000

Transmission range (m) pedestrian, car: 10 (interface1) (default) [19]
tram: 10 (interface1), 1000 (interface2) (default) [19]

Packet transmission speed 250 Kbyte/s [19]

Buffer size (MBytes) pedestrian, car: 50 (default)
tram: 500 (default)

Message interval (s) U[25 s, 35 s]

Message size (Bytes) U[500 k~1 M] [30]
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Figure 9 shows the delivery latency for different buffer sizes. The delivery latencies of all
the considered protocols increase as the value of the buffer size increases since more messages are
accommodated in the buffer of nodes and, thus, longer latencies are required to deliver messages to the
final destination nodes, given a limited contact duration between nodes. The proposed protocol has
the smallest delivery latency since the proposed protocol restricts the forwarded messages efficiently
and, thus, has a smaller number of messages in the buffer, which results in a faster message delivery to
the final destination nodes.
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Figures 10–12 show the delivery ratio, overhead ratio, and delivery latency for varying the
message generation intervals varying from U[5 s, 15 s] to U[45 s, 55 s], when the buffer sizes of the
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pedestrian and car are 50 Mbytes and the buffer size of tram is 500 Mbytes. In Figure 10, delivery ratios
of all the compared protocols increase as the value of message generation interval increases because
fewer messages are generated when the message generation interval increases and more messages
can be delivered to the destination node successfully without being dropped during delivery due to
the overflow of the buffer. The proposed protocol has the highest delivery ratio for all the considered
buffer sizes since the proposed protocol efficiently restricts message forwarding by considering preP
and, thus, the delivery ratio is the highest.
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Figure 11 shows the overhead ratio. Overhead ratios of all the protocols increase as the message
generation interval increases. This is because the effect of the decreased delivered messages when
the message generation interval is high in Equation (5) is more dominant than that of the decreased
relayed messages. The overhead ratio of the proposed protocol is the smallest out of all the considered
protocols since the proposed protocol restricts the forwarded messages efficiently, has a smaller number
of forwarded messages, and also has a higher delivery ratio.

Figure 12 shows the delivery latency. The delivery latencies of all the protocols decrease as
message generation interval increases since higher message generation interval results in fewer
messages in the buffer and thus the chance of forwarding of a message during a short contact duration
is larger for a fixed buffer size. The proposed protocol has the smallest delivery latency since the
proposed protocol restricts the forwarded messages efficiently and, thus, has a smaller number of
messages in the buffer, which results in a faster message delivery to the final destination nodes.

Figures 13–15 show the delivery ratio, overhead ratio, and delivery latency, for varying the
number of trams from 3 to 27, where the number of pedestrians is 80 and the number of cars is 40,
which are the default values in the ONE simulator. In Figure 13, the delivery ratios of all the protocols
increase as the number of trams increases since trams carry more messages with a large enough buffer
size and, thus, more messages can be delivered successfully for a larger number of trams. We note
that the proposed protocol has the highest delivery ratio for all the considered buffer sizes since the
proposed protocol efficiently restricts message forwarding by considering preP and, thus, the delivery
ratio is the highest.

Figure 14 shows the overhead ratio. Overhead ratios of all the protocols increase as the number of
trams increases since more messages are relayed due to more message forwarders. The overhead ratio
of the proposed protocol is the smallest out of all the considered protocols, since the proposed protocol
restricts forwarded messages efficiently and has a smaller number of forwarded messages and also has
a lower overhead ratio.
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Figure 15 shows the delivery latency. Delivery latencies of all the protocols decrease as the number
of nodes increases since messages can be forwarded quickly with the help of more message forwarders,
and delivered to destination nodes more quickly. The proposed protocol has the smallest delivery
latency since the proposed protocol restricts the forwarded messages efficiently, and thus, has a smaller
number of messages in the buffer, which results in a faster message delivery to final destination nodes.
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Figures 16–18 show the delivery ratio, overhead ratio, and delivery latency for varying the number
of pedestrians from 40 to 360, where the number of trams is 6 and the number of cars is 40, which are
the default values in the ONE simulator. In Figure 16, the delivery ratio of the proposed protocol
increases as the number of nodes increases from 40 to 80 since more pedestrians can act as message
forwarders and more messages can be delivered successfully. However, the delivery ratio of the
proposed protocol slightly decreases when the number of nodes is higher than 80 since the effect
of more message forwarding and the resulting message drop due to buffer overflow restricts the
successful message delivery since the buffer size of the pedestrian is not sufficient. The delivery ratios
of other protocols decrease significantly due to more message dropping in the buffer. We note that the
proposed protocol has the highest delivery ratio for all the considered buffer sizes since the proposed
protocol efficiently restricts message forwarding by considering preP and, thus, the delivery ratio is
the highest.

Figure 17 shows the overhead ratio. Overhead ratios of all the protocols increase as the number
of nodes increases since more messages are relayed due to more message forwarders and the
rate of increase is more significant as the number of pedestrians is higher because the number of
delivered messages decreases for a high number of pedestrians. The overhead ratio of the proposed
protocol has the smallest out of all the considered protocols since the proposed protocol restricts the
forwarded messages efficiently and has a smaller number of forwarded messages, and also has a
higher delivery ratio.

Figure 18 shows the delivery latency. Delivery latencies of all the protocols decrease as the number
of pedestrians increases since messages can be forwarded quickly with the help of more message
forwarders and delivered to destination nodes more quickly. The proposed protocol has the smallest
delivery latency since the proposed protocol restricts the forwarded messages efficiently and, thus, has
a smaller number of messages in the buffer, which results in the faster message delivery to the final
destination nodes.
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Figures 19–21 show the delivery ratio, overhead ratio, and delivery latency for varying the
number of cars from 40 to 360, where the number of trams is 6 and the number of pedestrians is 80,
which is the default setting in the ONE simulator. In Figure 19, the delivery ratio of the proposed
protocol increases as the number of nodes increases from 40 to 120 since more cars can act as message
forwarders and more messages can be delivered successfully. However, the delivery ratio of the
proposed protocol slightly decreases when the number of nodes is higher than 120 since the effect of
more message forwarding and the resulting message drop due to buffer overflow restricts successful
message delivery since the buffer size of the car is not sufficient. The delivery ratios of other protocols
decrease significantly due to more messages dropping in the buffer. We note that the proposed protocol
has the highest delivery ratio for all the considered buffer sizes since the proposed protocol efficiently
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restricts message forwarding by considering preP and, thus, the delivery ratio is the highest. The shape
of delivery ratios of all the protocols is similar to that of Figure 16, instead of that of Figure 14, since the
buffer size of the car is the same as that of the pedestrian, which is significantly smaller than that of
the tram.
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Figure 21. The delivery latency for different numbers of cars.

Figure 20 shows the overhead ratio. Overhead ratios of all the protocols increase as the number
of nodes increases since more messages are relayed due to more message forwarders and the rate of
increase is more significant as the number of cars is higher because the number of delivered messages
decreases for a high number of cars. The overhead ratio of the proposed protocol has the smallest out
of all the considered protocols since the proposed protocol restricts the forwarded messages efficiently
and has a smaller number of forwarded messages and also has a higher delivery ratio.

Figure 21 shows the delivery latency. Delivery latencies of all the protocols decrease as the
number of cars increases since messages can be forwarded quickly with the help of more message
forwarders and delivered to destination nodes more quickly. The proposed protocol has the smallest
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delivery latency since the proposed protocol restricts forwarded messages efficiently, and thus, has
a smaller number of messages in the buffer, which results in a faster message delivery to the final
destination nodes.

5. Conclusions

In this paper, we proposed an efficient opportunistic routing protocol using delivery predictability
and preP. We analyzed the performance of the proposed protocol using the ONE simulator and
compared with that of other comparing protocols for varying environments. Performance analyses
showed that the proposed protocol performs better than the PRoPHET protocol with GRTR strategy,
PRoPHET protocol with GRTR+ strategy, PRoPHET protocol with GTMX strategy, and HEPRoPHET,
in terms of the delivery ratio, overhead ratio, and delivery latency for varying buffer sizes, message
generation intervals, and number of nodes by efficiently restricting the forwarded messages.
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