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Abstract: In order to improve the efficiency and effectiveness of Emergency Rooms (ER), it is important to provide answers to frequently-posed questions regarding all relevant processes executed therein. Process mining provides different techniques and tools that help to obtain insights into the analyzed processes and help to answer these questions. However, ER experts require certain guidelines in order to carry out process mining effectively. This article proposes a number of solutions, including a classification of the frequently-posed questions about ER processes, a data reference model to guide the extraction of data from the information systems that support these processes and a question-driven methodology specific for ER. The applicability of the latter is illustrated by means of a case study of an ER service in Chile, in which ER experts were able to obtain a better understanding of how they were dealing with episodes related to specific pathologies, triage severity and patient discharge destinations.
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1. Introduction

The Emergency Room (ER) has become one of the most significant first-contact points with the healthcare system [1]. ER must provide the required services to screen, examine and provide care to patients in the most effective way. This has led to increased efforts to improve the service levels, to reduce overcrowding and to provide prompt and efficient care [2]. With these efforts comes a series of questions about what is the best way to make this happen, especially about how to improve ER processes. Based on the knowledge and use of historical information related to process execution within ER, it is possible to provide answers to a number of questions frequently posed by experts in the field. Examples of frequently-posed questions in the ER field include: What exactly generates the bottlenecks that lead to increased waiting times? What do cases in which patients have to endure long waiting times have in common? Are patients being attended to in line with established protocols? Why are there delays in the hospitalization of patients? In the past, multiple techniques have been used in...
order to provide answers to such questions, as well as to obtain further knowledge about ER processes, such as business process redesign [3], evidence-based medicine [4,5] and lean [6], among others.

Our approach centers on the use of process mining as the main component for responding to the questions posed by the experts. Process mining is a relatively young research discipline that focuses on extracting knowledge from data generated and stored in the databases of (corporate) information systems; in this case, the Hospital Information Systems (HIS). In turn, process execution data are extracted as event logs. An event log can be viewed as a set of traces (also known as cases, or in the emergency room, episodes), each containing all of the activities executed for a particular process instance. Process mining has been applied to Healthcare (HC) in the past, giving rise to a number of significant advantages [7]. For example, it helps to identify and to understand which process is followed in a specific medical procedure (e.g., during surgery [8,9], cardiovascular disease management [10] or during the treatment of cancer patients [11]); it helps to clarify the social relationships between the actors involved in the process (e.g., task delegation or collaboration patterns [12]); and it enables experts to verify levels of compliance with internal or external guidelines [13]. However, since process mining is an emerging discipline, there are still a number of limitations to its application, including the limited implementation of HIS that are process aware and that record event logs, as well as the difficulties involved in data extraction, the limited interpretation of data to respond to questions frequently posed by experts, the lack of methods for responding to the questions and the high dependence of experts on the process mining discipline, among others [7].

Previously, data from ER have been used to conduct three case studies that involve the application of process mining [14–16]. The case studies have provided information regarding the flow of executed activities (e.g., triage and examinations carried out), the relationships between available resources and the identification of opportunities to reduce waiting times for treatment.

In the first case study, undertaken in Portugal [14], a methodology was proposed, through the use of clustering techniques, to help generate simple process models. The models provide insight into the control flow of healthcare processes, their performance and their adherence to institutional guidelines. The methodology provides a series of steps, which should be followed. However, the methodology is not specific for ER, it depends on clustering techniques, and it fails to provide solutions to ER data management. Furthermore, its implementation relates to a suite that is specific to the needs of the particular hospital in which the study was conducted.

The second case was an exploratory study undertaken using data from ER processes from four hospitals in Australia [15]. It identified the process from each respective hospital and subsequently compared the results, highlighting the areas in which processes were executed differently. As part of this comparative study, the steps followed for the creation of the event logs used were described. However, it failed to generate either a detailed method or one specific for ER that might be reused in other medical centers. Both cases illustrate the problems in dealing with complex and interlaced process models, called spaghetti models, and the need to work closely with experts from both the medical and process mining fields.

The third case [16] refers to a study into the process of pediatric patients with asthma attended to in ER, using a visualization tool developed in a hospital in the United States. This case study identified the process model followed for attending to patients. However, it failed to specify a formal method with which to conduct the study, and it does not detail how the method might be replicated in other areas of ER.

As a result of the literature review conducted [7] and previously undertaken case studies, the need to resolve four important requirements has been identified. First, a methodology based on process mining that provides answers to questions frequently posed by ER experts is needed. An ER expert is a professional that works in ER and has knowledge about how ER processes are performed; some roles that are usually included in this group are physicians, nurses, technicians and administrative resources, among others. Previous case studies have merely defined mechanisms for obtaining simple process models, leaving the inclusion of ER experts in the field as work to be conducted in the future.
Second, data reference models that represent the data from ER processes are required in order to ensure that data are stored in a structured manner. Such models need to be process-aware and able to facilitate the creation of event logs. Third, there is a need to reduce the spaghetti effect when discovering ER process models, through the use of a methodology that is driven by specific ER questions. Finally, the fourth is the need to establish methods to apply process mining and data analysis techniques in flexible environments, such as the emergency room.

To fulfill these four requirements a methodology is proposed. This methodology uses both process mining and data analysis techniques, to provide answers to the questions frequently posed by experts, using the data stored in a process-oriented data reference model. The methodology will provide the guide, the data reference model will provide the data structures, and the frequently posed questions will help reduce the spaghetti effect.

ER processes are intrinsically flexible, since they must adapt to the particular characteristics of each patient. This flexible nature is evidenced through the presence of typical and atypical behavior in the ER [17]. However, there have been attempts to establish certain guidelines on how to treat patients, for example by creating guidelines to address specific diagnoses [18]. Our methodology deals with the flexible nature of the ER processes by identifying Frequently-Posed Questions (FPQs) that will guide the different stages of the methodology: which data must be extracted, the data model to be used, the building of the event log and the analysis to be performed. Moreover, episode filtering will help to reduce the event logs to only include the behavior that is desired to be studied for each FPQ.

The structure of the article is as follows: Section 2 defines the questions frequently posed by experts in ER. Section 3 describes the proposed methodology and the proposed data reference models. Section 4 describes a case study in which the methodology has been put into practice. Section 5 provides a discussion of the results obtained, and the article culminates with the conclusions and future work of the authors in Section 6.

2. Frequently-Posed Questions

Prior to explaining the aforementioned methodology and data reference models, it is necessary to identify the type of questions posed by ER experts regarding the relevant processes. Accordingly, two types of frequently-posed questions can be identified (Figure 1): first, general questions that are established in a generic manner for the executed process; and second, episode-oriented questions that are based on specific ER characteristics and the executed activities.

![Figure 1. Frequently-posed questions for ER (Emergency Rooms).]
We have established the general questions in a previous research work [7], based on the experience of ER experts. The general questions involve understanding how patients are attended to, what activities are executed, how long it takes to attend to patients in accordance with the severity of their particular needs, how resources interact and levels of compliance with associated protocols and standards [19,20]. Many of the questions fit directly with different generic approaches that recommend process mining. The approaches relate to process discovery, conformance checking, performance analysis and organizational analysis, as defined in the process mining literature [19]. Process discovery is directly related to describing the control flow in which process activities are performed by means of a process model. Diverse algorithms, such as heuristic miner or genetic miner, can be used to create a process model from an event log. An example of this type of question is as follows: What is the process (or how are the activities executed) for treating patients with different diagnoses, for example patients with appendicitis or pneumonia? Conformance checking is based on comparing a process model with an event log to verify whether the process is executed in accordance with that model. An example of this type of question is as follows: Are internal protocols being followed in the care provided in the ER? Performance analysis is based on the analysis of the execution times of specific activities, subprocesses or the complete process. An example of this type of question is as follows: What are the activities that increase the episode duration in the ER for patients over 60 years? Finally, organizational analysis is based on discovering the relationships between the resources that execute the tasks included in the event log, by means of social analysis metrics (e.g., “handover of work” or “doing similar tasks”). An example of this type of question is as follows: What is the type of interaction between doctors and nurses during patient care in the emergency room?

The episode-oriented questions are based on certain clinical characteristics or data obtained when executing the process activities that are specific to ER, for example the color of the triage or the discharge destination of a patient. The questions were obtained from gauging the genuine needs of the ER experts regarding their processes, by means of interviews, literature reviews and the personal ER experience of one of the authors of this article. Three different types have been established, which can be extended to include additional data and activities in order to broaden the analysis, as well as the possible combinations thereof: triage-driven questions, stay duration-driven questions and patient discharge-driven questions.

The triage-driven questions are based on the concept of triage, which relates to the process of evaluating patients arriving at ER in order to prioritize attention in accordance with the urgency of their needs and the services required [2]. There are a number of defined systems that establish color-coded classifications according to the needs of the patient, e.g., the Manchester triage system [21]. The Manchester triage system is a five category triage system based on expert knowledge. It helps the classification of patients according to five different colors (red, orange, yellow, green and blue), regarding the severity of the episode and the immediate need of attention; red being the most severe cases and blue being the least [21]. Generally, this task is executed by a nurse. It involves gaining an understanding of the needs of the patient and assigning them a color in line with the severity of their condition, for example red for patients in a critical state. Questions relating to this type are those for which the expert requires information regarding certain types of cases, for example: What process is executed for patients who are triaged green? What are the key activities executed for specific diagnoses in which the majority of patients are triaged orange?

The stay duration-oriented questions are based on the time in which the activities are executed for each case. The stay duration of a patient is the total time in which they are attended in the ER. This value might be denoted in units of time, for example two or four hours, or by means of categories according to a short stay (e.g., episodes of less than six hours) or a long stay (e.g., episodes longer than six hours). The duration values for the questions are established by the expert according to their questions. Examples of the questions include: What are the characteristics of episodes that last less than three hours? What is the process executed for attending to long-stay patients?
The ER patient discharge-driven questions are based on the destination of the patient after leaving ER, e.g., if they are formally admitted to the hospital or discharged home. The options can vary according to the characteristics and circumstances of the medical center, for example the ER may not be located in the patient’s preferred hospital, resulting in a request to be moved. In our analysis, the term ‘inpatient’ will be used to refer to a patient admitted to the hospital following a discharge from ER, whereas ‘outpatient’ will be used to refer to an ER patient who was sent home. Examples of questions include: What are the clinical characteristics and activities executed during the episodes in which patients are hospitalized? What process is followed for attending to patients that are discharged and sent home?

In addition, compound questions can be detected from several characteristics of the episodes, combining triage, stay duration and patient discharge. For example: What activities are undertaken for patients who are triaged green, have a long stay in ER and whose final destination is to be admitted to the hospital? What characterizes the process followed by short-stay patients, who are triaged yellow or green, and sent home? What process is followed by long-stay patients who are triaged orange? Are there cases in which a patient who is triaged red is sent home? Furthermore, there are additional medical and demographic data that can be used to identify new categories of questions according to the analysis required in ER. For example, other categories may include different types of diagnoses, the resources involved, the physical infrastructure and the age and gender of the patients.

In addition to conducting an analysis led by each of the categories separately, they can be combined to obtain more specific and in-depth results, according to the requirements of the frequently-posed question. For example, those that attempt to describe the process (process discovery) that relate to red or orange category episodes (triage-driven questions) or those that require verification regarding whether they comply with existing regulations or protocols (conformance checking) in long-stay episodes (stay duration oriented questions). As the level of specificity of the question increases, the required level of combination between the categories also increases in order to produce the correct answer. Understanding the frequently-posed questions and their categories can help to produce both a data extraction guide and a methodology for the application of data and process analysis.

3. Methods

This section outlines a proposal for a data reference model for ER and its accompanying methodology. In conjunction, they provide the necessary tools to guide the search for answers to the frequently-posed questions by ER experts. The proposed methodology is evaluated in a case study in Section 4.

3.1. Data Reference Model for ER

This section provides information on how to build a data model, in order to apply process mining techniques to answer FPQs. First the data sources are discussed, followed by the definition of a data model for ER data.

3.1.1. Data Sources

Data from ER processes are stored in Hospital Information Systems (HIS), i.e., information systems designed to manage all aspects of a hospital’s operation, including its medical, administrative, financial and legal issues, and the corresponding processing of services. As in general healthcare, the architecture of HIS in ER can be as follows: integrated [14], in which all data are in the same system; distributed [22], in which a specific system provides support for episodes; and the remaining data, such as medication data or medical staff data, are stored on different systems; or any intermediate point between the two extreme cases. Data extraction is challenging because the systems have heterogeneous architectures, including legacy systems developed ad hoc for the needs of each particular hospital. The disadvantage of the systems and repositories is that, despite them being able to store large quantities of data, they are not geared towards recording information regarding processes, which in turn, results in great
difficulty when analyzing hospital processes. Accordingly and based on the concept of integrated HIS, we propose a data reference model that allows data to be stored and used for analysis on the process perspective.

3.1.2. Data Reference Model

Data reference models are common across a wide range of areas [23]. For example, in [20,23], the authors propose a general model for HC. However, a model for ER has not yet been proposed. The ER model proposed in this section, as shown in Figure 2, extends the aforementioned HC model, including specific dimensions of ER, such as consultation rooms (boxes) or triage, obtained from the analysis of previous ER case studies and information provided by ER experts. The data model proposed for ER is a model that specifies the data structures and their relationships for representing ER episodes. The data types included in the proposed data reference model were defined or identified from the original HC model and from the HIS studied during the case study. The model does not aim to fit any specific system, but rather to provide a framework that represents, in a generic manner, the data extracted from any ER system.

The proposed data reference model is designed to contain all of the data required to answer any FPQs about ER processes using data mining and process mining techniques. However, not all data are necessary for all questions. In fact, having all data is unusual in real scenarios. Therefore, at the moment of creating the actual data model, we should try to include as much information available as possible, according to the reference data model, but we must be aware that not all data will be available. Then, at the moment of addressing one of the FPQs, we should check whether the available data are sufficient to answer the question.

The data reference model consists of 15 data types used in ER linked by an episode ID. The episode ID is an identification number unique for each episode, in which each episode may be linked to the following: only one patient, one or more payments and zero or more values in the remaining data types. It should be noted that this model can be extended with additional data, which is not included herein, according to the specific characteristics of each ER.

The proposed data reference model retains certain data structures, extends others and adds new ones that are specific to ER. It retains the data structures for payment, patient, referral and radiology, since they already relate to activities generally carried out in all medical centers. It extends the data structures for transportation, internal medication, external medication and facility or building, including additional information, such as the status of a particular transportation, the active ingredient for a medication or information about each consultation room (box) of the ER facility. Finally, the model includes new general structures for all hospital facilities, as well as ones specific to ER. The new structures relate to vital signs, responsibility transfer, detailed professional activity, allergy, diagnosis, triage and ER discharge. Of the included dimensions, those specific to ER are the following: data from the consultation room (box) that form part of the facilities or buildings, triage data and data from the final ER discharge.
Figure 2. Proposed data reference model for ER.
3.2. New Methodology

This section proposes a methodology based on process mining to analyze ER processes. The methodology is based on the guidelines for process mining projects proposed in [19] and has adapted them to be question driven.

The proposed methodology deals with the flexible nature of ER processes as follows:

- FPQs are established. For each of them, it is possible to identify from the beginning the data in which the analysis should be focused.
- From these data, an event log is extracted that includes only the information required for the analysis of the selected FPQ.
- A list of ad hoc methods is provided to address each FPQ.
- The process can be decomposed into subprocesses, and episodes can be clustered in groups that can be analyzed independently, allowing more comprehensible models to be obtained.
- Moreover, process mining provides a set of tools to deal with unstructured processes: trace clustering gathers episodes into similar groups; identifying more frequent variants of how the process can be performed; and the ability of process mining algorithms, such as fuzzy miner or the one used by Disco, to ignore less frequent behaviors [19].

The proposed methodology is intended to guide a team formed by a domain expert and a process mining expert, so that they have a clear roadmap of how to apply process mining to analysis ER processes. The domain expert contributes with his/her knowledge about and insights about how ER processes are performed. The process mining expert contributes with his/her understanding of how to use the process mining techniques and how to correctly interpret their results.

The methodology consists of six stages (as shown in Figure 3), as follows: (1) extracting data from HIS; (2) creating an event log (main input for process mining techniques) based on the FPQ; (3) filtering the log for any given clinical context; (4) applying data analysis; (5) applying process mining (PM) techniques; and (6) analyzing the results with the experts. Each of the stages is explained below:

Stage 1. Data extraction:

The first stage is to identify the data, extract it from the sources, build a data model, check the presence of timestamps, name the events or activities, create any specific fields and verify the quality of the extracted data. Table 1 sums up the main activities of this stage and provides a series of guidelines to be considered during this stage.

Activity 1.1. Identify available data in HIS and build the data model:

The data may be centralized in a single HIS or distributed across different information systems. A data model should be constructed, based on the reference model proposed in Section 3.1.2, while always identifying each episode with a unique episode ID. Storing data based on a data reference model facilitates data extraction and the use thereof when answering the questions of the experts. It is important at this point to bear in mind a number of challenges when constructing the data reference model, as the quality of the data is not usually optimal, and actions are required as a result.
Table 1. Guidelines for the data extraction stage. HIS, Hospital Information System.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
<th>Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1: Identify available data in HIS and build the data model</td>
<td>Have access to the correct data from the direct sources, them being HIS or legacy systems.</td>
<td>- Make sure you have permissions and access granted to them directly or through the data owner. - Identify if data are missing in the data sources, and check if it is feasible to execute the analysis (e.g., timestamps are the minimum required data). - The available data model should contain as many dimensions and attributes of the data reference model as possible. - It should have as much detail granularity as possible.</td>
</tr>
<tr>
<td>1.2: Ensure availability of a timestamp for each event</td>
<td>Check that for each event or activity included in the data model, a correct timestamp is included.</td>
<td>- If different levels of accuracy are present, the highest one present in all of the data is recommended, just to have the same level across all of the examined data. - If some data do not have a timestamp, they cannot be used for the analysis.</td>
</tr>
<tr>
<td>1.3: Name events</td>
<td>In case any activity or event does not have an appropriate name, one should be assigned to it.</td>
<td>- Use meaningful names for the ER experts, such as “record vital signs”.</td>
</tr>
<tr>
<td>1.4: Create specific-fields</td>
<td>Create specific-fields based on the required needs.</td>
<td>- It is advisable to group activities into subprocesses (e.g., group the triage activities in one subprocess, when our focus is the rest of the process). - It might also be useful to split activities into sub-activities (e.g., the professional activities could be split according to the role, for example professional activities, such as “physician professional activities” or “nurse professional activities”).</td>
</tr>
<tr>
<td>1.5: Verify data quality</td>
<td>Further general issues have been identified from the literature review that must be tackled when generating an event log for process mining purposes in healthcare.</td>
<td>- Check lack of data, incorrect data or the inaccuracy and irrelevance of data. - Check in more detail all of the significant challenges previously found in the literature [20,24,25].</td>
</tr>
</tbody>
</table>

Activity 1.2. Ensure the availability of a timestamp for each event:

The first challenge is to ensure that a timestamp is present for each event of an episode. Each timestamp shows the moment in which a relevant event takes place. In addition to verifying
the presence of a timestamp, the granularity of the timestamp must also be checked, since some
timestamps have a high degree of accuracy (e.g., with a precision up to seconds), whereas others have
a low level of accuracy (e.g., with a precision up to hours). As a result, it is necessary to decide the
desired level in order to conduct the analysis. Ideally, the timestamp with the highest level of accuracy
will be used. If different levels of accuracy are present, the highest one present in all of the data is
recommended, just to have the same level across all of the examined data. If some data do not have
a timestamp, they cannot be used for the analysis. Check that for each event or activity included in
the data model, a correct timestamp is included. This will allow the use of the event or activity in the
desired analysis.

Activity 1.3. Name events:

The second challenge is to decide the explicit name used to identify each of the activities included
in the event log. In the reference models, data structures are identified for each of the activities
undertaken. However, at the precise moment of creating the event log, it is necessary to define
a particular name for each of them, in case they do not have one already established. For example,
if we decide to include the events outlined in the vital signs data structure, each event must have
a particular name, such as “record vital signs” or “taking vital signs”. In case any activity or event does
not have an appropriate name, one should be assigned to it. The name should be establish according
to the knowledge of the domain and taking into consideration the ER expert.

Activity 1.4. Create specific-fields:

Create specific fields based on the required needs. According to the available data and their level
of granularity, we can build specific fields to help us through the analysis. This may involve grouping
activities into subprocesses or splitting activities into more specific ones, in order to obtain more details
of the process. This can be done manually or automatically according to the information provided by
the domain expert. Specific fields may be significant for a specific analysis, but not for another, so this
task may not apply to all FPQ.

Activity 1.5. Verify data quality:

In addition to the explained challenges, further general issues have been identified from the
literature review that must be tackled when generating an event log for process mining purposes
in healthcare.

Some of the most significant ones that should be studied and considered are:

1. The definition of 11 patterns that describe the event log quality issues, such as incorrect inputs
from UI forms, incorrect time stamps, incorrect format of the data, missing episode IDs related
to the characteristics, missing events or activities, repeated events, and others. They should
be considered when extracting, building a data reference model and generating an event log.
More details can be found in [24].

2. The identification of 27 quality issues regarding the quality of the event log, classified into
4 categories, including process characteristics (amount of data, different types of traces and event
granularity) and the quality of the event log (missing, imprecise, incorrect and irrelevant data).
The details of the 27 quality issues are described in [20,25].

If the data contain incorrect or inaccurate values, they should be verified and checked with the
HIS data owners to see if they are useful or not. If the data can be fixed by the experts to obtain the
correct values, they still can be used. In case this is not reliable, the data should not be included in
the analysis. It is important to overcome these challenges in the first stage, since it is in this stage that
the data model is constructed. This model will facilitate data extraction and filtering processes for the
subsequent stage of creating the event log.
Stage 2. Event log creation:

The event log creation stage considers the FPQ, establishes a specific data model and builds an event log to use in the following stages. Table 2 sums up the main activities of this stage and provides a series of guidelines to be considered during this stage.

Table 2. Guidelines for the event log creation stage. FPQ, Frequently-Posed Question.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
<th>Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1: Identify data required to perform the specific analysis</td>
<td>Identify the FPQ to be answered and identify what data from the general data model will be used.</td>
<td>- Have clarity and a good understanding of the FPQs that are desired to be answered.  - Not all of the data included in the reference model may be required to answer a specific question.</td>
</tr>
<tr>
<td>2.2: Create the event log</td>
<td>Once the data stored in the data model are available, a specific event log must be created each time a question requires a response.</td>
<td>- Establish the format in which the event log will be built.  - Tools such as Excel with comma separated values files can be used, but more specific standards (such as XES) should also be considered.</td>
</tr>
<tr>
<td>2.3: Include specific characteristics for each event or activity</td>
<td>According to the characteristics of the data and the question that requires an answer, certain data types must be included in the event log.</td>
<td>- After the first version of the event log is built, an inspection should be made to assure that not only the minimum data are included, but also the desired characteristics of the episode with correct values.</td>
</tr>
</tbody>
</table>

Activity 2.1. Identify data required to perform the specific analysis:

Identify the FPQ to be answered and identify what data from the general data model will be used. These data must be extracted to a specific data model for the question, where all of the required data are stored and from where the event log will be built. This specific data model may be built in a database for the specific question or just extracted in a temporary way to build the event log. It is expected that this specific data model may be used for several similar questions, but in the long term will be changing according to questions that are addressed.

Activity 2.2. Create the event log:

Once the data stored in the specific data reference model are available, a specific event log must be created each time a question requires a response. Every event log is guided by the question that requires an answer. Event logs are the input for all process mining techniques and represent the actual execution of a process. An event log is composed of traces (i.e., process instances or episodes in this context), and each trace is represented by the ordered sequence of events that have occurred during the execution of that particular episode. Each event may contain additional information about its execution, such as its performer.

Activity 2.3. Include specific characteristics for each event or activity according to the specific analysis:

According to the characteristics of the data and the question that requires an answer, certain data types must be included in the event log for later use in the discovery or improvement of the process model. For example, in the case of wanting to discover the executed process, it is necessary to have the executed activities and their timestamps for each episode. In the case of wishing to conduct an organizational analysis, information about the health professionals that execute the activities must
be included. In the case of wanting greater detail for certain activities, additional information to complement the activity must be included, for example when the requirement is to understand the characteristics of vital signs, including units of measurement and instruments used. Creating the event log is no trivial task, and it is necessary to undertake the process with due caution in order to include all required information. If such caution is lacking, results may be inaccurate and incorrect, meaning that this stage will have to be revisited at a later moment in order to include all missing data.

**Stage 3. Filtering stage:**

The filtering log stage consists of generating a specific event log for each question based on the filtering capacity of the different tools. It includes doing an analysis of the desired filters and the execution of them.

Once the event log has been created, data can be filtered according to the requirements of the question that requires an answer. This stage enables the event log to be refined in line with detailed characteristics in accordance with the analysis sought, for example establishing ranges of hours or days, clinical characteristics specific to the episodes or patient type. Undertaking this type of filtering is important since it reduces the quantity of episodes in the event log to those that are strictly necessary. This facilitates the application of the techniques and algorithms and the analysis of the data and models obtained. Normally, filters are included in the tools used to apply the process mining methods or techniques. These filter algorithms work by including/excluding episodes from the event log, based on the characteristics or values established in the filtering criteria options [26,27]. Three types of filtering are outlined: basic filtering, clinical domain filtering and question-driven filtering. Table 3 sums up the main activities of this stage and provides a series of guidelines to be considered during this stage.

**Table 3. Guidelines for the filtering stage.**

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
<th>Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1: Basic Filtering</td>
<td>Relates to filters that can be applied to any data characteristic, for example time or location.</td>
<td>- Define which tool is the correct one to execute the filtering. In our case, we propose Disco as a tool with filtering capacities, but additional tools may be considered.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Make sure to have knowledge of the different types of filters that the tools have available. These may include filtering the event log by ranges of dates, filtering by values of the different characteristics or filtering by the execution times of the episodes.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Establish dates, locations and resources or roles to limit the scope of the analysis.</td>
</tr>
<tr>
<td>3.2: Clinical Filtering</td>
<td>Relates to filters that can be applied according to the clinical characteristics of the data.</td>
<td>- For each clinical filter that will be done, the values must be known and verified with the ER experts.</td>
</tr>
<tr>
<td>3.3: Question-Driven Filtering</td>
<td>Relates to the filtering of data according to the characteristics of the question requiring an answer.</td>
<td>- To make sure that no value is forgotten on the question, split the question regarding the specific characteristics included. For example, if the question is “What is the process for female patients with green category triage and breast cancer as a diagnostic?”, a good analysis will identify that filters will be executed regarding the gender, the triage categories and the diagnostic.</td>
</tr>
</tbody>
</table>

**Activity 3.1. Basic filtering:**

Basic filtering relates to filters that can be applied to any data characteristic, for example filtering by date or time (e.g., data between June and August 2015), filtering by location, clinical facilities or
buildings (e.g., only data from the main hospital and not from its branches) and filtering by specific resources (e.g., specialist data or those relating to a specific role), among others.

**Activity 3.2. Clinical filtering:**

Clinical filtering (based on expert knowledge) relates to filters that can be applied according to the clinical characteristics of the data and which help to specify the data used in an improved manner. Examples of this type of filtering are to filter by diagnostic type (e.g., episodes with a diagnosis of bronchitis or appendicitis) or by medication type (e.g., ibuprofen).

**Activity 3.3. Question-driven filtering:**

Question-driven filtering relates to the filtering of data according to the characteristics of the question requiring an answer. If a response is required to a question based on triage values, data must be filtered in line with these values. For example, if the question relates to yellow triaged cases, with a diagnosis of bronchitis and with a final discharge to hospital, data must be filtered according to those particular values.

**Stage 4. Data analysis stage:**

The data analysis stage includes the analysis of data about how the process has been performed, as stored in the different event logs. This stage includes the selection of the data analysis techniques and the corresponding tools and the application of statistical analysis and data mining. Table 4 sums up the main activities of this stage and provides a series of guidelines to be considered during this stage.

### Table 4. Guidelines for the data analysis stage.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
<th>Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1: Select Data Analysis Techniques</td>
<td>Select statistical analysis and data mining techniques and tools.</td>
<td>- It is fundamental at this stage to have knowledge about the different types of analysis, to correctly apply them. Applying incorrect analysis to just obtain good visual models will not necessarily help with answering the frequently posed question correctly.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Not only complex models and techniques are required to provide answers to FPQ; exploratory analysis of the data must be executed first.</td>
</tr>
<tr>
<td>4.2: Statistical Analysis</td>
<td>Used to characterize an event log, identifying the frequency of activities, the distribution of cases over time and variants of process execution, among others.</td>
<td>- Have an understanding of the statistical and descriptive methods to be applied.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Verify access to the required tools.</td>
</tr>
<tr>
<td>4.3: Data Mining Analysis</td>
<td>Discovering different patterns and knowledge on data contained in the event logs.</td>
<td>- Identify the objective to achieve with the data mining techniques. Understanding the objective will provide guidance on which technique and tool to use.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Evaluate previous studies to check their results and see if they are applicable to replicate them.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Make sure to have access, license agreements and the computational resources needed to execute the tools and their included analysis.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Always check for additional libraries with newer techniques added to the tools. This may be an opportunity to apply a new technique to your analysis.</td>
</tr>
</tbody>
</table>
Activity 4.1. Select data analysis techniques:

The data analysis stage includes two possible types of analysis: statistical analysis and data mining analysis. These analyses are executed according to the relevant requirements for answering the specific question posed by the experts. There are types of analysis for specific questions in which only an exploratory statistical analysis is needed using tools, such as Excel (products.office.com/en-us/excel) or Disco (fluxicon.com/disco), and questions that require the use of both statistical analysis and data mining tools.

First, it is required to select the analysis techniques based on the expected outcomes. Outcomes may include a graphical model with data and information about the episodes, or an event log clustered into several sub-event logs. Second, it is required to identify the tools that allow one to perform the chosen techniques.

Activity 4.2. Statistical analysis:

Statistical analysis is used to characterize an event log, identifying the frequency of activities, the distribution of cases over time and variants of process execution, among others. It provides a holistic view of the process from a quantitative perspective and acts as a first step to answering any question. No specific algorithms are associated with this analysis; however, it can be performed using a variety of tools. For example, Disco is more process-oriented, while Excel is more data-oriented. Excel can be useful when the size and amount of data are manageable; but more complex big data solutions may be needed when the size grows, and this is not supported by Excel.

Activity 4.3. Data mining analysis:

Data mining analysis relates to the process of discovering different patterns and knowledge on datasets. There are multiple techniques taken from diverse domains that are applied in data mining in order to obtain the desired results, including, for example, visualization techniques, machine learning, classification algorithms and clustering, among others [28]. Data mining helps to ensure, by means of different techniques and algorithms, diverse types of analysis, including, among others: identifying associations between data; data classification; data clustering; prediction of patterns; and so on. Data mining techniques previously used with process mining include the use of decision mining algorithms in Petri nets and decision trees to determine the routing of different cases [29], the use of clustering techniques and classification analyses to deconstruct different patient cohorts [30], the use of temporal data mining techniques to analyze clinical time series data and search for patterns in them [31] and the use of association rule mining and sequence mining techniques to discover associations between risk factors and specific outcomes [32]. A wide range of commercial and non-commercial tools are available in data mining that enable the application of the aforementioned analyses, including Rapid Miner (rapidminer.com/products/studio), GNUOctave (www.gnu.org/software/octave), Weka (www.cs.waikato.ac.nz/ml/weka), or R (www.r-project.org).

Stage 5. Process mining stage:

The process mining stage includes all of the steps related to the application of process mining techniques and algorithms, including selecting the appropriate tool and identifying and applying the adequate methods. Table 5 sums up the main activities of this stage and provides a series of guidelines to be considered during this stage.
Table 5. Guidelines for the process mining stage.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
<th>Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1: Identifying the appropriate tool</td>
<td>Select appropriate tools that include the methods and algorithms to execute the desired analysis.</td>
<td>- Identify the available tools, including licensing issues, input and output capacities. - Identify the process mining methods each tool provides. - Each type of analysis may provide different types of data, information, models and results, so it is important to study the desired methods and algorithms to have a clear knowledge of the resulting outputs.</td>
</tr>
<tr>
<td>5.2: Process Discovery</td>
<td>Aimed at discovering a process model based on an event log.</td>
<td>- Understand what is the meaning of each event or activity present in each episode. - Have knowledge about the applied algorithm, to understand the correct meaning of its inputs and outputs. - Create process models at different levels of granularity. - Consider analyzing different episode stages (sub-processes) independently.</td>
</tr>
<tr>
<td>5.3: Conformance Analysis</td>
<td>Aimed at verifying conformance between a given ideal model and the actual execution as contained in the event log.</td>
<td>- Conformance techniques are complex, so first have a high level of understanding of how the techniques work; this way, the results will be understood and explained accurately when answering the FPQ. - Carefully match the name of events in the ideal model and the event log. - If some events do not appear in the ideal model or the event log, it is better to remove them before applying the conformance techniques.</td>
</tr>
<tr>
<td>5.4: Performance Analysis</td>
<td>Aimed at analyzing data regarding activity durations and waiting times between activities.</td>
<td>- It is vital to have the highest level of granularity when executing this analysis. This way, more exact results will be obtained.</td>
</tr>
<tr>
<td>5.5: Organizational Analysis</td>
<td>Focuses on the resources’ perspective and how people interact during the execution of process activities.</td>
<td>- According to the FPQ, the level of analysis should be defined. It could be at the level of resources, at the level of roles or even at the level of teams or work groups.</td>
</tr>
<tr>
<td>5.6: Analysis regarding each type of question</td>
<td>According to the type of FPQ, specific techniques may be applied.</td>
<td>- It is not necessary to executed all of the analysis in the same tool. Different tools may be combined to obtain better models or a deeper analysis.</td>
</tr>
<tr>
<td>5.7: Data analysis and process mining cycle</td>
<td>In order to obtain the necessary results to certain questions, a continuous iteration is required for refining the data and the results.</td>
<td>- Several iterations may be done in order to get the exact answer. New iterations may include filtering or modifying the event log, adding new data, applying new filters or incorporating new methods. - Remember that fewer iterations do not guarantee quality results.</td>
</tr>
</tbody>
</table>

Activity 5.1. Identifying the appropriate tool:

The aim of process mining is to discover, monitor and improve real processes by extracting knowledge from event logs obtained from information systems [19]. There is a wide range of process mining algorithms and techniques available, and both commercial and non-commercial tools with which to implement them, including Disco (fluxicon.com/disco), ProM (promtools.org), CoBeFra (processmining.be/cobefra), PALIA (www.sabien.upv.es/proyectos/investigacion/automatizacion-y-mineria-de-procesos), CELONIS (my.celonis.de) and LANA (lana-labs.com). Four types of process mining analyses are required to provide answers to the questions most frequently posed by ER experts: process discovery; conformance analysis; performance analysis; and organizational analysis.

Activity 5.2. Process discovery:

Process discovery is aimed at discovering a process model based on an event log, in which the resulting model includes the activities and paths taken in different cases. Given the flexible nature of ER processes, in which two episodes are never the same, when dealing with questions related to control-flow analysis, we recommend the use of models with more flexible semantics, such as dependency graphs or fuzzy models, as well as the following discovery algorithms, heuristic miner [33] and fuzzy miner [34]. Alternatively, some questions may require models with a more formal semantic (e.g., Petri nets or process trees) and their associated algorithms (e.g., genetic miner [35] or inductive
miner [36]) in order to verify conformance. Disco focuses on non-formal semantic models, while ProM includes models and algorithms with more formal semantics.

**Activity 5.3. Conformance analysis:**

Conformance analysis is aimed at verifying conformance between a given ideal model and the actual execution that is contained in the event log. It is significant because it is able to detect whether the process is being run as expected by the model. It is also possible to check whether or not there is compliance with internal or external guidelines. The authors recommend using algorithms based on conformance alignments in cases where optimal results are desired [37]. If only an exploratory conformance is desired, it is possible to choose conformance based on replay [38]. The algorithms are implemented in tools, such as ProM or CoBeFra.

**Activity 5.4. Performance analysis:**

Performance analysis is an analysis conducted from the time perspective, which takes into account the data regarding activity durations and waiting times between activities. This type of analysis is able to identify bottlenecks, activities that take longer than expected, excessive waiting times or slow synchronizations. The authors recommend the use of algorithms based on token replay over the model, which are able to obtain performance statistics and annotated Petri net models. The algorithms are implemented in tools, such as ProM.

**Activity 5.5. Organizational analysis:**

Finally, organizational analysis focuses on the resources perspective and how people behave during the execution of process activities. For example, it identifies who performs each task and how resources interact during a case execution. The authors recommend the use of the organizational metrics implemented in ProM (e.g., working together or handover of work) in order to obtain organizational models.

**Activity 5.6. Analysis regarding each type of question:**

Section 2 provides a classification of FPQ. For each of them, one or several types of techniques can be applied. For example, some FPQs may need to use discovery techniques to obtain process models, while others may need to use conformance checking techniques to verify conformance. Table 6 provides a general guide of what analysis techniques should be used for each FPQ.

**Table 6. Summary of the analysis techniques**

<table>
<thead>
<tr>
<th>Question</th>
<th>Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Discovery Questions</td>
<td>Heuristics miner algorithm [33], genetic miner algorithm [35] and inductive miner algorithm [36].</td>
</tr>
<tr>
<td>General Conformance Questions</td>
<td>Conformance checking and replay [39].</td>
</tr>
<tr>
<td>General Performance Questions</td>
<td>Performance analysis technique [38].</td>
</tr>
<tr>
<td>General Organizational Questions</td>
<td>Organizational metrics, such as handover of work, doing similar tasks, working together and subcontracting [40].</td>
</tr>
<tr>
<td>Episode Triage Category Questions</td>
<td>Classify and divide the episodes according to the triage categories. Discover a process model for each of the categories and execute the analysis according to the required characteristics of the episode.</td>
</tr>
<tr>
<td>Episode Duration Category Questions</td>
<td>Apply clustering techniques to classify the episodes according to their duration characteristics (time attributes), and afterwards, apply discovery or performance analysis techniques.</td>
</tr>
<tr>
<td>Episode Discharge Destination Category Questions</td>
<td>Classify and divide the episodes according to the episode discharge destination categories. Discover a process model for each of the categories, and execute the analysis according to the required characteristics of the episode.</td>
</tr>
</tbody>
</table>
Activity 5.7. Data analysis and process mining cycle:

Data analysis and process mining analysis stages are introduced as a cycle, since, in order to obtain the necessary results for responding to certain questions, a continuous iteration is required for refining the data and the results until the desired answers are obtained. For example, process mining discovery techniques are used at the beginning of an analysis to create a process model with a complete event log that includes all activities. These activities have characteristics (e.g., triage color or diagnosis), which help to undertake statistical analyses of the data and filter the event log, as required. The new event log includes only the desired episodes, and during the process mining stage, it helps to create a new model. By means of this series of iterations, it is possible to filter and analyze the dataset and reduce the spaghetti effect [19] in the process models discovered. In addition to analyzing the data in order to reduce or filter the event logs, the data analysis stage also enables the use of more advanced data mining techniques to identify trends, prediction rules and decision trees, among other more complex analyses.

Stage 6. Results evaluation stage:

Regardless of the technique used, it is extremely important to gather feedback from the ER experts, not only about the answers provided, but also about the clinical impact of the data and models obtained. In the results evaluation stage, the results are shown to the ER experts in order to know whether they provide the information, data and models to answer their FPQs. Table 7 sums up the main activities of this stage and provides a series of guidelines to be considered during this stage.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
<th>Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.1: Identify ER Experts</td>
<td>Identify the experts responsible for the analysis of the resulting values and models for each question.</td>
<td>- The greater the number of experts available, the more comprehensive the analysis will be.</td>
</tr>
<tr>
<td>6.2: Define Feedback Instruments</td>
<td>Establish the instruments that will be used to verify the results with the experts.</td>
<td>- Prepare a presentation with the data, information, models and main conclusions obtained from the analysis. - Consider using questionnaires, interviews or focus groups.</td>
</tr>
<tr>
<td>6.3: Obtain feedback</td>
<td>Gather feedback in a systematic way.</td>
<td>- Prepare several questions that were triggered during the analysis and may help clarify the understanding of the data and the FPQ or impact future analysis. - Returning to previous stages is normal and usually allows obtaining more conclusive results. - The more information be provided by the experts, the greater the knowledge of the analyzed process will be, increasing the probability of obtaining better results in future iterations.</td>
</tr>
</tbody>
</table>

Activity 6.1. Identify ER experts:

The first step is to identify who are the relevant ER experts, those that have the knowledge about the complete process and are able to identify and explain each performed task.

Activity 6.2. Define feedback instruments:

Once the results from the analysis stages have been acquired, it is important to establish the instruments that will be used to verify the results in conjunction with the ER experts by analyzing the models and data obtained from each frequently-posed question. Examples of common instruments
that might be considered include questionnaires, interviews and focus groups [41]. A questionnaire can be used to ask open or closed questions to identify whether the experts encounter the desired answers in the models and the data shown. This type of questionnaire should be used after the introduction and explanation of the obtained results. General questions may include: Do the data and models help to produce answers to the proposed questions? On the other hand, more specific questions might be used, for example: Is the sequence of activities present in the episodes of patients with appendicitis and a yellow triage as expected based on previous experience? Questionnaires do not have to be completed in person; rather, they can be undertaken digitally.

Feedback on the results of the application of process mining can also be obtained by means of interviews with ER experts. The advantage of interviews is that the answers can be broader than ones stemming from more closed questions in a questionnaire. The disadvantage is that they take longer to conduct. On the other hand, through focus groups, multiple experts from the particular field in question can be included simultaneously. In this instance, not only can the experts be asked specific questions, but also a general discussion can be generated regarding the results of the application of process mining in ER.

Activity 6.3. Obtain feedback:

Finally, the results should be shown to the ER experts in order to gather their feedback. It is not necessarily bad that the experts conclude that the outputs obtained are not enough, are not relevant or are not the expected ones. This is part of the process and will imply going back and checking the previous stages. It is usually required to verify whether the data were correct, the filters were made appropriately, the techniques applied were the proper ones and the results were interpreted correctly. This cycle should be repeated as many times as necessary in order to acquire the desired answers.

4. Results

The following section provides an example of the application of the proposed methodology and the search for answers to one specific question regarding a standard process followed in the ER.

Case Study

The case study relates to ER processes within a university hospital in Santiago, Chile. The data collected correspond to July 2014. Initially, several questions were posed according to the specific needs of an ER expert who works as a member of the ER team. For example: What activities are carried out, and what processes are followed in providing attention to ER patients diagnosed with appendicitis? How long do the activities carried out last in attending to ER patients diagnosed with bronchitis? What process is executed for treating patients who are triaged red? Are there certain diagnoses that are always triaged yellow and last more than ten hours? What are the activities carried out; what are the processes followed; and how long do the activities last in terms of providing attention to ER patients diagnosed with pneumonia? What are the most commonly-requested inter-consultations in cases of a long stay, and what are the main diagnoses?

The aim of the case study was to demonstrate the usefulness and applicability of the data reference model, the methodology and the use of process mining techniques to provide answers specifically to the following question: What activities are carried out, and what process is followed in providing attention to ER patients diagnosed with appendicitis? The decision to answer this question is because the episodes of appendicitis should normally follow a standard process, so we are interested in verifying, through the use of the proposed tools and methodology, whether that is effective in practice. Further research will include additional and more complex questions.

The stages defined in Section 3.2 were applied over a period of three months, during which data cleansing was the most time-consuming activity. The following is a description of the tasks undertaken.
Stage 1. Data extraction:

In order to answer the question, the tasks in the first stage of data extraction were executed. Data were extracted from HIS Alert ADWPhase I, which is the HIS used in the ER of the hospital in question. Subsequently, every data type was extracted by means of specific reports in CSV (comma separated value) format from the database (problems, vital signs, allergies, referrals, transportation, responsibility transfer, diagnosis, professional activities, medications, final discharge and triage). Each report comprehends detailed information about each activity or event considered in the analysis, including: a unique episode ID, the activity name, the resource who performed the activity, a timestamp with a high degree of accuracy and, optionally, a series of attributes about the activity or event. These attributes help to better understand how each episode was performed; for example, the dosage and effects of a drug applied to a patient in an internal medication event for a given episode. Demographic information about patients was not included among these attributes, since it was not required for the analysis.

Standardization tasks were performed on date formats, including: checking and establishing the desired format (e.g., dd/mm/yyyy or mm/dd/yyyy) and the spacer (e.g., - or /). In addition, simple activity columns (e.g., recording vital signs) and compound activity columns (e.g., professional task: medical doctor) may be defined and generated to improve the analysis. It is advisable to perform the data extraction with the help of the HIS owners, to make sure no data are left aside and the correct values are being extracted. Besides, it is important to validate the timestamps to check for any inconsistencies. Details, such as the date format or the spacer, can be seen as insignificant at the beginning, but they are relevant when the event log is created and uploaded into the process mining tools.

Stage 2. Event log creation:

During the second stage of the methodology, an event log was extracted taking into account the specific question we want to answer. In our case, the event log was created including all ER episodes during July 2014. The question specifically relates to the sequence of activities carried out in ER in attending to the patients, for example the activity of taking their vital signs, the medical imaging requested, the medication prescribed and the inter-consultations solicited. The minimum requirements for inclusion of each activity in this event log relate to the episode ID, the activity name and its corresponding timestamp. An example fragment of an event log can be seen in Figure 4.

<table>
<thead>
<tr>
<th>Episode ID</th>
<th>Activity</th>
<th>Resource</th>
<th>Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>1227078</td>
<td>Vital Signs</td>
<td>R1</td>
<td>25/07/2014 18:50</td>
</tr>
<tr>
<td>1227078</td>
<td>Nurse Tasks</td>
<td>R1</td>
<td>25/07/2014 18:54</td>
</tr>
<tr>
<td>1227078</td>
<td>Vital Signs</td>
<td>R1</td>
<td>25/07/2014 19:22</td>
</tr>
<tr>
<td>1227078</td>
<td>Chief Complaint</td>
<td>R1</td>
<td>25/07/2014 19:35</td>
</tr>
<tr>
<td>1227078</td>
<td>Triage</td>
<td>R1</td>
<td>25/07/2014 19:40</td>
</tr>
<tr>
<td>1227078</td>
<td>Vital Signs</td>
<td>R2</td>
<td>25/07/2014 20:00</td>
</tr>
<tr>
<td>1227078</td>
<td>Nurse Tasks</td>
<td>R2</td>
<td>25/07/2014 20:14</td>
</tr>
<tr>
<td>1227078</td>
<td>Nurse Tasks</td>
<td>R3</td>
<td>25/07/2014 20:45</td>
</tr>
<tr>
<td>1227078</td>
<td>Nurse Tasks</td>
<td>R4</td>
<td>25/07/2014 21:09</td>
</tr>
<tr>
<td>1227078</td>
<td>Physician Tasks</td>
<td>R5</td>
<td>25/07/2014 21:26</td>
</tr>
<tr>
<td>1227078</td>
<td>Vital Signs</td>
<td>R2</td>
<td>25/07/2014 21:55</td>
</tr>
<tr>
<td>1227078</td>
<td>Nurse Notes</td>
<td>R4</td>
<td>25/07/2014 22:11</td>
</tr>
<tr>
<td>1227078</td>
<td>Internal Medication</td>
<td>R5</td>
<td>25/07/2014 22:14</td>
</tr>
<tr>
<td>1227078</td>
<td>Physical Exam</td>
<td>R5</td>
<td>25/07/2014 22:25</td>
</tr>
<tr>
<td>1227078</td>
<td>Diagnostic Output</td>
<td>R5</td>
<td>25/07/2014 22:35</td>
</tr>
<tr>
<td>1227078</td>
<td>Anamnesis</td>
<td>R5</td>
<td>25/07/2014 22:35</td>
</tr>
<tr>
<td>1227078</td>
<td>Internal Medication</td>
<td>R4</td>
<td>25/07/2014 22:45</td>
</tr>
<tr>
<td>1227078</td>
<td>Clinic Discharge</td>
<td>R5</td>
<td>25/07/2014 22:49</td>
</tr>
<tr>
<td>1227078</td>
<td>Final Discharge</td>
<td>R5</td>
<td>25/07/2014 22:49</td>
</tr>
</tbody>
</table>

Figure 4. Example of an event log fragment.
Stage 3. Filtering:

The goal of the following stage is to filter the previously constructed event log in accordance with the specific characteristics of the question that requires an answer. This was done using Disco, which has techniques to enable filters to be applied to the complete event log. Figure 5 shows an example of a filter generated with the Disco tool, in which episodes triaged red were selected.

In general, the first filter used aims at selecting the completed episodes while excluding the episodes that either do not start or do not end during the desired period. In our case study, complete episodes from July 2014 were kept, excluding those that began prior to July 1 and those that finished after July 31.

Considering the question that needs to be answered, which refers to the analysis of the process followed to treat patients with appendicitis, it is necessary to apply a filter to select all of the episodes in which such a diagnosis has been made.

If additional conditions regarding characteristics relating to the episode or the patient are required, they must be specified by means of filtering during this stage. Once the completed episodes in conjunction with the specific characteristics relating to the relevant question have been obtained, the subsequent step is to analyze the event log with the available tools, exporting the event log itself in the desired event log format (XES, MXML, CSV, among others).

Stages 4 and 5. Data analysis and process mining analysis:

Following the filtering and the generation of event logs with the desired characteristics, data analysis of the included episodes takes place, prior to the subsequent analysis of the process itself, its model and its activities.

The first task undertaken at this stage is descriptive data analysis. At this point, 33 episodes with appendicitis were identified during July 2014. The 33 episodes included one or more of the following activities: nursing tasks, doctor tasks, procedure performance, technical staff tasks, medication prescription, medication administration, undertaking prescription procedures, differential diagnosis, laboratory orders, chief complaints, triage, requested imaging tests, history of present illness, discharge diagnosis, final ER discharge, clinical, biometry and general surgery consultation. The most commonly executed activities related to tasks undertaken by doctors and nurses, followed by activities relating to medication and those performed by the technical staff. The average episode length was 6:48 h, with the shortest lasting 3:24 h and the longest 10:26 h.
To broaden the analysis of the episode data, cases were classified using filters; specifically, according to duration (short and long stay) and triage (blue, green, yellow, orange and red). Table 8 shows the main characteristics of the cases. Of the 33 cases, 14 related to more than 4 h spent in ER (long stay), while 19 related to stays shorter than 4 h (short stay). Overall, 32 patients were hospitalized, and the remaining patient decided to return home. Furthermore, four patients were triaged green, while 28 were triaged yellow, and only one was triaged orange. No cases of either blue or red triage were obtained for this particular diagnosis. In general, and in regard to the data obtained, it is possible to conclude that for episodes in which patients are diagnosed with appendicitis, 100% are hospitalized in cases where the patient chooses not to leave the ER.

Table 8. Characteristics of cases diagnosed with appendicitis.

<table>
<thead>
<tr>
<th>Color</th>
<th>Short Stay</th>
<th>Long Stay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Green</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Yellow</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>Orange</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td>19</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td></td>
</tr>
</tbody>
</table>

Following the data analysis, process model discovery took place for the 33 cases included in the event log. Initially, the Disco tool was used to generate a process model, which is shown in Figure 6. As can be seen, neither is sufficiently legible, nor can they be used to clearly identify the activities carried out or the transitions from one to another.

Figure 6. Process model for cases diagnosed with appendicitis (activities: <1%; Paths: <1%).

One way of resolving this problem is to identify the activities and classify them into subprocesses, in conjunction with the ER expert. Accordingly, three important subprocesses were identified. First is the subprocess that contains the triage and diagnosis activities corresponding to the tasks in which the seriousness of the condition of the patient is determined. Second is the subprocess that contains activities relating to treatment, which includes four subtypes grouped into their own subprocesses, as follows: the patient’s physical examination subprocess; the procedure execution subprocess; the subprocess of taking exams; and the medication administration subprocess. Third is the subprocess that includes the activities associated with clinical discharge. The subprocesses are shown in Figure 7 in a diagram constructed in BPMN, where it can be seen that the initial subprocess is the triage and diagnostics. Subsequently, the process continues with the physical examination, procedure execution, taking exams and medication, in a loop that can take place more than once, and finally, the discharge subprocess is undertaken. Before executing the discharge subprocess, the condition of the patient
must be checked; if the patient is ready to be discharged, the episode continues with this subprocess; otherwise, more procedures and exams should be performed.

![Figure 7. ER process model in Business Process Management Notation.](image)

Owing to medical importance, analysis will only focus on diagnosis and treatment (including the four subprocesses therein). Regarding the activities of the triage and diagnostics subprocess, the activities were filtered and the process model generated in Disco, as shown in Figure 8. Two significant activities were identified in 31 of the cases (90%) and which have a very clear order at the beginning of each episode. First, the chief complaints/entry notes activity was undertaken, followed by the triage.

![Figure 8. Process model for diagnosis activities activities: <1%; Paths: <1%).](image)

To analyze the subprocesses included in the treatment of the patient, distinct process models were generated in Disco. The first model relates to the activities of the physical examination subprocess (see Figure 9), which includes the activities performed by the doctors, nurses, technical staff and other health professionals, in order to identify the diagnosis of the episode and thereby taking exams, provide medication or execute procedures.
The remaining models relate to the subprocesses of performing medical procedures (see Figure 10a), taking exams (see Figure 10b) and medication (see Figure 10c), which can be undertaken simultaneously, according to the patient diagnosis. The treatment subprocesses (procedures, exams and medication) can be executed one or more times in a continuous manner, alternating between different subprocess activities. The models obtained with the Disco tool help to clarify the details of how activities are performed on each particular subprocess. Based on the obtained models, evaluation by the ER experts can then be performed.

Figure 9. Process model for physical examination activities (activities: <1%; Paths: <1%).

Figure 10. Cont.
Figure 10. Process models for medical procedures, medication activities and taking exams (activities: <1%; Paths: <1%). (a) Process model for activities that relate to the execution of medical procedures; (b) process model for medication activities; (c) process model for activities that relate to taking exams.

Stage 6. Results evaluation:

Subsequent to obtaining the data, characteristics and models for the analyzed cases, an evaluation was conducted with an ER expert in the emergency room. This evaluation was undertaken by means of an interview with open questions in relation to the results obtained, including the following: Do you consider the model to accurately reflect the reality of the processes followed during the attention of patients with this diagnosis? Do you consider the discovered activities to be correct? In general, do the data and models provide an answer to the frequently-posed questions about this diagnosis? The respondent provided affirmative answers, with the expert confirming that the data and process models can be used to understand the process followed in attending to patients in ER diagnosed with
appendicitis. The expert received additional information regarding the cases analyzed and confirmed that the present activities and subprocesses, as well as the behavior identified are correct. The main objective of the interview and the evaluation was to confirm that for a standard, known and understood process (patients diagnosed with appendicitis), process mining and data analysis may provide the details required to answer any questions related with it.

Accordingly, it is possible to confirm that the methodology, in conjunction with the analysis of the data and processes, provides the necessary steps to generate the data and models required in order to answer the questions posed. Additional experts may be required in order to analyze the resulting models and information, and to verify if the process is the best or how it can be improved. For the purpose of this initial phase of the research, the ER expert confirms that the tools and methodology provide the required outputs for further analysis.

5. Discussion

Section 4 outlined a case study in which the proposed methodology was applied. This section discusses the most important results obtained, from two different perspectives: the ER specialist perspective and the process mining specialist perspective.

5.1. The ER Perspective

The use of process mining and data mining techniques allowed answering a question frequently posed by ER experts. The most significant contributions of this research relate to the data model for linking data from ER and the methodology that demonstrates the necessary steps for obtaining data and process models in order to answer the frequently-posed questions.

The data extraction process is the most critical stage of the entire methodology, since in the absence of complete and accurate data in the correct format, the construction of the event logs and the subsequent stages will not produce the desired results. An analysis undertaken by a process mining expert is needed with regard to the minimum data required (timestamp and activity names), in addition to one by an ER expert in order to identify the clinical information relevant to the process analysis (critical activities, such as inter-consultations). The provision of a data model establishes the bases for obtaining the minimum data required to construct an event log for analysis purposes in ER, eliminating the dependency on the experts. It also provides a data structure for storing information stemming from the HIS or other existing data sources in the medical facility.

Furthermore, the methodology acts as a tool to guide an ER expert to use data and process mining analysis techniques in the absence of an expert in those particular fields, after the minimum required data are identified and stored in the data model.

The ER expert fulfills a crucial role in the data extraction process because he/she is able to identify the most important data within the process that, in turn, will help to guide him/her to answer the posed question. For example, if the question relates to a specific neurological diagnosis, the expert can emphasize the importance of the inter-consultation to neurology and the magnetic resonance imaging tests; knowledge that, in most cases, process mining experts lack.

In the stage of verification by the experts, the method includes certain tools for analyzing whether the answer obtained is correct. In case the ER expert is the one leading the analysis, some examples are provided in order to be able to verify the answers with other ER experts.

Regarding the results obtained through the process models and data, it is important to note that such findings do not only provide answers to the frequently posed questions, but they also help to acquire additional knowledge about the process. For example, they can help to do the following: identify the stages undertaken in response to different cases in ER; identify activities undertaken in a sequential or parallel manner or those performed specifically for certain patients; verify whether medical regulations and protocols are being adhered to; identify organizational aspects, such as the work of the team as a whole and individuals’ roles therein; and provide performance information relating to each case.
5.2. The PM Perspective

For a process mining specialist, analysis will take place from two distinct perspectives: from the data and from the methodology.

Regarding the data perspective, new and original aspects have been exposed. This article proposes the extraction and storage of data in a data reference model. Usually, with data sources that support ER processes, a challenge arises in terms of data being distributed and stored in multiple systems, making the extraction and use thereof particularly difficult. Accordingly, it is important to establish a unique identification number for each case or episode, which is uniform across all systems. Having a unique identification number means that although the activities or tasks executed for any given episode are not stored in the same place, they can all be identified. In addition to a unique identification number, this article proposes a data model in order to centralize the data within one single repository in a way that facilitates the construction of event logs.

The proposed data model is able to store data from all activities related to an episode. The model identifies the main activities of the ER process, from triage and vital signs to diagnosis and inter-consultations. In addition, a unified source of data enables the moment or timestamp in which an activity is executed, as well as the respective resource, to be stored more easily.

Providing the name of the activity, timestamp and resource and establishing a unique identification number for each episode help the architects to design an HIS that is process-oriented and that facilitates the application of process mining techniques and algorithms. In addition, the data model is used to capture information relating to the clinical context of each episode. This information enables the acquisition of simpler event logs with additional information to generate more detailed process models with increased clinical context. For example, it helps to identify the triaging of patients, considering the standard used and the color assigned and, therefore, adding more meaning to the activity.

Regarding the methodological perspective, the proposal introduces original aspects regarding the steps required for extracting and storing the data, constructing the event logs and complementing the use of process mining and data mining techniques; all in order to obtain answers to questions frequently posed by the experts. Furthermore, tools and examples are mentioned relating to the analysis of the resulting models and data in conjunction with the experts.

The data analysis stage helps to ensure that any analysis does not focus solely on the process. Rather, it enables the use of different techniques, which provide clarity in regard to the patterns, trends and characteristics of the dataset used. It is crucial to indicate that the importance does not revolve around the use of just one or more data mining techniques, but in using them in conjunction with the process mining techniques to ensure a more robust process and, as a consequence, to provide clearer and more accurate answers to the ER expert from the process perspective.

The advantages of data analysis, whether statistical or data mining, is that it provides information that complements the overall process, for example predicting trends or defining case clusters. In addition, it produces information shared between clinical cases and facilitates the identification of patterns to classify cases by trends, which can help to simplify the complexity of the models. There is a wide variety of tools available through which these types of analysis can be undertaken, both free and licensed, and therefore, this should pose no impediment to the application of such techniques.

Regarding the process mining stage, the authors recommend techniques, tools and methods to undertake four types of analysis that will help to generate the models, data and information required to answer the frequently-posed questions that arise. The main limitation of process mining tools is the absence of techniques or algorithms that allow one to handle complex spaghetti-type models, which can be reduced by analyzing event logs for specific questions and not the whole dataset or by identifying subprocesses that can be analyzed independently.

It should be noted that the ER experts must be present throughout the different stages of the process and not simply during the final evaluation. The experts are a key input to data collection, in terms of the definition of the questions that require answering, the establishment of the values for filtering the data and during the analysis stages. In fact, during the stage in which answers are
evaluated, the larger the number of experts involved, the greater the levels of trust, accuracy and depth will be, regarding the analysis of the answer obtained.

6. Conclusions and Future Work

This article introduced a methodology that focuses on the application of process mining and data analysis techniques and algorithms in order to provide answers to questions about ER processes that are frequently posed by ER experts. The method used a data model that establishes a structure for the storage of ER data, which facilitates the extraction of data and the construction of event logs.

This methodology was tested in a case study undertaken in the emergency room of a university hospital in Santiago, Chile. It was shown that, with the help of a data reference model for ER, in conjunction with a detailed analysis using data and process mining techniques, answers to the questions frequently posed by ER experts regarding their processes can be given in a simpler and straightforward manner.

As part of our future work, we plan to include additional techniques of data analysis (e.g., prediction rules) to obtain improved results prior to the process mining analysis stage. The proposed methodology brings the basic required steps towards the analysis through data and process mining of ER processes. Further improvements to the methodology may be included to adapt it, more and more, to the flexible nature of these processes. Future work may include new stages, such as visual analytics, artificial intelligence, machine learning and behavioral analysis, among others. Additionally, the case study only was executed in order to validate the methodology, but further interesting and frequently-posed questions exposed by the experts will be analyzed in the future with more statistical and expert validation.
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