A New Engine Fault Diagnosis Method Based on Multi-Sensor Data Fusion
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Abstract: Fault diagnosis is an important research direction in modern industry. In this paper, a new fault diagnosis method based on multi-sensor data fusion is proposed, in which the Dempster–Shafer (D–S) evidence theory is employed to model the uncertainty. Firstly, Gaussian types of fault models and test models are established by observations of sensors. After the models are determined, the intersection area between test model and fault models is transformed into a set of BPAs (basic probability assignments), and a weighted average combination method is used to combine the obtained BPAs. Finally, through some given decision making rules, diagnostic results can be obtained. The proposed method in this paper is tested by the Iris data set and actual measurement data of the motor rotor, which verifies the effectiveness of the proposed method.
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1. Introduction

Engine fault diagnosis, one of the aspects of fault diagnosis [1,2], which is useful for engine design [3,4], can make the maintenance personnel quickly grasp the engine fault type and make the corresponding maintenance measures. At present, there are many methods for fault diagnosis. For example, the methods based on expert systems [5–7], which utilize the experience accumulated by domain experts in long-term practice. In these kinds of methods, a computer program is designed to simulate the reasoning and decision-making process of human experts to diagnose faults. Other fault diagnosis methods, such as machine learning [8,9] and signal processing [10–12], where there is a comparison of frequency analysis and SVM (support vector machine) classifiers in [11,12], are also widely used in practical applications [13,14]. There are also fault diagnosis methods in multi-sensor networks. As another efficient method to fault diagnosis, the residual-based unsupervised fault diagnosis method addresses uncertainty in the form of error bars around the soft computing models extracted from data [15–17]. Multi-sensor data fusion fault diagnosis [18,19], which is widely used in sensor design [20,21], as a data-driven approach, has been paid more and more attention. The advantages of multi-sensor data fusion for fault diagnosis can be concluded as follows:

- Compared with single source data, multi-source information fusion or multi-sensor information fusion can improve the accuracy and promptness of fault diagnosis.
- Multi-sensor data fusion method has the ability to deal with the uncertainty of data in fault diagnosis so as to enhance the credibility of diagnostic results.

A number of theories have been developed on multi-sensor data fusion, such as the Dempster–Shafer (D–S) evidence theory [22–26], fuzzy set theory [27], rough sets theory [28,29], Z numbers [30,31], and D
The D-S evidence theory, first proposed by Dempster [22] and then developed by Shafer [23], is able to deal with uncertain information without a prior probability. It has been applied to wide areas, such as decision making [36–38], pattern recognition [39–41] and risk assessment [42–45]. In the D-S evidence theory, mass function (or basic probability assignment (BPA)), belief function and plausibility function are defined to express uncertain information. Many methods can be used to integrate multi-source information [46–48], while Dempster’s combination rule, which is effective at addressing uncertainty information, can be used to fuse multi-source information in uncertain environments to make a decision.

Much research have been carried out in fault diagnosis based on multi-sensor data fusion [31,49–52]. Generally, the overall process of fault diagnosis based on multi-sensor data fusion is as follows. Firstly, prior to diagnosis, fault models are established using features extracted from known faulty equipment. Secondly, test models are established using the extracted features from a machine to be detected. Thirdly, BPAs are obtained by computing the BPA determination algorithm using the obtained fault models and test models. Finally, final BPA is obtained by using a combination rule to fuse all of the obtained BPAs. Decision making is carried out through the obtained final BPA. In this process, the key issues are the reasonable establishment of models and the reasonable determination of BPA. However, in previous studies, they are not well solved, especially considering the uncertainty. For example, in [31], the authors take ordinates of intersection points of functions as BPA, while it is not enough to express the uncertain information in fault models due to inadequate consideration on model variance information. Xu [53] utilized the relationship between test data and the Gaussian distribution model generated by training data to determine BPA, while using single measurement data as test data may fail in addressing uncertainty when the fluctuation of sensor data is large. Hégarat-Mascle et al. [54] and Salzenstein et al. [55] modeled the knowledge provided by each information source using probability density functions, while the mass value associated with each compound hypothesis is obtained by subtracting the mass values of the involved individual hypotheses. In this paper, a new fault diagnosis method based on multi-sensor data fusion is proposed. In the step of modeling, for both fault models and test models, considering the Gaussian type interference of mechanical noise and electromagnetic waves in sensor working environments, the Gaussian type membership function is established as the model. The proposed modeling method matches measured data of sensor well. In the step of BPA determination, the intersection area between model curves under the identical attribute is transformed into a set of BPA. The proposed BPA determination method, which fully utilize the variance information of models, can better express uncertain information. In the step of BPA combination and decision making, a weighted average approach for evidence combination [56] is used to combine the obtained BPAs and multiple criteria are established for decision making. The proposed method establishes reasonable fault models and test models based on the complex working environment of sensors and takes into account the variance information of the model, which can better express the uncertain information in the system and improve the reliability of the fault diagnosis.

The paper is organized as follows: in Section 2, the preliminaries are briefly introduced. In Section 3, a new fault diagnosis method based on multi-sensor data fusion is proposed. The proposed method is used for Iris data set classification and engine fault diagnosis in Section 4. Conclusions are made in Section 5.

2. Preliminaries

2.1. Dempster–Shafer Evidence Theory

The D-S evidence theory [22,23], as introduced by Dempster and then developed by Shafer, has emerged from their works on statistical inference and uncertain reasoning. This theory is widely used in decision making [57–61] and information fusion [62–65]. In this part, a few concepts about D-S evidence theory are given.
Let $\Theta$ be a finite nonempty set of mutually exclusive alternatives and $\Theta$ is called the frame of discernment
\[
\Theta = \{\theta_1, \theta_2, \ldots, \theta_N\}. \tag{1}
\]
The power set of $\Theta$ is indicated by $2^\Theta$, namely:
\[
2^\Theta = \{\emptyset, \{\theta_1\}, \{\theta_2\}, \ldots, \{\theta_N\}, \{\theta_1, \theta_2\}, \ldots, \{\theta_1, \ldots, \theta_N\}\}. \tag{2}
\]
For a frame of discernment $\Theta$, a basic probability assignment (BPA) is a mapping $m$ from $2^\Theta$ to $[0,1]$, formally defined by
\[
m : 2^\Theta \rightarrow [0,1],
\]
which satisfies the following condition:
\[
m(\emptyset) = 0, \tag{4}
\]
\[
\sum_{A \in 2^\Theta} m(A) = 1. \tag{5}
\]
The mass $m(A)$ represents how strongly the evidence support $A$. $A$ is called a focal element when $m(A) > 0$ ($A \in 2^\Theta$).

Two BPAs $m_1$ and $m_2$ can be combined with Dempster’s combination rule as follows:
\[
m(A) = \begin{cases} 
0, & A = \emptyset, \\
\frac{1}{K} \sum_{B \cap C = A} m_1(B) m_2(C), & A \neq \emptyset,
\end{cases} \tag{6}
\]
where $K$ is a normalization constant, reflecting the conflict between the two BPAs $m_1$ and $m_2$.

For the sake of understanding, an illustrative example is given as follows to show how to combine two BPAs according to Equations (6) and (7).

**Example 1.** Assuming $m_1(\{a\}, \{a, b\}, \{c\}) = \{0.6, 0.3, 0.1\}, m_2(\{a\}, \{b\}, \{c\}) = \{0.7, 0.2, 0.1\}$, computational method of $K$ and $m(\{a\}, \{b\}, \{c\})$ is as follows:
\[
K = m_1(\{a\}) \times m_2(\{b\}) + m_1(\{a\}) \times m_2(\{c\}) + m_1(\{b\}) \times m_2(\{c\}) + m_1(\{c\}) \times m_2(\{a\}) + m_1(\emptyset) \times m_2(\emptyset) = 0.6 \times 0.2 + 0.6 \times 0.1 + 0.3 \times 0.1 + 0.1 \times 0.7 + 0.1 \times 0.2 = 0.3
\]
\[
m(\{a\}) = \frac{m_1(\{a\}) \times m_2(\{a\}) + m_1(\{a, b\}) \times m_2(\{a\})}{K} = \frac{0.6 \times 0.7 + 0.3 \times 0.7}{0.3} = 0.9
\]
\[
m(\{b\}) = \frac{m_1(\{a, b\}) \times m_2(\{b\})}{K} = \frac{0.3 \times 0.7}{0.3} = 0.9
\]
\[
m(\{c\}) = \frac{m_1(\{c\}) \times m_2(\{c\})}{K} = \frac{0.1 \times 0.1}{0.3} = 0.01.
\]

### 2.2. Evidence Distance

Jousselme [66] proposed the concept of evidence distance to measure the distance of BPAs. Let $m_1$ and $m_2$ be two BPAs on the frame of discernment $\Theta$, containing $N$ mutually exclusive and exhaustive hypotheses. The distance between $m_1$ and $m_2$ is defined as
\[ d_{BPA}(m_1, m_2) = \sqrt{\frac{1}{2} (\bar{m}_1 - \bar{m}_2)^T D (\bar{m}_1 - \bar{m}_2)}, \]

where \( \bar{m}_1 \) and \( \bar{m}_2 \) are the BPAs according to Equations (4) and (5) and \( D \) is a \( 2^N \times 2^N \) matrix whose elements are \( D[A, B] = |A \cap B| / |A \cup B| \) \( (A, B \in 2^\Theta) \).

2.3. Weighted Average Approach for Evidence Combination

In the D–S evidence theory, Dempster’s combination rule is used to fuse certain multi-source information to make a decision. However, if there is a high level of conflict between evidence, the combination rule will fail [67]. Many methods were proposed to solve this problem [66,68–70]. Among them, Murphy [71] proposed a simple average approach to solve the problem. However, in Murphy’s approach, all bodies of evidence are equally important. Hence, a weighted average approach [56] was proposed to improve Murphy’s approach. The weighted average approach is given as follows.

Suppose the distance between two BPAs \( m_i \) and \( m_j \) is calculated and denoted as \( d_{BPA}(m_i, m_j) \). The similarity measure \( Sim_{ij} \) between \( m_i \) and \( m_j \) is defined as:

\[ Sim(m_i, m_j) = 1 - d_{BPA}(m_i, m_j). \] (9)

If \( n \) BPAs need to be combined, the support degree of BPA \( m_i \) is defined as:

\[ Sup(m_i) = \sum_{j=1, j \neq i}^{n} Sim(m_i, m_j), \] (10)

Then, the credibility degree \( Crd_i \) of the BPA \( m_i \) is calculated as follows:

\[ Crd_i = \frac{Sup(m_i)}{\sum_{i=1}^{n} Sup(m_i)}. \] (11)

The credibility degree is actually a weight that shows the relative importance of the collected evidence. According to \( Crd_i \), the weighted average of the evidence MAE is obtained:

\[ \bar{m} = MAE(m) = \sum_{i=1}^{n} (Crd_i \times m_i). \] (12)

Finally, the weighted average evidence \( \bar{m} \) is combined \( n-1 \) times by using Dempster’s combination rule:

\[ m_f = \bar{m} \oplus \bar{m} \oplus \ldots \oplus \bar{m}. \] (13)

The obtained \( m_f \) is the combination result of the \( n \) BPAs.

3. The Proposed Method for Fault Diagnosis

In this paper, a new multi-sensor data fusion method is proposed for fault diagnosis, and the detailed description of the proposed method is shown in Figure 1. One or more attribute features, which can be used for fault diagnosis, can be extracted from each sensor signal. Firstly, in step 1 of Figure 1, Gaussian types of fault models are established using the extracted attribute features from the signal of sensors in each known type of fault equipment. In step 2, Gaussian types of test models are generated as well using the attribute features extracted from sensor signals of the equipment.
In step 3, the produced fault models and test models are matched to produce the BPAs. Finally, in step 4, the weighted average approach is used to combine the produced BPAs. Through the decision making rules, the diagnostic results that the equipment is working properly or which type of fault the equipment has is diagnosed. If the equipment has a type of fault, corresponding intervention measures will be implemented.

**Figure 1.** The procedure of fault diagnosis with the proposed method.

### 3.1. Fault Model Modeling

In this section, we give the method to determine the fault model. Due to the change of time and environment of the sensor measurements, the measured data have a certain degree of fuzziness. The membership function can be used to represent the fault features extracted from the observed data.

Suppose \( X \) is a sample space of a type of attribute feature variable extracted from the sensor—for example, the amplitude of fundamental harmonic in the frequency spectrum of sensor signal, the membership function of fault model can be modeled as:

\[
\mu_F(x) : X \rightarrow [0, 1], x \in X, \tag{14}
\]

where \( \mu_F \) represents the membership function of fault \( F \) under the corresponding attribute.

Two main factors are considered in the determination of membership function: the working performance of the sensor itself such as the linearity of sensor measurements and various kinds of interferences in the working process of the sensor such as the interference of mechanical noise and electromagnetic waves. If only the second factor is considered, the probability density function of the measured value of the same physical quantity is generally regarded as a form of Gaussian distribution. Gaussian distribution possesses the following advantages [72]: first, the Gaussian distribution is manageable, that is, a large number of data that is related to Gaussian distribution can be put through it to obtain an exact form. Second, if the error can be seen as superposition of many independent random variables. According to the central limit theorem, the error is supposed to have the form of Gaussian distribution. Third, Gaussian distribution has an extremely wide range of practical background, and a lot of the probability distribution of random variables in production and scientific experiments can be approximately described by Gaussian distribution. We take the Gaussian type of membership function as a fault model based on the above several points, and the details of membership function determination are presented as follows:
Assuming \( n \) groups of data are observed, each group consists of \( m \) consecutive observations in the same time interval \( \Delta t \). In order to make the generated fault model representative, \( n \) should be more than 3 and 30, respectively, and \( n \) groups of data should be observed at different times.

2. Calculate the mean value \( \mu \) and standard deviation \( \sigma \) of the \( n \) groups’ observations. Here, observation \( i \) in group \( j \) is denoted as \( x_{i,j} \). The mean value \( \mu \) and standard deviation \( \sigma \) can be obtained as:

\[
\bar{X} = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} x_{i,j}}{n \times m},
\]

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (x_{i,j} - \bar{X})^2}{n \times m - 1}}.
\]

3. The Gaussian type of membership function is obtained as:

\[
\mu_F(x) = \exp\left(-\frac{(x - \bar{X})^2}{2\sigma^2}\right).
\]

3.2. Test Model Modeling

In fault diagnosis, considering the influences of the interferences in the working environment of the sensor, it is difficult to judge the fault class precisely from a single measurement. When multiple measurements on the equipment in the same time interval \( \Delta t' \) are obtained, the Gaussian type membership function can be obtained using Equations (15)–(17), which is denoted as:

\[
\mu_T(x) : X \rightarrow [0, 1], x \in X.
\]

\( \mu_T \) is taken as a test model. Compared with the single measurement and mean value of multiple measurements, it is more comprehensive and objective to reflect the change of the value of equipment fault characteristic parameters.

3.3. BPA Determination

The determination of BPA is a key step in the application of D–S evidence theory. In the application of data fusion based on D–S evidence theory, the BPAs generated from different attributes will be combined to make a decision. While how to determine BPA from multi-sensor data fusion system is still an open issue, much research has been carried out [53,73]. The BPA determination method in [53] utilized the relationship between test data and Gaussian distribution model generated by training data. However, the method of determining BPA with single measurement values can not cover the fuzziness of sensors in complex working environments. Taking this fact into consideration, a BPA determination method based on multiple measurements value is proposed in this section.

Assuming the equipment in Figure 1 may have \( M \) faults occur, a total of \( N \) (\( N > L \)) attributes are extracted from \( L \) sensors. The frame of discernment should be \( \Theta = \{F_1, F_2, \ldots, F_r, \ldots, F_M\} \). For a certain attribute \( k \) (\( k = 1, 2, \ldots, N \)), the test model under attribute \( k \) is put into its corresponding \( M \) fault models under attribute \( k \) to determine \( BPA_k \).

Let \( \mu_{F_i}(x), \bar{X}_i, \sigma_i \) be the function curve, mean value, standard deviation of generated model of fault \( F_i \) (\( i = 1, 2, 3, \ldots, M \)) under attribute \( k \), respectively. Let \( \mu_T(x), \bar{X}_T, \sigma_T \) be the function curve, mean value and standard deviation of generated model using observation under attribute \( k \), respectively. The \( BPA_k \) calculation procedures are as the following: the proposition support degree calculation method is given in Sections 3.3.1–3.3.3. \( BPA_k \) is obtained by normalizing all obtained support degrees to propositions, which is shown in Section 3.3.4.
3.3.1. Support Degree Calculation of Singleton Propositions

In this part, the support degree of the test model to proposition \{F_i\} denoted as \textit{Sup}(\{F_i\}) (i = 1, 2, ..., M) is obtained.

Taking into account the property of the model curve, firstly let us calculate the integral interval:

\[ \text{InMin} = \min(X_i + 3\sigma_f, X_i - 3\sigma_f, X_T + 3\sigma_T, X_T - 3\sigma_T), \]
\[ \text{InMax} = \max(X_i + 3\sigma_f, X_i - 3\sigma_f, X_T + 3\sigma_T, X_T - 3\sigma_T). \]

Then, the intersection area between the test model curve \(\mu_T(x)\) and the fault model curve \(\mu_{F_i}(x)\) is calculated:

\[ \text{Area}(\{F_i\}) = \int_{\text{InMin}}^{\text{InMax}} \min(\mu_{F_i}(x), \mu_T(x))dx. \]

For example, \text{Area}(\{F_1\}) is as shown in Figure 2a if \(M = 3\).

Finally, calculate the support degree \textit{Sup}(\{F_i\}) of the test model to proposition \{F_i\}:

\[ \text{Sup}(\{F_i\}) = \frac{\text{Area}(\{F_i\})}{\text{Area}_T}, \]

where the \text{Area}_T is the area under the test model curve \(\mu_T(x)\), \text{Area}_T = \sqrt{2\pi\sigma_T}.

3.3.2. Support Degree Calculation of Propositions with Two Elements

In this part, the support degree of the test model to compound proposition \{F_i, F_j\} denoted as \textit{Sup}(\{F_i, F_j\}) (i, j = 1, 2, ..., M, i < j) is obtained.

Considering the nature of the model curve, firstly let us calculate the integral interval:

\[ \text{InMin} = \min(X_i + 3\sigma_f, X_i - 3\sigma_f, \bar{X}_j + 3\sigma_f, \bar{X}_j - 3\sigma_f, \bar{X}_T + 3\sigma_T, \bar{X}_T - 3\sigma_T), \]
\[ \text{InMax} = \max(X_i + 3\sigma_f, X_i - 3\sigma_f, \bar{X}_j + 3\sigma_f, \bar{X}_j - 3\sigma_f, \bar{X}_T + 3\sigma_T, \bar{X}_T - 3\sigma_T). \]

Then, the intersection area between the test model curve \(\mu_T(x)\) and the fault model curves \(\mu_{F_i}(x), \mu_{F_j}(x)\) is calculated:

\[ \text{Area}(\{F_i, F_j\}) = \int_{\text{InMin}}^{\text{InMax}} \min(\mu_{F_i}(x), \mu_{F_j}(x), \mu_T(x))dx. \]

For example, \text{Area}(\{F_1, F_2\}) is as shown in Figure 2b if \(M = 3\).

Finally, the support degree \textit{Sup}(\{F_i, F_j\}) of the test model to compound proposition \{F_i, F_j\} is obtained:

\[ \text{Sup}(\{F_i, F_j\}) = \frac{\text{Area}(\{F_i, F_j\})}{\text{Area}_T}, \]

where the \text{Area}_T is the area under the test model curve \(\mu_T(x)\), \text{Area}_T = \sqrt{2\pi\sigma_T}.

3.3.3. Support Degree Calculation of Propositions with Multiple Elements

In this part, the support degree of the test model to compound proposition \{F_{n_1}, F_{n_2}, ..., F_{n_l}\} denoted as \textit{Sup}(\{F_{n_1}, F_{n_2}, ..., F_{n_l}\})(n_1 = 1, 2, ..., M, n_2 = 1, 2, ..., M, ..., n_l = 1, 2, ..., M, n_1 < n_2 < ... < n_l) is obtained.

Taking into account the nature of the model curve, firstly let us calculate the integral interval:

\[ \text{InMin} = \min(\min(X_{n_j} + 3\sigma_{n_j}, X_{n_j} - 3\sigma_{n_j}), \bar{X}_T + 3\sigma_T, \bar{X}_T - 3\sigma_T) \quad (n_j = n_1, n_2, ..., n_l), \]
\[ \text{InMax} = \max(\max(X_{n_j} + 3\sigma_{n_j}, X_{n_j} - 3\sigma_{n_j}), \bar{X}_T + 3\sigma_T, \bar{X}_T - 3\sigma_T) \quad (n_j = n_1, n_2, ..., n_l). \]
Then, the intersection area between the test model curve $\mu_T(x)$ and the fault model curves $\mu_{F_n}(x)$ is obtained as:

$$\text{Area}\left\{F_1, F_2, \ldots, F_n\right\} = \int_{\text{InMin}}^{\text{InMax}} \min_{n_j} \left(\min_{n_j} (\mu_{F_n}(x)), \mu_T(x)\right) \, dx \quad (n_j = n_1, n_2, \ldots, n_i). \quad (29)$$

For example, $\text{Area}\left\{F_1, F_2, F_3\right\}$ is as shown in Figure 2c if $M = 3$. Finally, the support degree $\text{Sup}\left\{F_1, F_2, \ldots, F_n\right\}$ of the test model to compound proposition $\{F_1, F_2, \ldots, F_n\}$ is obtained:

$$\text{Sup}\left\{F_1, F_2, \ldots, F_n\right\} = \frac{\text{Area}\left\{F_1, F_2, \ldots, F_n\right\}}{\text{Area}_T}, \quad (30)$$

where the $\text{Area}_T$ is the area under the test model curve $\mu_T(x)$, $\text{Area}_T = \sqrt{2\pi}\sigma_T$.

Figure 2. Graphical introduction of intersection area if $M = 3$. (a), (b), (c) shows the $\text{Area}\{F_1\}$, $\text{Area}\{F_2, F_3\}$, $\text{Area}\{F_1, F_2, F_3\}$, respectively.

3.3.4. Normalization

The sum of all obtained support degrees is denoted as $\text{Sup}_{S}$.

$$\text{Sup}_{S} = \text{Sup}\{F_1\} + \text{Sup}\{F_2\} + \ldots + \text{Sup}\{F_M\} + \text{Sup}\{F_1, F_2\} + \ldots + \text{Sup}\{F_1, \ldots, F_i\} + \ldots + \text{Sup}\{F_1, \ldots, F_M\}. \quad (31)$$
The obtained support degrees are normalized to obtain $BPA_k$ under attribute $k$:

$$m(\{F_i\}) = \frac{\text{Sup}(\{F_i\})}{\text{SupS}} \quad (i = 1, 2, ..., M)$$

$$m(\{F_i, F_j\}) = \frac{\text{Sup}(\{F_i, F_j\})}{\text{SupS}} \quad (i, j = 1, 2, ..., M, i \neq j)$$

$$...$$

$$m(\{F_1, F_2, ..., F_M\}) = \frac{\text{Sup}(\{F_1, F_2, ..., F_M\})}{\text{SupS}}.$$ (32)

### 3.4. BPA Combination and Decision Making

After $BPA_1, BPA_2, ..., BPA_N$ are obtained through the method in Section 3.3, these $N$ BPAs can be combined using Equations (8)–(12) to obtain final BPA. Decision making rules based on BPA are required because it is a set of BPA ultimately obtained through the fault diagnosis method based on multi-sensor data fusion. Hence, the decision making rules based on the obtained final BPA in this paper are as follows. If $F_k$ is the final diagnostic fault class of the equipment, the following decision making rules should be simultaneously met:

1. $F_k$ should have the maximum belief in final BPA that is $m(\{F_k\}) = \max_i(m(\{F_i\}))$ ($i = 1, 2, ..., M$) and $m(\{F_k\})$ should exceed a threshold $k_1$. $k_1$ is the minimum belief of $F_k$; $k_1$ should be a slightly larger value to ensure the high credibility of diagnostic result $F_k$ so as to make sure the correctness of diagnostic result. Here, $k_1$ is designated as 0.5. The purpose of this rule is to make the reliability of the diagnostic result $F_k$ sufficiently large.

2. The BPA of dual set proposition and multi-subset proposition, such as $m(\{F_1, F_2\}), m(\{F_1, F_3, F_6\}), m(\{\Theta\})$, should be less than a certain threshold $k_2$. $k_2$ is the maximum belief of the uncertain components. If larger than $k_2$, it is considered that the uncertainty of diagnostic result is too large, which may lead to the wrong diagnostic result. $k_2$ should be a smaller value so that the uncertainty of the diagnostic result is small. Here, $k_2$ is designated as 0.3. The purpose of this rule is to make the uncertainty of the diagnostic result smaller.

3. The difference between $m(\{F_k\})$ and $m(\{F_i\})$ should be larger than a certain threshold $k_3$ that is $m(\{F_k\}) - m(\{F_i\}) > k_3$, where $m(\{F_i\}) = \max_j(m(\{F_j\}))$ ($i = 1, 2, ..., M, i \neq k$). $k_3$ is minimum difference between the maximum and the second largest in $m(\{F_i\})$ ($i = 1, 2, ..., M$). If larger than $k_3$, it is considered that the diagnostic result can be clearly distinguished from the credibility of the other fault types, which can avoid false diagnostic results. Hence, to avoid false diagnostic results, $k_3$ can not be too small. Here, $k_3$ is designated as 0.2 because $k_3$ that is too large may cause a missing alarm. The purpose of this rule is to make the difference between the maximum and the second largest in $m(\{F_i\})$ larger, which means that $m(\{F_k\})$ is relatively larger in $m(\{F_i\})$ ($i = 1, 2, ..., M$).

If such $F_k$ can not be found, it is considered that the decision making can not be made by the obtained final BPA. The above decision making rules are based on the same fundamental principle with traditional decision making methods based on BPA [74].

### 4. Applications

In this section, two examples are given to demonstrate the effectiveness of the proposed method. In the first example of Iris data set classification, which is similar to fault diagnosis, multiple instances are selected as the test set to simulate the selection of the test sample in fault diagnosis, and the identification accuracy is high. In the second application, the fault diagnosis experiment of a motor rotor is carried out to demonstrate the validity in engine fault diagnosis.
4.1. Iris Data Set Classification

The Iris data set [75], which is perhaps the best known database to be found in pattern recognition literature, involves classification of three species of the Iris flowers, Iris setosa (S), Iris versicolour (E), and Iris virginica (V) on the basis of four numeric attributes of the Iris flower: sepal length (SL) in cm, sepal width (SW) in cm, petal length (PL) in cm, and petal width (PW) in cm. The frame of discernment should be $\Theta = \{S, E, V\}$.

In the Iris data set, there are 50 instances for each of three species. The data are obtained from the UCI (University of California Irvine) Machine Learning Repository [76] of machine learning databases. Among 50 instances of each species, 20 instances are randomly selected as the training set; thus, there are a total of 12 training models (Table 1 and Figure 3). Ten instances are randomly selected in the rest of 30 instances under each attribute of E (Iris versicolour) as the test set; thus, there are a total of four test models (Table 1 and Figure 3). Each of the four attributes is regarded as an information source. The final identification result should be $E$ (Iris versicolour).

Table 1. Mean value and standard deviation of training models ($S, E, V$) and test models.

<table>
<thead>
<tr>
<th>Category</th>
<th>((\bar{X}<em>{SL}, \sigma</em>{SL}))</th>
<th>((\bar{X}<em>{SW}, \sigma</em>{SW}))</th>
<th>((\bar{X}<em>{PL}, \sigma</em>{PL}))</th>
<th>((\bar{X}<em>{PW}, \sigma</em>{PW}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>(5.0050, 0.3203)</td>
<td>(3.4000, 0.3061)</td>
<td>(1.4450, 0.1356)</td>
<td>(0.2450, 0.0887)</td>
</tr>
<tr>
<td>E</td>
<td>(5.8600, 0.5510)</td>
<td>(2.7250, 0.3567)</td>
<td>(4.1300, 0.5497)</td>
<td>(1.2650, 0.2277)</td>
</tr>
<tr>
<td>V</td>
<td>(6.6250, 0.5466)</td>
<td>(3.0000, 0.2847)</td>
<td>(5.4400, 0.4627)</td>
<td>(1.9350, 0.2815)</td>
</tr>
<tr>
<td>TestModel</td>
<td>(6.1800, 0.4492)</td>
<td>(2.7500, 0.3375)</td>
<td>(4.4100, 0.3635)</td>
<td>(1.3400, 0.1647)</td>
</tr>
</tbody>
</table>

Figure 3. Training models and test models of four attributes. (a), (b), (c), (d) depicts training models and test model under attribute $SL, SW, PL, PW$, respectively.

First, calculate the support degrees, and the results are shown in Table 2. Then, the BPA of each attribute is obtained through the normalization of support degrees (Table 3). After that, using the
combination method mentioned in Section 2.3, the final BPA is obtained (Table 3). Finally, through the decision making rules mentioned in Section 3.4, the final identification result is $E$ (Iris versicolor).

\textbf{Table 2. Support degrees.}

<table>
<thead>
<tr>
<th>Category</th>
<th>$Sup{S}$</th>
<th>$Sup{E}$</th>
<th>$Sup{V}$</th>
<th>$Sup{S,E}$</th>
<th>$Sup{S,V}$</th>
<th>$Sup{E,V}$</th>
<th>$Sup{S,E,V}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SL$</td>
<td>0.1086</td>
<td>0.8324</td>
<td>0.7254</td>
<td>0.01088</td>
<td>0.0995</td>
<td>0.5934</td>
<td>0.0995</td>
</tr>
<tr>
<td>$SW$</td>
<td>0.2982</td>
<td>0.9919</td>
<td>0.6336</td>
<td>0.2974</td>
<td>0.2980</td>
<td>0.6289</td>
<td>0.2974</td>
</tr>
<tr>
<td>$PL$</td>
<td>$2 \times 10^{-9}$</td>
<td>0.9196</td>
<td>0.2416</td>
<td>$1.9 \times 10^{-9}$</td>
<td>2 \times 10^{-11}</td>
<td>0.2585</td>
<td>2 \times 10^{-11}</td>
</tr>
<tr>
<td>$PW$</td>
<td>$1.2 \times 10^{-5}$</td>
<td>0.9660</td>
<td>0.2470</td>
<td>$1.1 \times 10^{-5}$</td>
<td>$5.5 \times 10^{-6}$</td>
<td>0.2571</td>
<td>$5.5 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

$SL$: sepal length; $SW$: sepal width; $PL$: petal length; $PW$: petal width.

Samples from $S$, $E$, and $V$ were tested as test sets 10,000 times, respectively, and the accuracy of the method on Iris data set classification is presented in Table 4 using the decision method mentioned in Section 3.4. The overall recognition rate of the three categories is 99.98%.

\textbf{Table 3. BPA (basic probability assignment) under each attribute and final BPA.}

<table>
<thead>
<tr>
<th>Category</th>
<th>$m{S}$</th>
<th>$m{E}$</th>
<th>$m{V}$</th>
<th>$m{S,E}$</th>
<th>$m{S,V}$</th>
<th>$m{E,V}$</th>
<th>$m{S,E,V}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$BPA_{SL}$</td>
<td>0.0437</td>
<td>0.3346</td>
<td>0.2916</td>
<td>0.0437</td>
<td>0.0239</td>
<td>0.2385</td>
<td>0.0239</td>
</tr>
<tr>
<td>$BPA_{SW}$</td>
<td>0.0865</td>
<td>0.2879</td>
<td>0.1839</td>
<td>0.0863</td>
<td>0.0865</td>
<td>0.1825</td>
<td>0.0863</td>
</tr>
<tr>
<td>$BPA_{PL}$</td>
<td>$1.4 \times 10^{-9}$</td>
<td>0.6570</td>
<td>0.1726</td>
<td>$1.3 \times 10^{-9}$</td>
<td>$1.4 \times 10^{-11}$</td>
<td>0.1704</td>
<td>$1.4 \times 10^{-11}$</td>
</tr>
<tr>
<td>$BPA_{PW}$</td>
<td>$8.2 \times 10^{-5}$</td>
<td>0.6616</td>
<td>0.1692</td>
<td>$8.2 \times 10^{-6}$</td>
<td>$3.8 \times 10^{-6}$</td>
<td>0.1692</td>
<td>$3.8 \times 10^{-6}$</td>
</tr>
<tr>
<td>Final BPA</td>
<td>$4.9 \times 10^{-4}$</td>
<td>0.8798</td>
<td>0.1130</td>
<td>$3.3 \times 10^{-5}$</td>
<td>$2.2 \times 10^{-6}$</td>
<td>0.0066</td>
<td>$1.5 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

\textbf{Table 4. The identification accuracy.}

<table>
<thead>
<tr>
<th>Category</th>
<th>Test Times</th>
<th>Identification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>10,000</td>
<td>100%</td>
</tr>
<tr>
<td>$E$</td>
<td>10,000</td>
<td>99.95%</td>
</tr>
<tr>
<td>$V$</td>
<td>10,000</td>
<td>99.99%</td>
</tr>
</tbody>
</table>

4.2. Motor Rotor Fault Diagnosis

In this section, the proposed method is applied in practical engine fault diagnosis, and experimental data is from actual measurement data of the motor rotor [77]. Feature $j$ under fault $i$ is denoted as $F_{ij}$, where $i = 1, 2, 3$, respectively, on behalf of the three kinds of faults: rotor imbalance, rotor misalignment and the base loose. In addition, $j = 1, 2, 3, 4$, respectively, on behalf of the four features: the amplitude of fundamental harmonic ($X_1$), the amplitude of second harmonic ($X_2$), and the amplitude of the third harmonic ($X_3$) in the frequency spectrum of the rotor vibration acceleration sensor signal and shifting of rotor vibration (Shifting). For example, $F_{11}$ means feature 1X of fault rotor imbalance. The frame of discernment should be $\Theta = \{F_1, F_2, F_3\}$. There are five sets of measured data for specific $i$ and $j$ and each set of measured data is composed of forty continuous measurements in sixteen seconds.

Step 1: Establish fault models $\mu_{F_{ij}}$. For specific $i$ and $j$, four sets of feature data are randomly selected as fault samples to generate fault model $\mu_{F_{ij}}$; thus, a total of 12 fault models can be established for all $i$ and $j$. For example, $(\bar{X}_{\mu_{F_{i4}}}, \sigma_{\mu_{F_{i4}}})$ is shown in Table 5 and the function curve of $\mu_{F_{i4}}$ is shown in Figure 4a.

Step 2: Generate test models $\mu_{T_{j}}$. Assuming the left four sets of feature data in $F_{2j}$ are selected as the test sample, which can be used to generate test models $\mu_{T_{j}}$, the final diagnostic result should be $F_2$. For example, $(\bar{X}_{\mu_{T_{j4}}}, \sigma_{\mu_{T_{j4}}})$ is shown in Table 5 and the function curve of $\mu_{T_{j}}$ is shown in Figure 4b.
Step 3: Generate BPA$_j$. After 12 fault models $\mu_{F_i}$ and four test models $\mu_{T_i}$ are obtained, the BPA$_j$ can be generated by matching the fault models $\mu_{F_i}$ with the test model $\mu_{T_i}$. Taking test model $\mu_{T_4}$ as an example, a detailed introduction to the BPA generation process of BPA$_4$ is given as follows with graphical assistant instructions: 

In Figure 5, first, the integral interval is calculated: 
For $\text{Area} \{F_1\}$, the integral interval is (3.0740, 6.9470). 
For $\text{Area} \{F_2\}$, the integral interval is (3.0740, 6.9470). 
For $\text{Area} \{F_1, F_2\}$, the integral interval is (3.0740, 6.9470).

Then, the intersection area between fault models and test model, which is represented by the shadow in Figure 5, is obtained as: 
\[ \text{Area} \{F_1\} = 0.5686, \text{Area} \{F_2\} = 0.4453, \text{Area} \{F_1, F_2\} = 0.2884. \]

Finally, normalizing the obtained support degrees, BPA$_4$ (BPA under feature 4 (Shifting)) is obtained as: 
\[ m \{F_1\} = 0.3238, m \{F_2\} = 0.4104, m \{F_1, F_2\} = 0.2658. \]

Use the same method to determine BPA$_i$ under feature $i$ ($i = 1, 2, 3$). The results are shown in Table 6.

Step 4: Combine the obtained BPAs and give the result of diagnosis. Using the combination method mentioned in Section 3.4, the final BPA is obtained (Table 6). Through the decision making rules mentioned in Section 3.4, the final diagnostic result is fault $F_2$ (rotor misalignment).

![Figure 4](image-url)

**Figure 4.** Generated fault models $\mu_{F_i}$ ($i = 1, 2, 3$) and test model $\mu_{T_i}$. (a) shows the generated fault models $\mu_{F_i}$ ($i = 1, 2, 3$); (b) shows the generated test model $\mu_{T_i}$.

<table>
<thead>
<tr>
<th>Category of Models</th>
<th>Mean Value ($\bar{X}$)</th>
<th>Standard Deviation ($\sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{F_1}$</td>
<td>4.3241</td>
<td>0.3240</td>
</tr>
<tr>
<td>$\mu_{F_2}$</td>
<td>4.6414</td>
<td>0.3087</td>
</tr>
<tr>
<td>$\mu_{F_3}$</td>
<td>9.8220</td>
<td>0.1010</td>
</tr>
<tr>
<td>$\mu_{T_4}$</td>
<td>5.0105</td>
<td>0.6455</td>
</tr>
</tbody>
</table>

Table 5. Mean value and standard deviation of $\mu_{F_i}$ ($i = 1, 2, 3$) and $\mu_{T_i}$. 
Figure 5. Intersection area of fault models and test model under feature 4 (Shifting). (a), (b), (c) shows the Area\{F_1\}, Area\{F_2\}, Area\{F_1, F_2\}, respectively.

<table>
<thead>
<tr>
<th>Category</th>
<th>m ({F_1})</th>
<th>m ({F_2})</th>
<th>m ({F_3})</th>
<th>m ({F_1, F_2})</th>
<th>m ({F_1, F_3})</th>
<th>m ({F_2, F_3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPA_1</td>
<td>0.0773</td>
<td>0.8452</td>
<td>0</td>
<td>0.0775</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BPA_2</td>
<td>0</td>
<td>0.4052</td>
<td>0.2974</td>
<td>0</td>
<td>0</td>
<td>0.2974</td>
</tr>
<tr>
<td>BPA_3</td>
<td>0</td>
<td>0.9995</td>
<td>0.0002</td>
<td>0</td>
<td>0</td>
<td>0.0003</td>
</tr>
<tr>
<td>Final BPA</td>
<td>0.0020</td>
<td>0.9973</td>
<td>0.00056</td>
<td>0.0001</td>
<td>0</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

Table 6. BPA_i (i = 1, 2, 3) and final BPA.

Through five experiments, the experiment results of the proposed fault diagnosis method is presented in Table 7 using decision making rules mentioned in Section 3.4. The mean value and standard deviation of models in each case are as follows:

For case 1: \((X_{\mu_{11}}, \sigma_{\mu_{11}}) = (0.1614, 0.0108), (X_{\mu_{12}}, \sigma_{\mu_{12}}) = (0.1508, 0.0171), (X_{\mu_{13}}, \sigma_{\mu_{13}}) = (0.1131, 0.0071), (X_{\mu_{14}}, \sigma_{\mu_{14}}) = (4.3241, 0.3240), (X_{\mu_{15}}, \sigma_{\mu_{15}}) = (0.1794, 0.0125), (X_{\mu_{16}}, \sigma_{\mu_{16}}) = (0.3300, 0.0110), (X_{\mu_{17}}, \sigma_{\mu_{17}}) = (0.2332, 0.0299), (X_{\mu_{18}}, \sigma_{\mu_{18}}) = (4.6414, 0.3087), (X_{\mu_{19}}, \sigma_{\mu_{19}}) = (0.3301, 0.0075), (X_{\mu_{20}}, \sigma_{\mu_{20}}) = (0.3422, 0.0150), (X_{\mu_{21}}, \sigma_{\mu_{21}}) = (0.1367, 0.0119), (X_{\mu_{22}}, \sigma_{\mu_{22}}) = (9.8220, 0.1010), (X_{\mu_{23}}, \sigma_{\mu_{23}}) = (0.1616, 0.0006), (X_{\mu_{24}}, \sigma_{\mu_{24}}) = (0.1428, 0.0025), (X_{\mu_{25}}, \sigma_{\mu_{25}}) = (0.1095, 0.0021), (X_{\mu_{26}}, \sigma_{\mu_{26}}) = (4.3319, 0.0347).

For case 2: \((X_{\mu_{11}}, \sigma_{\mu_{11}}) = (0.1619, 0.0101), (X_{\mu_{12}}, \sigma_{\mu_{12}}) = (0.1481, 0.0164), (X_{\mu_{13}}, \sigma_{\mu_{13}}) = (0.1131, 0.0071), (X_{\mu_{14}}, \sigma_{\mu_{14}}) = (4.3035, 0.3204), (X_{\mu_{15}}, \sigma_{\mu_{15}}) = (0.1848, 0.0109), (X_{\mu_{16}}, \sigma_{\mu_{16}}) = (0.3320, 0.0106), (X_{\mu_{17}}, \sigma_{\mu_{17}}) = (0.2492, 0.0342), (X_{\mu_{18}}, \sigma_{\mu_{18}}) = (4.7851, 0.4010), (X_{\mu_{19}}, \sigma_{\mu_{19}}) = (0.3271, 0.0050), (X_{\mu_{20}}, \sigma_{\mu_{20}}) = (0.3446, 0.0141), (X_{\mu_{21}}, \sigma_{\mu_{21}}) = (0.1367, 0.0113), (X_{\mu_{22}}, \sigma_{\mu_{22}}) = (9.8182, 0.1090), (X_{\mu_{23}}, \sigma_{\mu_{23}}) = (0.1696, 0.0096), (X_{\mu_{24}}, \sigma_{\mu_{24}}) = (0.3187, 0.0041), (X_{\mu_{25}}, \sigma_{\mu_{25}}) = (0.2131, 0.0053), (X_{\mu_{26}}, \sigma_{\mu_{26}}) = (4.4358, 0.4015).
For case 3: $\hat{X}_{\mu_11} \cdot \sigma_{\mu_11} = (0.1619, 0.0107)$, $\hat{X}_{\mu_12} \cdot \sigma_{\mu_12} = (0.1481, 0.0164)$, $\hat{X}_{\mu_13} \cdot \sigma_{\mu_13} = (0.1114, 0.0050)$, $\hat{X}_{\mu_21} \cdot \sigma_{\mu_21} = (4.3241, 0.3240)$, $\hat{X}_{\mu_22} \cdot \sigma_{\mu_22} = (0.3232, 0.0106)$, $\hat{X}_{\mu_23} \cdot \sigma_{\mu_23} = (0.2492, 0.0342)$, $\hat{X}_{\mu_24} \cdot \sigma_{\mu_24} = (4.6848, 0.4402)$, $\hat{X}_{\mu_31} \cdot \sigma_{\mu_31} = (0.3299, 0.0079)$, $\hat{X}_{\mu_32} \cdot \sigma_{\mu_32} = (0.3446, 0.0141)$, $\hat{X}_{\mu_33} \cdot \sigma_{\mu_33} = (0.1367, 0.0113)$, $\hat{X}_{\mu_34} \cdot \sigma_{\mu_34} = (9.8220, 0.1010)$, $\hat{X}_{\mu_41} \cdot \sigma_{\mu_41} = (0.3275, 0.0023)$, $\hat{X}_{\mu_42} \cdot \sigma_{\mu_42} = (0.3409, 0.0135)$, $\hat{X}_{\mu_43} \cdot \sigma_{\mu_43} = (0.1341, 0.0113)$, $\hat{X}_{\mu_44} \cdot \sigma_{\mu_44} = (9.7652, 0.0953)$.

For case 4: $\hat{X}_{\mu_11} \cdot \sigma_{\mu_11} = (0.1619, 0.0101)$, $\hat{X}_{\mu_12} \cdot \sigma_{\mu_12} = (0.1488, 0.0173)$, $\hat{X}_{\mu_13} \cdot \sigma_{\mu_13} = (0.1139, 0.0062)$, $\hat{X}_{\mu_14} \cdot \sigma_{\mu_14} = (4.3414, 0.0745)$, $\hat{X}_{\mu_21} \cdot \sigma_{\mu_21} = (0.1790, 0.0101)$, $\hat{X}_{\mu_22} \cdot \sigma_{\mu_22} = (0.3279, 0.0115)$, $\hat{X}_{\mu_23} \cdot \sigma_{\mu_23} = (0.2492, 0.0342)$, $\hat{X}_{\mu_24} \cdot \sigma_{\mu_24} = (4.6414, 0.3087)$, $\hat{X}_{\mu_31} \cdot \sigma_{\mu_31} = (0.3271, 0.0050)$, $\hat{X}_{\mu_32} \cdot \sigma_{\mu_32} = (0.3422, 0.0150)$, $\hat{X}_{\mu_33} \cdot \sigma_{\mu_33} = (0.1367, 0.0119)$, $\hat{X}_{\mu_34} \cdot \sigma_{\mu_34} = (9.7948, 0.0888)$, $\hat{X}_{\mu_41} \cdot \sigma_{\mu_41} = (0.3387, 0.0071)$, $\hat{X}_{\mu_42} \cdot \sigma_{\mu_42} = (0.3503, 0.0060)$, $\hat{X}_{\mu_43} \cdot \sigma_{\mu_43} = (0.1341, 0.0080)$, $\hat{X}_{\mu_44} \cdot \sigma_{\mu_44} = (9.8739, 0.1267)$.

For case 5: $\hat{X}_{\mu_11} \cdot \sigma_{\mu_11} = (0.1607, 0.0106)$, $\hat{X}_{\mu_12} \cdot \sigma_{\mu_12} = (0.1486, 0.0076)$, $\hat{X}_{\mu_13} \cdot \sigma_{\mu_13} = (0.1114, 0.0050)$, $\hat{X}_{\mu_14} \cdot \sigma_{\mu_14} = (4.3286, 0.3241)$, $\hat{X}_{\mu_21} \cdot \sigma_{\mu_21} = (0.1790, 0.0101)$, $\hat{X}_{\mu_22} \cdot \sigma_{\mu_22} = (0.3300, 0.0110)$, $\hat{X}_{\mu_23} \cdot \sigma_{\mu_23} = (0.2461, 0.0362)$, $\hat{X}_{\mu_24} \cdot \sigma_{\mu_24} = (4.7533, 0.4653)$, $\hat{X}_{\mu_31} \cdot \sigma_{\mu_31} = (0.1329, 0.0079)$, $\hat{X}_{\mu_32} \cdot \sigma_{\mu_32} = (0.3445, 0.0118)$, $\hat{X}_{\mu_33} \cdot \sigma_{\mu_33} = (0.1370, 0.0122)$, $\hat{X}_{\mu_34} \cdot \sigma_{\mu_34} = (9.8169, 0.1019)$, $\hat{X}_{\mu_41} \cdot \sigma_{\mu_41} = (0.1932, 0.0138)$, $\hat{X}_{\mu_42} \cdot \sigma_{\mu_42} = (0.3266, 0.0108)$, $\hat{X}_{\mu_43} \cdot \sigma_{\mu_43} = (0.2255, 0.0135)$, $\hat{X}_{\mu_44} \cdot \sigma_{\mu_44} = (4.5631, 0.0678)$.

<table>
<thead>
<tr>
<th>Case</th>
<th>Real Category</th>
<th>Combined BPA</th>
<th>Diagnostic Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$F_1$</td>
<td>$m(F_1) = 0.9791, m(F_2) = 0.0199, m(F_1, F_2) = 0.0010$</td>
<td>$F_1$</td>
</tr>
<tr>
<td>2</td>
<td>$F_2$</td>
<td>$m(F_1) = 0.0681, m(F_2) = 0.9302, m(F_3) = 0.0008, m(F_1, F_2) = 0.0009$</td>
<td>$F_2$</td>
</tr>
<tr>
<td>3</td>
<td>$F_3$</td>
<td>$m(F_2) = 0.0002, m(F_3) = 0.9998$</td>
<td>$F_3$</td>
</tr>
<tr>
<td>4</td>
<td>$F_4$</td>
<td>$m(F_2) = 0.0001, m(F_3) = 0.9999$</td>
<td>$F_4$</td>
</tr>
<tr>
<td>5</td>
<td>$F_2$</td>
<td>$m(F_1) = 0.0124, m(F_2) = 0.9863, m(F_3) = 0.0005, m(F_1, F_2) = 0.0008$</td>
<td>$F_2$</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper presents a new fault diagnosis method based on multi-sensor data fusion. The Gaussian type of membership function is used to construct a fault model and a test model due to its advantages in processing sensor data. First, the distribution of the measurements of the sensor, which is working in a complex environment, is generally regarded as Gaussian distribution if the influence of the performance of the sensor is ignored. Second, the Gaussian type of membership function is tractable in dealing with a large number of data involving Gaussian distribution. The overall diagnostic processes are as follows: first, obtain the Gaussian type of fault models through a certain amount of fault samples. Secondly, through the measurements of sensors in equipment, Gaussian types of test models are determined. Thirdly, the intersection area between test models and fault models with identical attributes is transformed into a set of BPA. Finally, a weighted average approach is used to combine the obtained BPAs, and final diagnostic result is obtained through the proposed multiple decision making rules. On the whole, the proposed fault diagnosis method has the following advantages: the Gaussian type of fault model and test model determination method can fit the measurement data well due to the complex working environment of sensors in fault diagnosis. The basic probability assignment determination method based on the intersection area between the test model and fault models can better express uncertain information because this method takes into account the variance information of the models. Finally, the effectiveness of the proposed method is verified by some illustrative examples.
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