Fast Object Detection in Light Field Imaging by Integrating Deep Learning with Defocusing
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Abstract: Although four-dimensional (4D) light field imaging has many advantages over traditional two-dimensional (2D) imaging, its high computation cost often hinders the application of this technique in many fields, such as object detection and tracking. This paper presents a hybrid method to accelerate the object detection in light field imaging by integrating the deep learning with the depth estimation algorithm. The method takes full advantage of computation imaging of the light field to generate an all-in-focus image, a series of focal stacks, and multi-view images at the same time, and convolutional neural network and defocusing are consequently used to perform initial detection of the objects in three-dimensional (3D) space. The estimated depths of the detected objects are further optimized based on multi-baseline super-resolution stereo matching while efficiency is maintained, as well by compressing the searching space of the disparity. Experimental studies are conducted to demonstrate the effectiveness of the proposed method.
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1. Introduction

Recognizing objects and localizing them in three-dimensional (3D) space is one of the most significant topics for many fields, such as mobile robotics [1], security systems [2], etc. As the first step, appropriate sensors are required to capture the three-dimensional information of the world, in real time. A variety of techniques can be used to achieve the task, in which the 3D vision techniques, such as dynamic video processing and binocular stereo vision, are the most widely used [3]. It is well known that conventional images can only record two-dimensional (2D) spatial information of the scene while the angular information is barely recorded, which makes conventional 3D vision methods sensitive to the local structure of the scene, and may invalid in the presence of occlusion or at the region where the texture is low and repeated [4].

Light field imaging, as a relatively new technique, can record both the angular and spatial information of the scene in a single exposure [5]. It can either be recorded by a camera arrays or by a main lens combining with a micro lens arrays in front of the sensor [6]. Currently, along with the development of the manufacturing technology, consumer cameras that acquire light fields are starting to be commercially available in the market, such as Light [7] and Lytro [8]. The description of the light field was originally represented by a plenoptic function with five dimensions, and was reduced to four dimensions by Levoy and Hanrahan [9], who introduced two-plane parametrization to parametric the light field. Many advanced processing techniques was developed based on four-dimensional (4D) light field representation, such as post-digital refocusing, view point changing, aperture changing, and extending the depth of field at large aperture [10]. For 3D vision, light field imaging contains rich disparity and defocus information that can be used to evaluate the depth of the scene much more...
accurately than conventional stereo vision [10–13]. In light field imaging, depth estimation methods may generally be divided into two categories, including depth from stereo and depth from defocus. When comparing with stereo vision, the light field has unique ability to expand of the disparity space to a continuous space [11]. Hence, digital refocusing algorithm can be implemented and defocus response becomes additional cue to estimate the depth of the scene. For defocus cues, it avoids the occlusion problem [14] and matching ambiguity problems [15]. Traditionally, the defocus cue has been achieved through using multiple image exposures [16], which is however too slow to be used in recognition. Fortunately, the light field inherent refocusing ability can obtain a series of images that focus on different depth with highly parallel computation. This makes the fast estimation of the depth from defocus possible. Several research has also been conducted to combine both the disparity and defocus response so that the accuracy of the estimation can be further improved [17,18].

In view of the published literature, it is noticed that the most of the existing depth estimation methods for light field imaging are computationally too expensive to be used in real time application. Although much accurate estimation of the depth of the scene can be achieved comparing with conventional stereo vision, it may take several minutes for producing a single scene on a current general purpose computer, which is unacceptable for many application, such as augmented reality, object detection and tracking, and so on. In many applications, instead of the whole scene, high accurate depth estimation may only be required at specific regions, such as the regions where the objects are located. In such scenario, machine learning would become a good choice to recognize the objects, and sparse depth estimation can then be performed at the specified regions. In the recent decade, deep neural network has been being boom up in recognition and localization of objects from an image [19–23]. Therefore, this paper presents a hybrid method to accelerate the object detection in light field imaging to real time level. The main contribution of the presented work includes a framework for fast object detection and depth estimation in light field imaging by integrating the deep learning with the depth estimation algorithm. An algorithm is also presented to further optimize the depth of the detected object that is based on multi-baseline stereo matching while efficiency is maintained as well by compressing the searching space of the disparity using the defocus response. Details of the methods are presented and experimental studies are conducted to verify the effectiveness of the proposed method.

2. Methodology

Figure 1 shows the framework of the proposed method. First of all, the scene that is captured by camera arrays or micro lens arrays are calibrated and parameterized by two-plane parametrization to form a light field. The parameterization of the light field in given in detail in Section 2.1. The captured light field is then used to generate three different kinds of images, including multi-view images, all-in-focus image, and a certain number of focal stacks by digital refocusing that can be processed with highly parallel computation on Graphics Processing Unit (GPU) or even Field Programmable Gate Array (FPGA), so as to achieve high efficient processing and imaging. Details of the digital refocusing is given in Section 2.2. Convolutional neural network (CNN) based detection and defocusing are then conducted to perform object detection and localization in 3D space. It is performed in three steps. In the first step, CNN is used to detect the objects on the all-in-focus image so that the positions of the objects in 2D space are determined. Occasionally, the detected objects may be hindered by something, such as tree. In such case, the detection of the objects may be fail on all in focus image. In such scenario, CNN should be conducted on all the focal stacks to enhance the capability of the detection. In the second step, the depths of the detected objects are evaluated by defocus response that is based the focal stacks. It is emphasized that, instead of estimating the depth of each pixel of the objects, only a depth is estimated for each object in this step since it is sufficient in most of scenarios in object detection and tracking. The details of the used CNN and defocus response are given in Section 2.3. In the third step, if it is necessary, the depths of the detected objects are further optimized via multi-baseline stereo matching, based on the multi-view images. Since the region and a depth are already assigned to each
object by CNN and defocus response, the efficiency of the stereo matching can be improved from two aspects. Firstly, instead of the dense stereo matching, only the objects that are detected by the CNN are matched. Secondly, the searching space of the disparity is compressed by using the assigned depths in defocus response as initial value.

![Figure 1. Framework of the proposed method.](image)

### 2.1. Two-Plane Parametrization of Light Field

In geometric optics, the fundamental carrier of light is a ray, which can be described by plenoptic function with five parameters, including three coordinates and two angles [9]. The description can further be reduced to four dimension with the assumption that the radiance of the ray remains constant from point to point along its length [10]. Figure 2a shows the two-plane based four-dimensional parametrization of the light field. In two-plane parametrization, a ray is parameterized as \( L(u, v, s, t) \), where \((u, v)\) are the coordinates of the view point in \( UV \) plane, and \((s, t)\) are coordinates of the image point in the \( ST \) plane. Without loss of generality, the four dimensional representation can further be simplified to two-dimensional \( L(u, s) \) in Cartesian ray-space denoted as \( US \) plane as shown in Figure 2b. The ray depicted two planes is reduced to a point in the Cartesian ray-space \( US \) plane. The blue view point \( P_1 \) and red view point \( P_2 \) in Figure 2a represent corresponding color streak in Figure 2b, respectively. An arbitrary view point in a light field corresponds to a 2D slice in the \( US \) plane. Hence, by the use of the two-plane parametrization, the multi-view of the scene can be obtained by selecting different slices in \( US \) planes, and the all-in-focus image is just a special slice, of which \( u \) and \( v \) are the center of the \( UV \) plane [10]. Focal stacking is essentially a process of refocusing the scene at a series of different depths. Based on the two-plane parametrization, the irradiance of an arbitrary point in the image plane can be obtained by integrating the light passing through the entire \( UV \) plane, and the process of digital refocus is generally 2D slices shift in spatial dimension and integration in the angular dimension. This will be discussed in more detail in Section 2.2.

When considering the instruments used to capture the light field, camera array matches well with the principle that is presented in Figure 2. That is, each camera samples different views of the scenes corresponding to the \( UV \) plane. For the light field captured by micro lens array, the aperture is \( UV \) plane and the sensor is \( ST \) plane. Different views can be reconstructed by selecting corresponding pixel under each micro lens and putting them together.
Figure 2. Two-plane parametrization of light field. (a) Two-plane parametrization; (b) two-dimensional (2D) Cartesian ray-space diagram.

2.2. Digital Refocusing

Digital refocusing is essentially a process of refocusing the scene at different depth based on the light field via pure digital computation. As shown in Figure 3a,b, the ray passes through $UV$ plane to focus on the green $ST$ plane. The distance between the two parallel planes is the focal length $f$ and focal point $o$ is on the $ST$ plane. The irradiance of point $o$ is obtained by integrating the entire $UV$ plane as given by Equation (1) [6]:

$$I_o(s, t) = \iint L(u, v, s, t) du dv \rightarrow I_o(s) = \int L(u, s) du$$  \hspace{1cm} (1)

Figure 3. The principle of digital refocusing based on two-plane parametrization of light field. (a) Refocusing denoted by two-plane parametrization; (b) Representing the four-dimensional (4D) light field by 2D $(u, s)$; (c) Sampling of radiance before refocusing which focus on ST plane; and, (d) Sampling of radiance after refocusing which focus on $S'T'$ plane.

Assuming that the image is refocused on the blue $S'T'$ plane which contains the focal point $o'$, the irradiance of the point $o'$ can be determined as follows [6].

$$I_{o'}(s', t') = \iint L'(u, v, s', t') du dv \rightarrow I_{o'}(s') = \int L'(u, s') du$$  \hspace{1cm} (2)

As shown in Figure 3b, which $L$ and $L'$ should be the same ray:

$$L(u, s) = L'(u, s')$$  \hspace{1cm} (3)
Hence, by introducing a geometric constraint:

$$\frac{f'}{f} = \frac{s' - u}{s - u} = \lambda$$  \hspace{1cm} (4)

where $f'$ is the distance between the new image $S'T'$ plane and $UV$ plane, Equation (2) can be rewritten as follows:

$$I_f(s') = \int L(u, \frac{s'}{\lambda} + u(1 - \frac{1}{\lambda}))du \rightarrow I_f(s', t') = \iint L(u, v, \frac{s'}{\lambda} + u(1 - \frac{1}{\lambda}), \frac{t'}{\lambda} + v(1 - \frac{1}{\lambda}))dudv \hspace{1cm} (5)$$

Equation (5) is the basis of the digital refocusing. The red 2D slice in Figure 3c,d and Equation (5) indicate that the process of digital refocus is the 2D slices shift on spatial dimension and integrate in the angular dimension. The refocusing depth is determined by a factor $k$ defined as:

$$k = \tan \theta = (1 - \frac{1}{\lambda})$$  \hspace{1cm} (6)

where $\theta$ denotes the slope of blue streak after shift the 2D slices. Hence, the shift distance $ku$ of each slice has a linear relationship with angular dimension $(u, v)$. Assuming that the number of focal stacks layers is fixed, then the shift distance of each slice is a constant value. Hence, the refocusing algorithm can be performed with parallel computation on GPU, or even FPGA, for real-time generation of a series of refocused image on different depths.

2.3. Object Detection and Defocus Response

In the present study, a state-of-the-art deep learning method, named you only look once (YOLO), is used to detect the object on the all-in-focus image as well as the focal stacks [19]. Previous approaches, like region proposal convolutional neural network (R-CNN) [20,21], use region proposal method to choose candidate boxes in image, and take CNN to extract features to carry out the classification. While YOLO considers the object detection as a single regression problem and uses single CNN to deal with the regional proposal, classification, and bounding box locating as an end-to-end process, which makes it much computational efficient than other methods. The system of the YOLO is performed from three aspects [19]. Firstly, an image is input and is resized into 448 $\times$ 448. The resized image is divided into $S \times S$ grid and each grid is responsible for predicting whether the centers of the detected objects were located in this region.

Secondly, each grid containing the center of the detected object is used as initial condition to predict the bounding box for the corresponding object. Each bounding box contains five parameters, including $x, y, w, h$, and corresponding confidence. $(x, y)$ are the shift of the center of bounding box from the corresponding grid, and the $(w, h)$ are the dimension of the bounding box. The confidence means the possibility that there is a detected object and how precisely the box is located. Thirdly, the object contained in each box also needs to be classified by the confidence of every class $Pr(Class_i | Object)$. Hence, in the currently study, the CNN contains 26 layers, including 24 convolutional layers and two fully connected layers, as shown in Figure 4. The convolutional layers are made of two different kernels including $3 \times 3$ and $1 \times 1$ kernels. Besides, two boxes with different initial values are used to get a more precise box for complex scenario. The first FCN is a 4096 vector and the output is 7 $\times$ 7 $\times$ 30. Here 7 $\times$ 7 are the number of the grids. 30 corresponds to 20 classes and 10 parameters for the two boxes. The CNN is trained in two steps. In the first step, the first 20 convolutional layers, the average pooling layer and the fully connected layer are pre-trained by Image-Net 1000-class datasets [22] to get a robust and general feature extractor. In the second step, the final two layers are deleted and other four convolutional layers and two fully connected layers are trained together with pre-trained 20 convolutional layers by using the PASCAL [23]. More details of the CNN can be referred to [19].
The depths of the detected objects are then estimated by the defocus response of the focal stacks at the bounding box. As shown in Figure 5, the bounding boxes are used to sub-sample the series of the focal stacks that were generated by digital refocusing, as presented in Section 2.2. Then, the sub-sampled regions are analyzed by defocus to find the clearest layer. For defocus analyzing, the gradient stacks can be computed via convolution. Different convolution kernels would result in different defocus response. It is stated in previous work [19] that the sum modified Laplacian (SML) operator has better performance than traditional operators, such as Sobel, Laplacian. This paper modifies the SML and present the sum squared modified Laplacian (SSML) operator to get sharper response at the focused layer, given by Equation (7):

$$L_p = \begin{bmatrix} -1 & 2 & 1 \end{bmatrix}$$ (7)

Then, the defocus response $D(d)$ is computed by:

$$D(d) = \frac{1}{M \cdot N} \sum_s \sum_t (I_d(s,t)L_p)^2 + (I_d(s,t)L_p^T)^2$$ (8)

where $I_d$ denotes the $d$-th layer of focal stacks. High response $D(d)$ means that the corresponding layer is in focus. Figure 5 shows an example of depth estimation of the bear based on the defocus response of the focal stacks at the corresponding bounding box.

Figure 5. An illustration of depth estimation based on the defocus response of the focal stacks.

2.4. Refinement of the Depth Estimation

By taking the estimated depth by defocus response as input, multi-baseline stereo matching can be performed to further improve the accuracy of the depths of the object. When considering relatively narrow baseline of the multi-view images, phase shift based stereo depth estimation algorithm is
adopted in the present study [12]. As discussed above, different 2D slices of the light field correspond to different views of the scene. Sub-pixel matching requires sub-pixel shift of the 2D slices to build the cost volume, and the corresponding phase shift in the 2D Fourier transform can be given by:

$$\mathcal{F}\{I(s + \Delta s)\} = \mathcal{F}\{I(s)\}e^{2\pi i \Delta s}$$  \hspace{1cm} (9)

where the 2D shift vector $\Delta s \in \mathbb{R}^2$ denotes shift distance in 2D. The inverse Fourier transform is implemented to get accurate sub-pixel shift 2D slice $I'(s)$

$$I'(s) = \mathcal{F}^{-1}\{\mathcal{F}\{I(s)\}e^{2\pi i \Delta s}\}$$  \hspace{1cm} (10)

The cost volume $C$ is built by two components, including the sum of the absolute differences (SAD) and the sum of the gradient differences (GRAD).

$$C(s, l) = \alpha C_A(s, l) + (1 - \alpha) C_G(s, l)$$  \hspace{1cm} (11)

where $l$ is cost label, $\alpha$ is weight coefficient of SAD and GRAD. The SAD cost component is defined as:

$$C_A(s, l) = \sum_{u \in V} \sum_{s \in W} \min(|I(u_c, s) - I(u_c, s + lk(u - u_c))|$$  \hspace{1cm} (12)

where $W$ is the window to compute disparity, $u$ denotes the view point on $UV$ plane, and $u_c$ denotes the center view point. The GRAD cost components is defined as:

$$C_G(s, l) = \sum_{u \in V} \sum_{s \in W} \gamma(u) \min(|I_x(u_c, s) - I_x(u_c, s + lk(u - u_c))| + (1 - \gamma(u)) \min(|I_y(u_c, s) - I_y(u_c, s + lk(u - u_c))|$$  \hspace{1cm} (13)

where the $I_x$ is the $x$-directional gradient and $I_y$ is the $y$-directional gradient, $\gamma(u)$ is the weight coefficient of the two directions. Obviously, the closer to center view, the better the image is. Hence, $\gamma(u)$ is defined as

$$\gamma(u) = \frac{|u - u_c|}{|u - u_c| + |l - l_c|}$$  \hspace{1cm} (14)

Every cost slice is refined through weighted median filtering in accordance with the center view image. The disparity map is then computed by winner-takes-all strategy.

3. Experimental Results

The proposed method was implemented on a NVIDIA GeForce 1080P GPU card (NVIDIA Corporate Headquarters, California, CA, USA) and tested on both a light field Benchmark dataset [10] and real world scenes, which are captured by a commercial light field camera Lytro Illum (Lytro, Inc., California, CA, USA) [8].

3.1. Benchmark Dataset Experiment

The proposed method is tested on a light field dataset, named Mona [10], in mainly in four steps, in accordance with the process given in Figure 1. In the first step, three different kinds of images are produced from the light field dataset, including multi-view images, as shown in Figure 6a, an all-in-focus image as shown in Figure 6b, and 41 layers of focal stacks in different depths as shown in Figure 6c. In the second step, CNN is used to perform the object detection on the all-in-focus image. A total of three objects are detected, including Mona, a ball, and a flowerpot. The identified regions as highlighted by the bounding box in Figure 6b are then used to sample the 21 focal, as shown in Figure 6c. The depths of the identified objects are determined by analyzing the defocus of the corresponding focal stacks. Figure 6d shows the defocus response of the three objects based on sum
squared modified Laplacian (SSML) operator. It is clearly illustrated from the results that the defocus response has very sharp response at the focused layer, which can be used to determine the depths of the corresponding objects with high robustness. The depths of Mona, ball, and flowerpot are identified to be −0.45, 0.25, and 0.4, respectively, according to the defocus response. It is emphasized that, only a single value was assigned for each object in the present study. Although focal stacks can achieve much better resolution by more comprehensive defocusing analysis, the process would take long time for the computation and would be not able to perform in real time. In the current version, the proposed method can achieve around 10 frame rate on NVIDIA GeForce 1080P GPU card. The main time consumption is in the object detection process.

![Figure 6](image_url)

**Figure 6.** Result of Mona synthetic 4D light. (a) The input 4D light field. (b) Identified objects in all focus image. (c) Focal stacks of object regions. (d) Depth estimation by defocus analysis of the down sampled focal stacks. (e) Depth estimation of objects by stereo matching.

In case of the scenarios which require depth estimation per pixel, multi-baseline stereo matching can be performed. One of the problems anticipated in the present study is that dense depth estimation inevitably cost expense computation in stereo matching. As a result, although currently available methods can achieve very high matching accurate in light field image comparing with conventional stereo matching, it would take relatively long time for the depth estimation, normally in several or even dozens of seconds [12-14], which hinders the light field imaging to be used in many applications. For the proposed method, since initial depths are already estimated by defocus response for every detected object in the third step, the efficiency of the stereo matching can be dramatically improved by shrinking the searching space of the disparity in the fourth step. Figure 6d shows the depths of the objects evaluated by multi-baseline phase shifting stereo matching based on light field. It can be inferred from the results that the depths estimated by the stereo matching generally match well with that are obtained by the defocusing. The results are also compared with conventional binocular stereo...
matching method [4]. A summary of the comparison is shown in Table 1. It is inferred from the results that the multi-baseline phase shifting stereo matching has much better performance than conventional stereo matching especially at the occlusion regions, such as the boundaries of flowerpot and the ball. However, the multi-view stereo matching inevitably requires much more time for the computation than binocular stereo matching. Currently, the proposed method can achieve around 5 frame rate on NVIDIA GeForce 1080P GPU card. On the other hand, it is also shown from the results that both of the methods have worse performance in matching the ball due to the high spot and low texture. However, the principle of the defocusing makes it has less influence on these factors. In such a scenario, instead of a detailed depth estimation of the object by stereo, a single value of depth estimation by defocusing would be better for object localization.

Table 1. A summary of the stereo matching results of the identified objects.

<table>
<thead>
<tr>
<th>Object</th>
<th>Views</th>
<th>Resolution</th>
<th>Percentage of Inaccurate Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Binocular Stereo</td>
</tr>
<tr>
<td>Mona</td>
<td>9 × 9</td>
<td>93 × 453</td>
<td>3%</td>
</tr>
<tr>
<td>Ball</td>
<td>9 × 9</td>
<td>190 × 181</td>
<td>57%</td>
</tr>
<tr>
<td>Flowerpot</td>
<td>9 × 9</td>
<td>113 × 95</td>
<td>39%</td>
</tr>
</tbody>
</table>

3.2. Real Word Experiment

The proposed method is also used in real scene to further examine the validity in object detection. The light field data is collected by a commercial light field camera named Lytro Illum [8], and the data is decoded by the procedure given by Dansereau(Lytro, Inc., California, CA, USA) [8]. Before the processing, it is necessary to correct the color of the image by gamma correction.

Figure 7 presents the process of the experiment. First of all, the 4D light field was taken by Lytro Illum, and the raw data is shown in Figure 7a. 4D light field data can be presented by a 4D vector contains \((u,v,s,t)\) after decoded the raw data. Three different kinds of images are produced from the 4D light field data, including the 13 × 13 multi-view images, as shown in Figure 7b, the all-in-focus image, as shown in Figure 6c, and the focal stacks as shown in Figure 7d. The CNN is then used to detect the objects on the all-in-focus image. As shown in Figure 7c, four objects are detected. The focal stacks are then trimmed by the bounding box of the detected objects, and are used to estimate the depths of the objects based on defocus response. When considering that the disparity range between two adjacent views is from \(-1\) pixel to 1 pixel [8], subpixel shift should be performed if more than two layers of the focal stacks are required. Based the theory of Discrete Fourier Transform (DFT), continuous movement of images can be implemented. In the present study, 0.1 pixel shift is implemented between two adjacent views. Hence, 21 layers of focal stacks are used to analyze the defocus response of the detected objects.

The defocus response is analyzed by the gradient of the focal stacks by SSML operator, as shown in Figure 7e. It is clearly seen from the results that the focused layer has very sharp response can easily and robustly be detected from the series of focal stacks, as shown in Figure 7d. The detected layers are marked with colored rectangles. Then, by taking the estimated depth by defocus response as input, multi-baseline stereo matching is performed on each bounding box, and the results are shown in Figure 7f. It is shown from the disparity maps that the cup and pot have very large percentage of mismatched pixels since they have low texture and are semitransparent. In such a scenario, the estimated depth maps are completely useless since it is almost impossible for a computer to judge which part of the depth map is correct or not. However, for the defocus response, the gradient of high frequency region like edges of the object can be much bigger than the low frequency region like low texture region. Hence, the defocus response can still be very sharp at the focused layer, which makes the defocus response based depth estimation method, although being relatively rough, is still very robust even for those objects which has low texture and are semitransparent.
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Figure 7. Application of the proposed method in real scene. (a) Light field data collected by Lytro Illum. (b) The decoded light field data. (c) Identified objects on all-in-focus image. (d) Focal stacks of object regions. (e) Depth estimation by defocus response. (f) Depth estimation per pixel by multi-baseline stereo matching.

4. Conclusions

This paper presents an efficient method for object detection using light field imaging. A hybrid method is presented to accelerate the object detection process by integrating the deep learning with the depth estimation algorithm. The method takes full advantage of the computation imaging of light field to generate an all-in-focus image, multi-view image, and a series of focal stacks at the same time. CNN based object detection, defocus analysis, and stereo matching are then consequently used to perform the detection of the objects in 3D space. Experimental study has been conducted to verify the validity of the proposed method. When comparing with conventional stereo imaging, the light field imaging has unique capability in re-focusing, which makes it possible to estimate the object in the scene based on defocus response. This would be the most important technical merit of the light field imaging in object detection when comparing with conventional stereo imaging, especially in detecting semitransparent and low textured objects. Further research will be conducted on integrating both the stereo disparity and defocus response in a single CNN for more efficient object detection.
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