Acoustic-Based Cutting Pattern Recognition for Shearer through Fuzzy C-Means and a Hybrid Optimization Algorithm
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Abstract: As the conventional cutting pattern recognition methods for shearer are huge in size, have low recognition reliability and an inconvenient contacting measurement method, a fast and reliable coal-rock cutting pattern recognition system is always a baffling problem worldwide. However, the recognition rate has a direct relation with the outputs of coal mining and the safety quality of staff. In this paper, a novel cutting pattern identification method through the cutting acoustic signal of the shearer is proposed. The signal is clustering by fuzzy C-means (FCM) and a hybrid optimization algorithm, combining the fruit fly and genetic optimization algorithm (FGOA). Firstly, an industrial microphone is installed on the shearer and the acoustic signal is collected as the source signal due to its obvious advantages of compact size, non-contact measurement and ease of remote transmission. The original sound is decomposed by multi-resolution wavelet packet transform (WPT), and the normalized energy of each node is extracted as a feature vector. Then, FGOA, by introducing a genetic proportion coefficient into the basic fruit fly optimization algorithm (FOA), is applied to overcome the disadvantages of being time-consuming and sensitivity to initial centroids of the traditional FCM. A simulation example, with the accuracy of 95%, and some comparisons prove the effectiveness and superiority of the proposed scheme. Finally, an industrial test validates the practical effect.
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1. Introduction

Shearer is one of the key pieces of equipment in a fully-mechanized coal mining workspace. It is of great significance to guarantee long-term and steady operation of the shearer for avoiding safety incidents and improving the output of coal mining. Many scholars pointed that recognizing whether the shearer was cutting coal seams, hard rock or coal seam gripping gangue, defined as cutting pattern recognition in this paper, was the precondition for secure and efficient coal mining [1]. However, because of the harsh working environment and complicated geological condition during the coal mining process, online recognition was always a technological bottleneck, and the identification rate was directly affected by the signal source during the recognition process.

Since the cutting pattern recognition was proposed in the 1970s, great academic achievements have scored. More than 20 types of signals were researched in the past several decades, such as γ-ray...
concentration [2], cutting image [3], cutting temperature [4], vibration of the shearer [5], etc. All of these methods promoted the theory and experimental developments of the cutting pattern recognition, but also encountered some common problems during practical application. In [3], texture features of cutting images in multiple scales were collected to identify the cutting pattern automatically. Similar to the γ-ray detector, the high-resolution image receiver had the disadvantages of huge size and power consumption. Some special treatments were needed to satisfy the safety standards of the coal mining explosion-proof electric apparatus. Recently, Si et al. fused the temperature information of the shearer through an improved D–S evidence theory and artificial neural network to predict the coal rock distribution [4]. In order to recognize the coal-rock interface in the top coal caving, the vibration signals of the tail beam of the hydraulic support were investigated in [5], while the temperature and vibration signals could be collected only by contact measurement, which was not convenient for installation and maintenance. Manual guidance was necessary and unmanned coal mining was still unachievable in mining production. Through the embedded analysis and thoughts on the working field, it was found that the cutting acoustic signal, formed by the collision of the cutting part of the shearer and the coal-rock, had a relation with the cutting pattern [6]. Moreover, the sound collector had obvious superiorities of small size, low-power and non-contact measurement. The acoustic-based cutting pattern recognition system is actually excavating effective information and then classifying the real-time signal series into some patterns. It is essentially a process of clustering.

Clustering involves the discovery of a data structure in multivariate information and divides a data set into several subsets without providing prior knowledge [7,8]. The clustering process is often regarded as the important first step for data exploration. The most widely applied clustering methods can be divided into hard partitioning algorithms and soft partitioning algorithms [9,10]. Typical hard partitioning solutions, such as K-means [11–13] and K-medoids clustering [14], assign each pattern into a cluster according to its nearest centroid. Then, positions of the centroids are iteratively adjusted according to their corresponding members in order to minimize the sum of the squared error. Fuzzy C-means (FCM) algorithm is a kind of representative soft partitioning approach, which allows each individual to belong into all clustering centers according to the degree of membership [15]. In practical application, many scholars point out that FCM often performs better than the hard partitioning algorithm. In addition, it is widely applied in fault diagnosis [16], state recognition [17], image segmentation [18], et al. However, clustering centers of traditional FCM are optimized according to gradient descent algorithm, which has the disadvantage of being time-consuming [19] and sensitive to initial centroids [20]. Moreover, many problems have no priori knowledge on the number of clusters in practice. In these circumstances, the optimization may fall into local extremum, rather than a global optimal solution. In [21], in order to improve the calculation efficiency of FCM, a random sampling plus extension FCM (rseFCM) algorithm was proposed to cluster big data. On the basis of rseFCM, geometric progressive FCM (GPFCM) and minimum sample estimate random FCM (MSERFCM) were designed in [22]. To search global optimal centroids, many intelligent iterative optimization algorithms were applied. In [20], a genetic algorithm (GA) was integrated to optimize the membership functions and centroids in the FCM model. The experimental tests are conducted to verify the effectiveness of the proposed approach. The traffic volume data collected at different temporal scales were treated as the testing dataset, and three different indicators, including root mean square error, correlation coefficient, and relative accuracy, were utilized to quantify the imputation performance compared with some conventional methods. In [23], particle swarm optimization FCM (PSO–FCM) was applied for image segmentation, and the results of the experiments showed that the accuracy and the calculation time were, respectively, 97.86% and 15.7419 s for the composite image. A hybrid algorithm, unsupervised ant colony optimization (UACO), was proposed by combining FCM and ant colony optimization (ACO) for medical image segmentation in [24]. It can be summarized from the literature that improvements on FCM mainly focus on reducing the calculation time and avoiding falling into local optimal clustering centers.
Since the 1960s, many meta-heuristic intelligent optimization algorithms have been proposed to solve multi-object extremum, such as GA [25], particle swarm optimization (PSO) [26], artificial bee colony (ABC) [27], tabu search [28], differential evolution algorithm [29], et al. A considerable number of them are inspired by natural behavior and embody the principle of “select the most superior solution from superior solutions” [30]. While the above methods are often focused on only part of the links during the searching process, none of them has a comprehensive performance in all aspects. GA has outstanding ability in global searching, while the genetic operations are complex and time-consuming [31]. The iteration time of PSO and ABC is relatively rapid, but easily falls into local extremes [32]. The artificial fish swarm algorithm (AFSA) has a slow convergence rate in the later phase of iterations [33]. In order to overcome the disadvantages of single optimization algorithm, a hybrid PSO-GA algorithm was proposed to solve the scheduling problem in machine tool production in [34]. In [35], ABC and GA were integrated for neural network training and the clustering process. To forecast electricity load, a forecasting model based on GA and ACO was proposed in [36], and the experimental results showed that the proposed hybrid model performed better in load prediction 24 h ahead in terms of mean absolute percentage error than the other methods.

In 2012, a fruit fly optimization algorithm (FOA) was first proposed by Pan through simulating the food finding process of fruit flies and resulted in extensive attention [37]. As the characteristics of fast convergence and simple structure compared with other solutions, FOA was widely applied in parameter optimization [38], forecasting [39], scheduling [40], etc. However, like other optimization algorithms, the basic FOA also has the possibility of falling into local extremum due to poor population diversity during the iterative process [41]. In [42], in order to avoid local optimal solution, swarm collaboration and random perturbation were added into the original FOA to solve the joint replenishment problems. In [43], an adaptive step multi-dimensional FOA (ASM-FOA) was applied to minimize the size of the phasor measurement units configuration while allowing full observability of the network. Ref. [44] presented a changeable fly distance range in FOA to eliminate the drawbacks with fixed values of a search radius, and 29 benchmark functions were carried out to make a comparison with the original FOA. It can be seen that improvements on FOA aim at the process of updating next generation fruit flies, while rare scholars researched the combination of FOA and other optimization solutions.

Bearing the above observations in mind, this paper aims to propose a convenient and reliable cutting pattern recognition method for the shearer through the acoustic signal to overcome the disadvantages of high volume, low efficiency and low reliability of previous ways. As priori knowledge is always scarce in the practical cutting pattern identification process, an unsupervised system is established according to FCM and a hybrid optimization algorithm. The hybrid method is applied to replace the gradient descent approach of the basic FCM, due to its time-consuming nature, ease of falling into local extremes, and sensitivity to initial centroids. Moreover, the synthetic optimization approach integrates the FOA and GA, called the fruit fly genetic optimization algorithm (FGOA), to balance the searching speed and population diversity. Specifically, parts of the fruit flies are updated through genetic operations during production of the next generation individuals in original FOA by introducing a genetic proportion coefficient.

The rest of this paper is organized as follows. In Section 2, the basic theories of FCM, FOA and GA are presented. In Section 3, the iteration process of the proposed FGOA is described and the flow of the cutting pattern recognition method based on FCM and FGOA (FCM-FGOA) was elaborated on in detail. In order to validate the accuracy and superiority of the recognition approach, a simulated fully-mechanized coal mining site is set up and the cutting sound is clustered by the method in Section 4. Then, an industrial experiment is conducted in Section 5. Some conclusions and outlooks are summarized in Section 6.
2. Background

2.1. Fuzzy C-Means Clustering Algorithm

For a sample set \( X = (x_1, x_2, \ldots, x_J) \), it can be classified into \( c \) groups. Each sample in \( X \) can be sorted into a category according to membership \( \mu_{ij} \), where \( \mu_{ij} \) donates the membership value of the \( j \)-th sample belonging to the \( i \)-th category [12]. For the \( j \)-th sample, \( \mu_{ij} \) satisfies the condition as follows:

\[
\sum_{i=1}^{c} \mu_{ij} = 1, \ 0 \leq \mu_{ij} \leq 1. \tag{1}
\]

The objective function in FCM can be presented as follows:

\[
J_m(U, P) = \sum_{j=1}^{J} \sum_{i=1}^{c} (\mu_{ij})^m (d_{ij})^2, \tag{2}
\]

where \( m \in (1, +\infty) \) is weighted index and \( d_{ij} \) is distance of \( x_j \) and \( i \)-th clustering center \( v_i \). The target of the clustering process is to minimize the objective function. Considering some constraint conditions of \( \mu_{ij} \), the Lagrange multiplier method is applied to solve the extremum problem. The membership value \( \mu_{ij} \) and the clustering center \( v_i \) can be calculated as follows:

\[
\mu_{ij} = \begin{cases} 
0 & d_{kj} = 0, \ k \neq i \\
1 & d_{kj} = 0, \ k = i \\
\frac{1}{\sum_{k=1}^{c} (\mu_{kj})^m} & d_{kj} \neq 0 
\end{cases}, \tag{3}
\]

\[
v_i = \frac{\sum_{j=1}^{J} (\mu_{ij})^m x_j}{\sum_{j=1}^{J} (\mu_{ij})^m}. \tag{4}
\]

The iterative process of FCM algorithm can be generalized as follows:

Step 1.1: Initialization. Initialize weighted index \( m \), category number \( c \), original clustering center \( v^{(0)} \), stopping value of the iterative process \( \xi \) and the maximal iteration number \( N \).

Step 1.2: Iteration. Update \( \mu_{ij} \) and \( v_i \) according Equations (3) and (4).

Step 1.3: Comparison. Terminate the iteration process if \( ||v^{(b+1)} - v^b|| \leq \xi \) or the present iteration number \( n = N \); otherwise, repeat steps 1.2 and 1.3.

2.2. Fruit Fly Optimization Algorithm

FOA is an interactive evolutionary computation method evolved from the food finding behavior of the fruit fly. Fruit flies feed on rotten fruit, live in temperate and tropical climate zones, and have obvious superiority over other species in osphresis and vision. The food finding process can be shown in Figure 1 and generalized as follows: each fly individual smells the food source according to the osphresis organ and flies towards the location first; then, a sensitive vision organ is applied to find food and other individuals’ flocking locations; and the procedures are repeated until the food is obtained [31]. The detailed iterative process of FOA can be concluded as follows:

Step 2.1: Parameters initialization. Initialize the maximum iteration number \( N \), the number of fruit flies \( P \), the initial fruit fly population location \((X\_axis, Y\_axis)\) and the random fly distance range \( L \).
Step 2.2: Individuals initialization. The flight direction and distance of each fly are achieved randomly according to its osphresis:

\[ X_p = X_{\text{axis}} + \text{ran}(-L,L) \]
\[ Y_p = Y_{\text{axis}} + \text{ran}(-L,L) \]  \hspace{1cm} (5)

where \( p = 1, 2, 3, \ldots, P \), \( X_p \) and \( Y_p \) are indexes of \( p \)-th fly.

Step 2.3: Fitness evaluation. As the food location is unknown, the distance of each fly to the origin is named as \( D_p \) and the reciprocal of \( D_p \) is called smell concentration judgment value \( S_p \):

\[ D_p = \left( X_p^2 + Y_p^2 \right)^{1/2} \]
\[ S_p = \frac{1}{D_p} \]  \hspace{1cm} (6)

Then, the smell concentration \( smell_p \) can be calculated by putting the smell concentration judgment value into the fitness function, which can be presented as follows:

\[ smell_p = f(S_p) \]
\[ \text{[bestsmell bestindex]} = \max(smell) \]  \hspace{1cm} (7)

where \( \text{bestsmell} \) is the maximum smell concentration, \( \text{bestindex} \) is the corresponding fruit fly number and \( smell \) is the smell concentration set of the group.

Step 2.4: Comparison and substitution. The present smell concentration is compared with the former, if it is superior to the last generation, \( smell_{\text{best}} \) and the corresponding index are replaced:

\[ smell_{\text{best}} = \text{bestsmell} \]
\[ \begin{cases} X_{\text{axis}} = X(\text{bestindex}) \\ Y_{\text{axis}} = Y(\text{bestindex}) \end{cases} \]  \hspace{1cm} (8)

Step 2.5: Optimization iteration. If the smell concentration reaches the preset precision threshold value or the iteration number reaches the maximal \( N \), the iteration process stops. Otherwise, steps 2.2 to 2.4 are repeated.

![Figure 1. Foraging process of fruit fly swarm.](image)

2.3. Genetic Algorithm

GA is an artificial search method motivated by natural principles and the concept of survival of the fittest. Each independent variable in the GA is represented by a gene sequence and each solution
is described as a chromosome. A standard optimization process can be divided into five key steps: encoding, selecting, crossover, mutation and fitness judgment [21].

Encoding is defined as the mapping relation from problem space to encoding space. The selecting process is choosing individuals with higher fitness value to form a mating pool. The probability of being selected for each chromosome is determined by the proportion of the individual fitness and the total, and the roulette method is mostly applied in the selecting process. For a given group $P = \{a_1, a_2, \ldots, a_T\}$, where $T$ is the scale number of the group, the fitness value of $a_t$ can be described as $f(a_t)$ and the probability $p_s(a_t)$ can be calculated as follows:

$$p_s(a_t) = \frac{f(a_t)}{\sum_{t=1}^{T} f(a_t)}, \quad (9)$$

where $t = 1, 2, \ldots, T$. The expectation number $P(a_t)$ of previous chromosome in offspring is determined as follows:

$$P(a_t) = T \cdot p_s(a_t). \quad (10)$$

The crossover in GA is transmitting a favorable gene to the next generation by simulating the gene recombinant process of sexual reproduction. It was assumed that $(v^f, v^e)$ were parent chromosomes and the crossover operation was performed on $l$-th position. Thus, the crossover position of the corresponding child chromosomes $(v^s, v^d)$ can be presented as follows:

$$\begin{cases} 
    v^s_l = \alpha v^f_l + (1 - \alpha) v^e_l \\
    v^d_l = \alpha v^e_l + (1 - \alpha) v^f_l
\end{cases}, \quad (11)$$

where $\alpha$ is a random value in the range of $(0, 1)$, and $l$ is an integer.

Structure and physical properties of the chromosomes were changed through the mutation operation, and it was assumed that $v^a$ was the selected chromosome and the mutation process was performed on $h$-th position, which can be presented as follows:

$$v^a_h' = \beta v^a_h + (1 - \beta) v^b_h, \quad (12)$$

where $\beta$ is a random value in the range of $(0, 1)$.

3. The Proposed Method

3.1. Hybrid Optimization Algorithm

FOA is a kind of procedural search method and has a simple structure and saves time. However, with typical FOA, it is difficult to ensure the diversity of the fruit fly swarm, and it is easy to fall into local extremes. The reason is based on all individuals tending to the present generation optimal solution during the process of producing new fruit flies and the population diversity is gradually lost. On the other hand, GA has obvious superiority in avoiding partial optimization due to the crossover and mutation operation, while the iterative process is time-consuming. The proposed FGPOA integrates a searching process of FOA and crossover and mutation operation of GA to balance the calculation time and search ability.

Three new parameters are introduced in the FGPOA, the genetic proportion $P_g$, the crossover probability $P_c$, and the mutation probability $P_m$, and Step 2.4 of FOA is modified as follows:

The present smell concentration is compared with the former, and if it is superior to the last generation, $smell_{best}$ is replaced by $best_{smell}$. Then, the fruit fly swarm is divided into two groups, one called the fly group (C1), and the other is called the genetic group (C2), where the number of C2 is $P \cdot P_g$. Offspring of C1 is updated according to FOA, and the crossover and mutation operation are
performed on C2. Moreover, the probability of particles selected to conduct crossover and mutation is $P_c$ and $P_m$, respectively. The flowchart of the FGOA is presented in Figure 2.

![Figure 2](image_url)

**Figure 2.** Iterative process of the proposed fruit fly genetic optimization algorithm (FGOA).

### 3.2. Flow of the Recognition Method

In order to realize online cutting pattern recognition for the shearer, the cutting sound signal is collected as the criterion, and an improved FCM method optimized by FGOA is applied in this paper. The flow of the proposed FCM-FGOA can be shown as follows:

Step 3.1: Pretreatment on the initial signal. The original sound is divided into $T$ series, where $T_1$ of them are training samples and the rest $T_2$ are testing samples. In order to extract multiple scale information from the original signal clips, wavelet packet transform is first applied to decompose the sound due to its excellent time-frequency analysis ability [45]. Then, a series of wavelet packet coefficients are obtained, defined as $d_{ijk}$, which represents the $k$-th coefficient of $i$-th node in the $j$-th layer. As the energy of the wavelet packet node often contains key characteristics and is easy to calculate [46], the feature vector in this paper consists of the energy of nodes, which can be calculated as follows:

$$e_i = \sum_k d_{ijk}^2$$  \hspace{1cm} (13)

where $e_i$ donates the energy of $i$-th wavelet packet node. Normalization is conducted subsequently to facilitate computation and training. It was assumed that the value range of all node energy was $[e_{\text{min}}, e_{\text{max}}]$, and normalized $e_i$ can be shown as follows:

$$e_{Ni} = \frac{e_i - e_{\text{min}}}{e_{\text{max}} - e_{\text{min}}}$$  \hspace{1cm} (14)

where $e_{Ni}$ belongs to $[0, 1]$. For the $t$-th sound, a $2^t$-dimensional vector can be extracted as follows:
\[ e' = \{ e'_{N1}, e'_{N2}, \ldots, e'_{N2T} \}, \]  

where \( j \) is the decomposition level of the wavelet packet transform (WPT) and \( e' \) is the feature vector, \( t = 1, 2, \ldots, T \).

Step 3.2: Parameters preset. Key parameters of FCM-FGOA contain: weighted index \( m \), range of category number \( c \), threshold value of the iterative process \( \xi \), maximal iteration number \( N \), random fly distance range \( L \), number of fruit flies \( P \), genetic proportion \( P_g \), crossover probability \( P_c \) and mutation probability \( P_m \) and original clustering center \( v_p^{(0)} \), where \( v_p^{(0)} \) is composed by \( c \cdot 2^j \) elements and can be presented as \( v_p^{(0)} = [v_{11}^0, v_{12}^0, \ldots, v_{12j}^0, v_{21}^0, v_{22}^0, \ldots, v_{22j}^0] \), \( p = 1, 2, 3, \ldots, P \). \( T_1 \) training samples are applied to optimize the FCM-FGOA and the remaining \( T_2 \) are used to validate the clustering algorithm.

Step 3.3: Iterative optimization. \( P \) clustering centers are produced and the fitness value of each center is calculated according to Equation (16). When \( J_m(U,P) \) reaches its smallest value, the fitness is at its maximum. The iterative process is conducted according to FGOA and a new clustering center is generated in each circulation:

\[ f = \frac{1}{1 + J_m(U, P)} \]  

(16)

Step 3.4: Terminal condition. If the iteration number reaches \( N \) or a center error less than \( \xi \), terminate the iteration process; otherwise, continue the optimization. The flowchart of the FCM-FGOA can be shown in Figure 3.

---

**Figure 3.** Flowchart of the fuzzy C-means (FCM)-FGOA. WPT, wavelet packet transform.
4. Simulation and Analysis

In order to validate the accuracy and superiority of the proposed method, a simulation example was put forward for shearer cutting pattern recognition. The sound signal during the coal-rock cutting process was collected and pretreated first. Then, the signal was decomposed by WPT and the proposed FCM-FGOA was applied. Finally, the simulation result was compared with actual working condition and some related solutions were compared. All calculations in this section were conducted on a work station (Dell Inc., Round Rock, TX, USA), and the configuration of the station was listed in Table 1.

Table 1. Configuration of the work station.

<table>
<thead>
<tr>
<th>Operating System</th>
<th>Windows 10 (64 bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel Xeon E5-2690 (8 cores, 2.9 GHz)</td>
</tr>
<tr>
<td>Memory</td>
<td>16 GB (DDR3)</td>
</tr>
<tr>
<td>Hard disk space</td>
<td>SSD (512GB)</td>
</tr>
<tr>
<td>Matlab version</td>
<td>8.0</td>
</tr>
</tbody>
</table>

4.1. Data Acquisition

Original sound data was acquired from the National Coal Mining Equipment Research and Experiment Center (Zhangjiakou, China) at the China Coal Zhangjiakou Coal Mining Machinery Co., Ltd. (Zhangjiakou, China). The test platform (China Coal Zhangjiakou Coal Mining Machinery Co., Ltd., Zhangjiakou, Hebei, China) was 70 meters long and 2 meters high and equipped with a shearer and 43 hydraulic supports. The cutting wall was composed of three sections: a 30 m long pure coal seam with the Protodikonov hardness of f2 (S1), a 30 m long pure coal seam with the hardness of f3 (S2) and a 10 m long coal seam gripping rocks (S3). The traction speed of the shearer was 3 m/min and the cutting drum rotation speed was 25 r/min. The shearer was pulled towards the right direction. An industrial microphone was installed to collect the cutting sound of S1, S2, S3 and the condition with no-load (S4). The arrangement of the experimental site and the installation of microphone were shown in Figure 4. The sampling frequency of the sound signal was 44.1 kHz, and a 100 sound series with a duration time of 0.2 s were recorded for each situation. In addition, a series of 300 were treated as training samples, and the remaining 100 segments as test samples. Four kinds of typical cutting sound signals were shown in Figure 5.

Figure 4. The experimental site. (a) Site layout of the platform; and (b) installation of the microphone.
Table 2. The WPT tree was shown in Figure 6. Sixteen wavelet packet nodes, expressed as (4, 0), (4, 1), (4, 2), …, (4, 15), were obtained and the coefficients of each node were shown in Figure 7. Then, the energy of each node was calculated according to Equation (13), and normalization was conducted as Equation (14). Each sound signal was described as a 16-dimensional feature vector and shown in Table 2.

4.2. Pretreatment on Sample Data

WPT was applied for extracting time-frequency features of the samples at first. In this paper, the sound signal was decomposed by db5 wavelet with four levels using a Shannon entropy type. The WPT tree was shown in Figure 6. Sixteen wavelet packet nodes, expressed as (4, 0), (4, 1), (4, 2), …, and (4, 15), were obtained and the coefficients of each node were shown in Figure 7. Then, the energy of each node was calculated according to Equation (13), and normalization was conducted as Equation (14). Each sound signal was described as a 16-dimensional feature vector and shown in Table 2.

Figure 5. Four kinds of cutting sound signals. (a) Sound of coal seam with f2; (b) sound of coal seam with f3; (c) sound of coal seam gripping gangue; and (d) sound of no-load.

Figure 6. Structure of WPT tree.
with the simulation results. In order to validate the accuracy of clustering center obtained from the
features calculated according to Equation (3) and the classification result was shown in Figure 9.

Table 2. Feature vectors of the 300 samples.

<table>
<thead>
<tr>
<th>Number</th>
<th>Feature Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[0.767079, 0.01970, 0.000509, 0.002197, 0.002056, 0.002177, 0.000075, 0.001561, 0.000001, 0.000066, 0.000021, 0.000020, 0.001224, 0.001112, 0.000045, 0.000417]</td>
</tr>
<tr>
<td>2</td>
<td>[0.771856, 0.176547, 0.033833, 0.174835, 0.002439, 0.002444, 0.001405, 0.001727, 0.000374, 0.000991]</td>
</tr>
<tr>
<td>3</td>
<td>[0.744010, 0.118100, 0.067296, 0.063892, 0.031492, 0.002508, 0.055797, 0.008220, 0.000003, 0.000004, 0.002282, 0.000024, 0.000880, 0.000062, 0.0000263]</td>
</tr>
<tr>
<td>4</td>
<td>[0.804032, 0.006559, 0.000681, 0.002085, 0.000015, 0.000053, 0.000241, 0.000120, 0.000001, 0.000006, 0.000011, 0.000009, 0.000011, 0.000015, 0.000013]</td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
<tr>
<td>399</td>
<td>[0.734019, 0.097592, 0.073854, 0.101107, 0.020851, 0.003079, 0.0601384, 0.009932, 0.000002, 0.000006, 0.000070, 0.000009, 0.002013, 0.000099, 0.0000670, 0.0000155]</td>
</tr>
<tr>
<td>400</td>
<td>[0.699824, 0.12047, 0.009935, 0.002409, 0.000031, 0.000019, 0.000030, 0.000011, 0.000003, 0.000011, 0.000017, 0.000004, 0.000009, 0.000037, 0.000007, 0.000022]</td>
</tr>
</tbody>
</table>

4.3. Clustering Analysis

The parameters of the proposed FCM-FGOA were set as follows: the weighted index \( m = 2 \),
the threshold value of the iterative process \( \xi = 10^{-5} \), the maximal iteration number \( N = 100 \),
the random fly distance range \( L = [-1, 1] \), the number of fruit flies \( P = 20 \), the genetic proportion \( P_g = 0.3 \),
the crossover probability \( P_c = 0.8 \) and the mutation probability \( P_m = 0.01 \). The preset recognition
accuracy on the testing samples was 90%. The clustering process obtained the convergent fitness value
at different preset category number \( c \) and selected the maximum as the result. In this paper, the value
range of \( c \) was \([1, 8] \) and the iteration process at different category numbers was shown in Figure 8.
It could be seen from the figure that the maximal fitness value appeared when \( c = 4 \). Moreover,
the sound samples in practice could be divided as S1, S2, S3 and S4, which was very consistent
with the simulation results. In order to validate the accuracy of clustering center obtained from the
proposed method, the remaining 100 test samples were applied. The membership value of each
sample was calculated according to Equation (3) and the classification result was shown in Figure 9.
Five misjudgments occurred in the 100 test samples, so the accuracy of the improved was 95%. It could
be seen from the figure that two sample points in S1 were misclassified into S2. One sample in S2 was

Figure 7. Wavelet packet node coefficients.
assigned into S1 and another into S3. The sound series in S3 was confused for S2 once and samples in S4 were classified accurately. The reason lies in the fact that the acoustic signal of cutting objects with similar hardness, such as S1 with S2 and S2 with S3, had small differences. Samples especially from S4 were classified accurately. The reason lies in the fact that the acoustic signal of cutting objects with global extrema in maximal fitness could be recognized accurately.

In comparison, those with obvious distinction, such as S4 with other cutting patterns, could be recognized accurately.

The boundary had larger probability to be misjudged. In comparison, those with obvious distinction, such as S4 with other cutting patterns, could be recognized accurately.

Figure 9. Comparison between actual state and the proposed method. Blue points mean the samples are classified correctly, blue points with red circle mean the samples are misjudged into other cutting pattern.

Finally, ten groups of simulations with different genetic proportion $P_g$ were conducted to get the change rule of the fitness value and the convergence time with the proportion value, and the simulation results were listed in Table 3. The category number $c$ was 4, the range of $P_g$ was [0, 1] and the other parameters kept invariant. It could be seen from the table that the convergent fitness was less than 0.643496 when $P_g$ was less than 0.3, and the value was a consistent 0.643496 when fruit flies conducting genetic operation increased. The computation time when the fitness reached the maximal fitness increased with $P_g$ in general. The proposed optimization algorithm was actually FOA when $P_g = 0$ and turned out to be GA when $P_g = 1$. Moreover, the optimization easily fell into local extrema...
while also saving time when FOA occupied the major part, and had outstanding global identity ability while also being time-consuming when GA played a leading role.

### Table 3. Fitness value and the corresponding convergence time at different $P_g$.  

<table>
<thead>
<tr>
<th>Genetic Proportion</th>
<th>Fitness Value</th>
<th>Convergence Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.509624</td>
<td>2.173550</td>
</tr>
<tr>
<td>0.1</td>
<td>0.600524</td>
<td>2.960945</td>
</tr>
<tr>
<td>0.2</td>
<td>0.421024</td>
<td>3.581077</td>
</tr>
<tr>
<td>0.3</td>
<td>0.643496</td>
<td>4.433216</td>
</tr>
<tr>
<td>0.4</td>
<td>0.643496</td>
<td>5.698395</td>
</tr>
<tr>
<td>0.5</td>
<td>0.643496</td>
<td>9.298510</td>
</tr>
<tr>
<td>0.6</td>
<td>0.643496</td>
<td>8.314697</td>
</tr>
<tr>
<td>0.7</td>
<td>0.643496</td>
<td>10.441968</td>
</tr>
<tr>
<td>0.8</td>
<td>0.643496</td>
<td>17.276850</td>
</tr>
<tr>
<td>0.9</td>
<td>0.643496</td>
<td>15.218627</td>
</tr>
<tr>
<td>1.0</td>
<td>0.643496</td>
<td>21.970014</td>
</tr>
</tbody>
</table>

#### 4.4. Comparison with the Literature

To demonstrate the superiority of the proposed cutting pattern recognition method through the cutting sound based on FCM-FGOA, some related research were taken was compared. According to the relevant literature, $\gamma$-ray concentration detection in [2], vibration analysis in [5], original FCM, FCM optimized by PSO in [23], FCM optimized ACO in [24] and FCM optimized by the combination of PSO and GA (FCM-PSGOA) in [47] were selected as the typical solutions to compare with the proposed FCM-FGOA. The first two approaches adopted the $\gamma$-ray concentration of the cutting walls and the vibration of shearer as source signal, respectively. A cutting sound signal was used in the subsequent four methods. Three-hundred training samples were organized to obtain the centers of each cutting pattern, and 100 testing points were introduced for verification. It is necessary to point out that $\gamma$-ray concentration and vibration must be detected through contact measurement, which resulted in detectors that were difficult to install and easily damaged during the experiment. The convergence time of the clustering process and the recognition accuracy of the testing samples were listed in Table 4. In order to decrease the accidental error during the experiment, each method was performed ten times, respectively. The average convergence time and recognition rate were presented in the table. It could be seen that sound-based recognition system performed better than other signal sources, and that clustering centers updated by intelligent algorithms had obvious advantages compared to the original FCM. The reason lies in the fact that the original FCM is easily trapped into local extrema, and the iteration solution based on gradient descent algorithm is time-consuming. Moreover, FCM optimized by hybrid optimization algorithms had efficient calculation and high recognition accuracy compared with that of single solutions. The FGOA had overall consideration on the convergence speed and the diversity of population. In summary, the proposed cutting pattern recognition method through cutting sound based on FCM-FGOA had the best comprehensive performance in the comparison.

### Table 4. Comparison of some related methods.  

<table>
<thead>
<tr>
<th>Compared Methods</th>
<th>Convergence Time (s)</th>
<th>Recognition Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$-ray detection</td>
<td>32.776031</td>
<td>44%</td>
</tr>
<tr>
<td>Vibration analysis</td>
<td>18.764410</td>
<td>57%</td>
</tr>
<tr>
<td>FCM</td>
<td>17.007964</td>
<td>64%</td>
</tr>
<tr>
<td>PSO-FCM</td>
<td>3.896237</td>
<td>82%</td>
</tr>
<tr>
<td>ACO-FCM</td>
<td>5.674583</td>
<td>79%</td>
</tr>
<tr>
<td>PSGOA-FCM</td>
<td>6.963550</td>
<td>92%</td>
</tr>
<tr>
<td>The proposed method</td>
<td>4.433216</td>
<td>95%</td>
</tr>
</tbody>
</table>

* FCM, fuzzy C-means; b PSO-FCM, particle swarm optimization-FCM; c ACO-FCM, ant colony optimization-FCM; d PSGOA-FCM, particle swarm genetic optimization-FCM.
5. Industrial Application

In this section, an online cutting pattern recognition system through the cutting sound based on the proposed FCM-FGOA was established and applied in a coal mine as shown in Figure 10. The industrial experiment was organized at the 2115 coal mining working face in the No. 13 Mine of the Pingdingshan Coal Industrial Group Corporation (Pingdingshan, China). According to the production schedule of the 2115 working face, the expected current of the cutting motor was 27 A. In addition, the changing range of the current should be $[-20\%, 20\%]$. Blast protection was conducted on the microphone and the cutting sound was transmitted to the airborne industrial personal computer (IPC). To guarantee the that shearer was working steadily, the IPC calculated the cutting pattern of the shearer online and sent control commands to the hydraulic height adjusting system and variable frequency speed control system of the shearer. The remote working state representation interface was applied to monitor the field condition in the ground control center. In order to exhibit the effectiveness of the system, the cutting current of the shearer was collected and the curve was shown in Figure 11. The current data was from 9:17:00 to 9:47:00 on 22 January 2016, and the changing range of the signal was from 24.3827 to 31.0185 A. The average value of the series was 27.6271 A, and the standard deviation was 0.7816. The maximal value was about 14.883% larger than expected and the minimum was about 9.694% smaller. The shearer kept working steadily and the occurrence of cutting roof was avoided, which proved the stability and reliability of the online system.

![Online cutting pattern recognition system](image_url)
6. Conclusions

In order to extract cutting pattern recognition during coal mining, this paper proposed a novel approach through cutting acoustic signals based on FCM and a hybrid optimization. Improved strategy on the basis of introducing a genetic proportion coefficient into original FOA was applied to enhance the diversity of the evolution population. In addition, the intelligent optimization method was used for the iteration process of traditional FCM. To verify the accuracy and superiority of the proposed solution, a simulation example was provided and some comparisons were conducted. The simulation example and comparison results showed that the sound-based cutting pattern recognition method could effectively distinguish the cutting pattern, and the proposed approach surpassed others.

However, there are also some blemishes and shortages in this method that can be listed as follows: (1) genetic proportion coefficient in FGOA is selected mainly through massive simulations. Strict theoretical analysis and derivation are absent, which increases blindness and uncertainty of the recognition system; and (2) only four typical geological conditions are simulated in the data acquisition stage, while it is extremely complex and variable for field coal-rock distribution. Thus, the adaptability of the approach remains to be improved. In future studies, the authors plan to implement some improvements on the proposed method. These may include a strict algorithm to select an appropriate genetic proportion coefficient in FGOA, higher execution efficiency of the algorithm code, and stronger adaptability for the online recognition system.
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